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Chapter 1

Introduction

Non-financial firms are the backbone of most modern economies. To understand the economic

consequences of macroeconomic, political and financial shocks, it is therefore crucial to under-

stand the impact of such shocks on those firms. This thesis makes several contributions in

this regard. Firms may be affected directly by shocks such as changes in commodity prices,

political regime shifts or a financial crisis. In addition, the impact may be transmitted through

other economic agents such as financial firms, a fact that most economies and economists were

painfully reminded of a decade ago by the Great Recession. I analyse both direct and indirect

transmission mechanisms in this thesis. The result is a dissertation that spans across multiple

literatures such as resource economics, development economics, political economy and finan-

cial intermediation while maintaining a focus on the economic health and behaviour of firms

during unusual times. The broad portfolio of chapters is a consequence of my diverse research

interests and inspiration I got from seminars, courses and the general research environment at

the institutions I spent time at during my PhD.
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The striking economic imbalances around the globe and my experience of doing social work

in Costa Rica for a year have shaped my interest in development economics. While being

involved in a small-scale cosmetics production project in Costa Rica, I was confronted with

both the opportunities and challenges of manufacturing-led growth at a very local level. I was

therefore very excited to design and execute a research project using Indonesian manufacturing

data following the invitation of my supervisor Steven Poelhekke at the beginning of my PhD.

Based on my former activity as junior energy consultant at JBC Energy and Steven’s expertise,

I decided to study the impact of natural resource booms on manufacturing firms in Chapter

2. While this question has been addressed by several papers, it struck me that these papers

find very different results which are hard to reconcile. The key contribution of Chapter 2

is to identify heterogeneity in natural resource extraction methods as a crucial variable that

can explain the mixed evidence in this ‘Dutch disease’ literature. The chapter is co-authored

by Steven Poelhekke and has been published as Tinbergen Institute Discussion Paper No.

18073, OxCarre Research Paper No. 214 and CESifo Working Paper No. 7284. We depart

by developing a theoretical model that lays out key predictions which we then bring to the

data. In line with theory, our empirical results indicate that in areas where the extraction of

minerals is relatively capital-intensive, local mining booms cause virtually no upward pressure

on manufacturing wages, and both producers of traded and local goods benefit from mining

booms in terms of employment. In contrast, booms in labour-intensive mining areas drive

up local manufacturing wages such that traded-goods producers reduce employment. Our

results are large in magnitude, which arguably reflects low factor mobility across space and

relatively high labour mobility between manufacturing and other sectors due to a comparatively
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small degree of specialisation. Since these are common characteristics of numerous developing

countries and labour-intensive mining is prevalent in many of them, our results likely contain

important lessons for other resource-rich developing countries. This is of crucial relevance

since especially developing countries target manufacturing growth as a key pathway to overall

economic growth.

The geographic focus of Chapter 2 has shaped my interest and knowledge of the Indone-

sian institutional context. This inspired Chapter 3, in which I analyse the economic impact

of Indonesia’s unprecedented wave of democratisation over 1998-2003 through the lens of the

manufacturing sector, a key driver of overall economic growth. An important open question

in the literature on democracy and growth has been how the characteristics of newly elected

democratic leaders shape the success of democratisation. More generally, it is striking that

the economics science has produced countless studies that evaluate specific policies but few

that study the role of the politicians who design and/or execute these policies. Chapter 3,

which is also co-authored by Steven Poelhekke, attempts to partly fill these gaps. The chapter

demonstrates that the performance of Indonesian manufacturing under the first democratically

elected local district mayor crucially depends on the mayor’s education level. While manufac-

turing employment plummets by five percent if the democratic mayor has no college degree,

we observe no impact on employment under college graduate mayors. Additional survey-based

evidence suggests that underlying mechanisms are worse provision of local infrastructure and a

larger tax burden under mayors without a college degree. Through this comprehensive analysis

we believe to also make an important contribution to the economics of education literature.

Furthermore, our findings may contain important policy lessons for other countries that have or
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will transition to democracy, particularly developing countries where infrastructure constraints

and weak governance are very prevalent.

Besides my interest in the research fields that characterise Chapters 2 and 3, I have long been

curious about the crucial role of access to finance for the performance of non-financial firms.

Based on this interest and a course by Franklin Allen at Tinbergen Institute I started working

on Chapter 4. In the following I was very lucky to gain financial and conceptual support from

the Dutch Central Bank (DNB) and the Austrian Central Bank (OeNB) as well as access to

very confidential data from the latter. The chapter is co-authored by Maŕıa Teresa Valderrama

from the OeNB and was published as DNB Working Paper No. 661. Our conceptual starting

point is that under Basel capital regulations, drawdowns on credit commitments by firms reduce

the regulatory capital buffer of the granting bank. While this source of risk has received very

little attention by the academic literature, we highlight that it matters quantitatively. This is

particularly the case in periods of financial distress, because the capital position of banks is then

typically weakened, raising capital is more costly and drawdowns on credit commitments are

more likely. The chapter then provides novel evidence that during the 2008-09 financial crisis,

capital-constrained banks prevented large capital buffer reductions due to additional credit

drawdowns by substantially cutting partly or fully unused credit commitments. Controlling for

a bank’s capital position, we further find that also greater liquidity problems induced banks to

considerably cut such credit commitments during the crisis. While this is evidence of active

risk management by banks, the implication is a reduction in liquidity insurance to firms exactly

when they need it most. In the interest of future financial stability my results call for a larger

capital charge on unused credit commitments, a measure that has been implemented to some
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degree via Basel III. Chapter 4 represents my Job Market Paper and served this purpose well:

it first got me a job as full-time researcher at DNB and later a tenure-track position as assistant

professor at the Norwegian School of Economics (NHH).

Throughout my thesis, I use highly granular panel data at the firm level or at the bank-

firm level. The data provides ample coverage. In Chapters 2 and 3 I use Indonesia’s annual

manufacturing census which includes all plants with 20 or more employees. The Austrian credit

register used in Chapter 4 covers 90 percent of the country’s total bank credit volume. While

I am largely unable to study small firms in my thesis due to low data coverage, recent research

finds that contrary to widespread belief, at least in the United States it is actually the large

firms that are the backbone of the economy (Atkinson and Lind, 2018).

Micro-level data offer the key methodological advantages of controlling for selection effects

and reducing the risk of omitted variable bias. For example, the use of loan-level data in Chapter

4 is crucial to control for a firm’s credit demand, which has been a very common challenge in

the financial intermediation literature. Another benefit of micro-level data is that it allows

to identify heterogeneous effects of a given shock across different types of firms, which I do

extensively in this thesis. In all chapters, I use difference-in-difference specifications at the firm

or bank-firm level with varying treatment; in Chapters 2 and 3 treatment also varies over time.

I saturate these empirical models with a battery of fixed effects, which create very narrowly

defined counterfactuals and thus greatly reduce or eliminate the bias on our coefficients. In

Chapter 2 for example, the impact of a mining boom on local manufacturing plants in a given

district is estimated relative to plants in the same four-digit industry and year in a district with

no mining activity. In addition, I control for time-invariant unobservables at the plant level. A
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further methodological common theme in my dissertation is that the various types of shocks I

study are plausibly exogenous conditional on controls. In all chapters I carefully discuss this

important feature and also document common trends across treated and control units before

the studied shock occurs. For these reasons, the estimates throughout this thesis can generally

be regarded as plausibly causal effects.

All chapters in my dissertation focus on a single rather than multiple countries. In Chapter

2 I also exploit regional disparities in resource endowment, and in Chapter 3 I use heterogeneity

in the timing of local democratisation and mayor education. This within-country focus has clear

methodological advantages compared to the joint study of a group of countries. The reason

is that unobserved heterogeneity is less likely to be present across regions of one country than

across multiple countries. This argument has sparked small but rapidly growing literatures with

a within-country focus in different fields of economics, to which my thesis makes a contribution.

The disadvantage of studying a single country is smaller external validity, but there are reasons

to believe that the chapters in this thesis do provide lessons for other countries as well. In

the case of Indonesia, the economy shares many features and challenges with other developing

countries, some of which I mention further above. In addition, Indonesia is the fourth most

populous nation and third largest democracy of the world, which clearly makes it an interesting

setting by itself. Austria in turn shares the large dependence of firms on bank financing with

many other countries and particularly most European ones. Furthermore, the Basel capital

regulations that give rise to the findings of Chapter 4 are identical in most developed countries

of the world.



Chapter 2

Good Mine, Bad Mine: Natural

Resource Heterogeneity and Dutch

Disease in Indonesia

2.1 Introduction

Wealth in non-renewable natural resources (such as solid minerals and oil & gas) does not

always lead to sustained economic development. This observation has long inspired a debate

on the existence of a ‘Dutch disease’ (Van Wijnbergen, 1984) or even a seemingly incurable

‘resource curse’ (Gelb, 1988; Sachs and Warner, 2001). It is now generally accepted that

negative outcomes are conditional on institutions and macroeconomic management of subsoil

wealth (Van der Ploeg, 2011). Recently, this literature has moved away from cross-country

studies in which endogeneity issues are harder to address and started to exploit within-country
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variation to minimize the influence of confounding factors.1 This approach has contributed

to our understanding of the underlying mechanisms that may explain the negative aggregate

correlation between resource wealth and growth. However, at the local level, and using detailed

firm and household data for the US, several studies find positive effects of a local natural

resource boom, or at least no evidence for crowding out of manufacturing firms (Black et al.,

2005; Michaels, 2011; Allcott and Keniston, 2018). For developing countries, the evidence is

more mixed and ranges from an increase in real income for households after a large open-pit

gold mine in Peru increased local procurement (Aragón and Rud, 2013), to higher GDP per

capita in Brazil (Cavalcanti et al., 2019), to more conflict in Colombia (Dube and Vargas,

2013), localised negative traded-sector employment effects in emerging markets (De Haas and

Poelhekke, 2019), and an increase in municipal government spending in Brazil that does not

translate into higher public goods and services (Caselli and Michaels, 2013).

The literature has typically identified these effects by exploiting geographic variation in

natural resource wealth and time variation in world prices or giant oil discoveries, but has not

distinguished explicitly between different resources or extraction techniques. We argue that

the labor intensity of resource extraction can reconcile positive and negative outcomes found in

the literature. To the best of our knowledge, we are the first to model and estimate the effect

of heterogeneity in natural resource extraction methods on economic performance. We analyse

the local effect of a booming natural resource sector within Indonesia, which is both a major

producer of a variety of natural resources that are scattered around the country, and has a

large and exporting manufacturing sector. Combining detailed manufacturing plant-level panel

1 As surveyed in Van der Ploeg and Poelhekke (2017) and Cust and Poelhekke (2015).
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data with deposit-level data, we find that in areas where mining of minerals is more capital-

intensive, booms cause virtually no upward pressure on manufacturing earnings per worker,

and both producers of traded and local goods benefit from booms in terms of employment.

Specifically, the overall manufacturing sector increases employment by up to 2% when local

minerals prices double and mining is relatively capital-intensive. In contrast, labor-intensive

mining booms increase local manufacturing wages by up to 6% such that producers of relatively

traded goods reduce employment by up to 1%. From the perspective of manufacturing plants,

mining booms can thus be good or bad. Using novel well-level data, we control for oil and gas

booms and show that these do not lead to a rise in manufacturing earnings per worker or a

reduction in employment, which is consistent with oil and gas production being highly capital-

intensive. Heterogeneity in extraction techniques thus helps to explain why many studies that

have focused on capital-intensive natural resource extraction such as open-pit mining or oil

and gas production do not find evidence for local crowding-out effects in the manufacturing

sector during natural resource booms. In terms of magnitude, the effect of mining booms on

local manufacturing in Indonesia is much larger than the effect of oil and gas booms in the

US (Allcott and Keniston, 2018). However, in line with the US evidence, we do not find that

the reallocation between sectors and reduction in activity by traded-goods producers leads

to a reduction in total factor productivity. This speaks against foregone ‘learning by doing’

productivity spillovers as described theoretically in Van Wijnbergen (1984) and Arrow (1962)

and confirmed empirically by Ellison et al. (2010), Greenstone et al. (2010) and Kline and

Moretti (2014). Therefore, our findings do not provide empirical support for Dutch Disease

effects in the narrow sense, in which foregone productivity gains in non-resource tradable goods
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sectors slow down overall economic growth.

Our identification strategy is to correlate exogenous shocks to the value of local natural

resources in Indonesia that had been discovered by the start of our sample period with local

manufacturing outcomes in subsequent years. Informed by the literature that has questioned

the exogeneity of exploration and discoveries (Bohn and Deacon, 2000; Cotet and Tsui, 2013;

Cust and Harding, 2019; Arezki et al., 2019), we use exogenous world prices that change the

value of existing and pre-determined deposits. Using deposit and novel well-level data on the

quantity and type of each natural resource, we compute measures of initial endowments of

minerals and oil & gas, respectively, at the district level. We interact these with subsequent

exogenous world price shocks and, in the case of mining, an indicator that captures the labor

intensity of local extraction methods. The mining engineering literature posits that the locally

applied extraction technique is determined by the exogenous geological shape of the deposit

and not by the deposits’ contained minerals or local labor market characteristics (see e.g.

Hartman and Mutmansky, 2002). In addition, our empirical specification controls for any

potential impact of local labor market characteristics and accounts for differential trends in

manufacturing across districts. Using three separate data bases, we further demonstrate that

different mining techniques (such as underground and open-pit mining) translate into very

different degrees of labor intensity. The fact that our data contains individual plants observed

annually in the census between 1990 and 2009 allows us to control for manufacturing plant fixed

effects, which improves identification compared to most of the existing literature. Furthermore,

the richness of the data allows us to distinguish producers of relatively traded and relatively

non-traded goods and thus analyse whether the latter suffer less or benefit more from mining
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booms than their counterparts.2

We adapt a model of reallocation between sectors (Corden and Neary, 1982) to multiple re-

gions within one country (Allcott and Keniston, 2014) and add fiscal redistribution of resource

revenues and labor intensity of the resource sector to the model. A booming natural resource

sector leads to an increase in local wages (rather than a currency appreciation as in the case

of multiple countries) and thereby lowers the competitiveness of other traded-goods producers

which sell at prices determined on world markets. This effect of reallocation away from traded-

goods production is amplified if the natural resource sector is relatively labor-intensive and thus

hires more workers and raises wages more strongly during a boom, unless labor can be supplied

through migration from other regions. Consumers may accrue a fraction of the higher local

resource revenue caused by the boom via fiscal redistribution, which increases their income and

consumption. In addition, immigration of additional workers implies more local consumers.

These factors constitute the within-country version of the ‘spending effect’. Local-goods pro-

ducers can benefit from the increase in local demand because they can raise prices. Overall,

the spending effect outweighs the reallocation effect for these producers, inducing growth dur-

ing natural resource booms. Unless labor mobility is high and/or the resource sector’s labor

intensity is low, the opposite holds for traded-goods producers. They can hardly benefit from

an increase in local demand because they are price takers and thus become less competitive

due to higher local wages. If this also leads to a reduction in productivity spillovers in the

traded-goods sector, then mining booms have longer-term and potentially welfare-decreasing

effects.

2 Since the census only contains plants with 20 or more employees, we are unable to study entry and exit during
mining booms.
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The empirical results broadly confirm the predictions of the model. If local extraction tech-

niques are capital-intensive, earnings per worker are not significantly affected by mining booms.

Without a rise in wages there is no scope for crowding-out of the manufacturing sector. Consis-

tently, we find that neither local nor traded-goods manufacturers lay off workers during capital-

intensive mining booms, but actually increase employment, suggesting that local manufacturing

benefits through a spending effect. When local extraction techniques are labor-intensive, local

earnings per worker in the manufacturing sector increase and the manufacturing sector overall

does not benefit in terms of employment. While we do observe a slight increase in population

during labor-intensive mining booms, this is not sufficient to fully offset the upward pressure

on wages. These results suggests the presence of a reallocation effect during labor-intensive

booms, which offsets the gains from the spending effect. Exploiting the heterogeneity across

manufacturing plants, we find that traded-goods producers significantly reduce employment

while local-goods producers significantly increase employment during labor-intensive booms.

Furthermore, only producers of local manufacturing goods charge higher prices during labor-

intensive booms, because only these producers are able to pass on higher wages to consumers

and are thus hardly affected by the reallocation effect.

2.1.1 Related literature

We contribute to a growing literature that analyses the impact of natural resources in within-

country settings. Data on firms and counties in the US have shown that coal, oil, and gas booms,

of which the recent boom was driven by novel shale extraction techniques, have had little or
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no negative effects on manufacturing.3 Similarly, Black et al. (2005) find positive employment

spillovers on non-tradables sectors during the 1970s coal boom in their analysis of local labor

markets in Kentucky, Ohio, Pennsylvania, and West Virginia, but no significant spillovers to

the manufacturing sector. A long-run study of the southern US by Michaels (2011) finds that as

population increased in booming regions also local public good provision increased, with positive

effects on employment in agriculture and manufacturing. Using five-yearly data, Allcott and

Keniston (2018) show that in a US-county with an additional oil and gas endowment of US$10

million per square mile, a natural resource boom that raises national oil and gas employment

by 100 log points leads to a statistically significant increase in population by 1.2%, employment

by 2.8% and earnings per worker by 1.8%. The US manufacturing sector is also procyclical

with oil and gas booms in resource-abundant counties, although there is some limited evidence

that highly-traded-goods producers contract. In terms of income per capita, however, busts

can more than reverse the effects of booms (Jacobsen and Parker, 2016).

We add to this literature by using annual plant-level data and distinguishing between differ-

ent extraction methods used to take natural resources out of the ground and the relative labor

intensity that this implies. By analysing a developing country with different degrees of sectoral

and regional labor mobility compared to the US, we place the results in the literature into

perspective. Since we find labor mobility across districts in Indonesia to be lower, there is more

scope for crowding out4, while less specialized manufacturing may result in more sectoral labor

mobility. Moreover, in a developing country potentially less firms are up- and downstream to

3 Although more aggregate county- and state-level data suggests more evidence for negative effects, c.f. James
and Aadland (2011); Papyrakis and Gerlagh (2007).

4 For example, Beine et al. (2015) find evidence that immigration from other provinces mitigates the increase
in the size of the non-tradables sector during natural resource booms in Canada, and also leads to spillovers
from booming to non-booming provinces.
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the natural resource sector itself than in the US, where “linkages and complementarities to the

natural resource sector were vital in the broader story of American economic success” (Wright

and Czelusta, 2007).

The chapter also relates to the growing literature that has focused more on political economy

and household outcomes. Aragón and Rud (2013) analyse the expansion of a large gold mine

in Peru, and find that real income of households living within 100 kilometers of the mine

only increased after a policy change that required local procurement of services. Related to our

mechanism, Dube and Vargas (2013) find that an exogenous increase in the price of coffee (which

is labor-intensive in production) decreases armed conflict in Colombia because it raises the

opportunity cost of fighting, while an increase in capital-intensive oil prices increases conflict,

through increasing the gains from appropriation of oil income. The latter is consistent with a

model of social conflict by Dal Bó and Dal Bó (2011). Caselli and Michaels (2013) show that

corruption and embezzlement drive a wedge between the amount of fiscal transfers or royalty

payments derived from offshore oil production and municipal spending in Brazil, which may

reflect the fact that giant oil discoveries are followed by reductions in democracy scores (Tsui,

2011).5

We also add to a literature that has examined a range of other related outcomes to natural

resource booms, such as increased wage, royalty and business income after new hydrofractur-

ing oil and gas production (Feyrer et al., 2017), property prices that increase due to royalty

payments or decrease due to environmental risk (Muehlenbachs et al., 2015), decreased en-

trepreneurship in coal and heavy industry-intensive cities (Glaeser et al., 2015), increased in-

5 Strong institutions can also prevent negative outcomes after discovery (Mehlum et al., 2006).
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come leading to more health care spending (Acemoglu et al., 2013), and increased crime rates

(James and Smith, 2017).

The remainder of this chapter is structured as follows. Section 2.2 provides background

information for Indonesia. In Section 2.3 we present our theoretical framework, while Section

2.4 discusses data sources and the construction of key variables. Section 2.5 presents the

empirical strategy and Section 4.4 results and robustness checks. Section 4.5 concludes.

2.2 Background

Indonesia is both a major producer of minerals and a significant producer and exporter of man-

ufactured goods, and thus provides an ideal testing ground. The (non-mining) manufacturing

sector (ISIC Revision 3, divisions 15 to 36) represented 23% of GDP on average between 1993

and 2009. In 2009, Indonesia exported 14% of manufacturing output, consisting mostly of food

products and beverages, wood products, rubber products, textiles, communication equipment,

and garments. These sectors alone employed 54% of manufacturing workers. Indonesia also

exports a wide variety of raw minerals, including coal, tin, nickel, gold, and bauxite. The min-

ing sector accounted for 4.54% of the country’s GDP in 2009, and employed up to 31% of the

total workforce in mining districts.6 The deposits are relatively scattered across the country

and occur both near the surface and deep underground, as Figure 2.1 in Appendix-Section 2.A

shows. Indonesia redistributes mining royalties to producing districts, such that a mining boom

6 Source: Indonesian Database for Policy and Economic Research (INDO DAPOER) for GDP; Indonesia’s
national labor force survey (SAKERNAS) for employment. See Appendix-Section 2.E for details on the labor
force survey. For simplicity, we refer to the set of minerals, coal and bauxite as ‘minerals’ from here onwards.
Scientifically, coal and bauxite are not minerals, but rocks, while from a legal perspective, coal is often treated
as a mineral. See http : //www.uky.edu/KGS/education/didcoal.htm.
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has a large potential to spur a local spending effect. The producing district’s share in mining

land rents was 64% and its share in royalties between 32 and 64% between 1992 and 2009.

Indonesia was also an important producer of oil and natural gas over our sample period. In

2009, the oil and gas sector’s contribution to GDP was 4.55% and thus comparable to the share

of the mining sector. However, oil and gas revenues were not shared with the producing district

until Indonesia’s ‘big bang’ decentralization of 1999, and from then on, the producing district

only received 6% of total oil revenues and 12% of total gas revenues (Alisjahbana, 2005). Most

oil and gas is found offshore requiring relatively more capital and skills, and it employs fewer

workers than mining: the employment share of mining was more than double the employment

share of oil and gas between 1995-2009.7 For these reasons, we always control for oil and gas

production, but focus on mining of minerals.

2.3 Model

To guide the empirical analysis, we formulate a simple theoretical model which illustrates the

effect of a natural resource boom on the resource sector and other sectors in a given region

within a country. It builds on the theoretical framework of Allcott and Keniston (2014), which

itself extends Matsuyama (1992), Corden and Neary (1982) and van Wijnbergen (1984) to

multiple regions of one country. This implies that we abstract from the nation-wide conse-

quences of changes in the nominal exchange rate and focus on local effects. The main novelty

of our model is to condition the effects of a natural resource boom on the labor intensity of

the extraction method used by the local natural resource sector. The purpose of our model

7 Source: Indonesia’s national statistical agency Badan Pusat Statistik (BPS).
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is to generate a number of predictions that provide a theoretical basis for our main empirical

results. Implications of the model that are of secondary importance and empirical tests that

are not directly motivated by the model’s predictions are discussed in Section 2.3.3.

2.3.1 Setup

There are multiple districts within a given country. We model each district k (for kota and

kabupaten) as a small open economy, in which up to three sectors operate: the non-tradables

sector, the tradable goods sector and the natural resource sector. We index these sectors as

j = {n,m, r}. Each sector in district k comprises a composite firm that produces output Xjk,

has (physical) productivity Ωjk and employment ljk. The aggregate production function is

given by

Xjk = ΩjkFjk(ljk) = Ωjkl
1−γjk
jk j = {n,m, r} , γjk ∈ (0, 1) (2.1)

where γjk is a parameter that captures the labor intensity of sector j in district k; the smaller

is γ, the higher is labor intensity. For the resource sector, the realization of γrk depends on

the types of mineral deposits found in district k, if any. While the price of the tradable goods

sector’s product (pm) and the price of the resource sector’s product (pr) are fixed on world

markets and exogenous, the price of non-tradables (pnk) is endogenous and may thus vary by

district.

Labor is paid wage wk and is assumed to be fully substitutable across sectors.8 Labor

supply in district k equals Lk and is a function of the wage level: Lk(wk) ≥ 0, L′(w) ≥ 0. We

8 This is a standard assumption in this literature. We acknowledge that differences in skill-intensity may result
in limited substitutability of labor and thus more muted wage effects for some sectors. We come back to this
in Section 4.4.
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model wk as the wage in district k relative to all other districts, such that the vector of relative

wages across districts w equilibrates labor supply across space. For simplicity, we assume that

each consumer supplies one unit of labor, thus there is full employment in all districts and no

elasticity of hours worked. Labor supply elasticity is instead a function of labor mobility across

districts: perfectly elastic labor supply is characterized by L′(w) = ∞ and perfectly inelastic

labor supply is characterized by L′(w) = 0. L′(w) is exogenously given and fixed.

Resource sector productivity Ωrk depends on geology and is therefore exogenous, while non-

tradables and tradable goods sector productivity are endogenous and evolve over time, subject

to potential productivity spillovers: Ωjkt = Ω
δj
jk,t−1 l

θj
jk,t−1 L

λ
k,t−1 Φjt , where Φjt is exogenous,

Ωj > 1, δj ≥ 0, θj ≥ 0, λ ≥ 0, j = {n,m}. Taking logs and defining ln(Ωjk) = ωjk, ln(ljk) = `jk,

ln(Lk) = Lk and ln(Φjt) = φjt, we can express productivity as

ωjkt = δjωjk,t−1 + θj`jk,t−1 + λLk,t−1 + φjt (2.2)

θj represents a “learning by doing” spillover parameter at the sector level as these spillovers

imply that the sector’s productivity increases in the past size of the sector in terms of employ-

ment. Such spillovers were described theoretically by van Wijnbergen (1984) and Arrow (1962)

and have also received empirical support (see e.g. Ellison et al., 2010; Greenstone et al., 2010;

Kline and Moretti, 2014). λ is an agglomeration spillover parameter, as it implies that current

productivity increases with the past size of the local economy in terms of population (see e.g.

Bleakley and Lin, 2012, for empirical evidence). Note that apart from non-tradables and trad-

able goods sector productivity, all endogenous variables are affected contemporaneously, which

is why the time subscript only appears in equation (2.2). The reason for modeling productivity
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spillovers as intertemporal learning by doing spillovers rather than contemporaneous spillovers

is that this allows for natural resource booms to affect productivity in the long-run, also after

the boom is over.

There are barriers to entry in the resource sector, which implies that it makes positive profits:

prXrk − wklrk > 0. Consumers accrue a fraction σ of resource sector profits via redistribution.

We denote a consumer’s income accrued in this way in district k as πk.
9 Formally,

πk =
σ[prΩrkFrk(lrk)− wklrk]

Lk(wk)
> 0 (2.3)

Consumers have Cobb-Douglas preferences over the consumption of non-tradable and trad-

able goods, which we denote by Cn and Cm, and the aggregate budget constraint is

(wk + πk)Lk(wk) = pnkCnk + pmCmk (2.4)

Utility maximization given this constraint yields that consumers spend a fraction α of the

aggregate budget on non-tradables and a fraction (1 − α) on tradable goods, thus yielding

aggregate demand:

α(wk + πk)Lk(wk) = pnkCnk (2.5)

(1− α)(wk + πk)Lk(wk) = pmCmk (2.6)

9 For simplicity, labor supply only depends on the wage and not directly on income accrued via resource sector
profits. In Appendix-Section 2.B we show that this is sufficient to generate all model predictions.
Further, note that in principle consumers might also accrue resource sector profits via direct profit partic-
ipation rather than only indirectly via redistribution. However, in the case of Indonesia redistribution (as
a consequence of resource revenue sharing with the producing district) appears to be the more important
channel (see also Section 2.2). For simplicity, our model assumes that only consumers residing in district k
receive a fraction of resource sector profits generated in district k. In order for the model predictions to hold,
it would be sufficient to assume that consumers of no other district accrue a larger fraction of the resource
sector profits generated in district k than the consumers residing in district k. This is very plausible since
the redistribution rules allocate a larger share of resource revenue to the producing district than to any other
district.
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Non-tradables cannot be imported, so that

Cnk = Xnk = ΩnkFnk(lnk) (2.7)

must hold in equilibrium, and is reached through an adjustment of pn. The sum of employment

in the three sectors equals total labor supply and the market for labor clears:

lnk + lmk + lrk = Lk(wk) (2.8)

Since each firm maximizes profits, in equilibrium the marginal product of labor of all sectors

equals the wage:

wk = pnkΩnkF
′
nk(lnk) = pmΩmkF

′
mk(lmk) = prΩrkF

′
rk(lrk) (2.9)

= pnkΩnk

[
1− γnk
lγnknk

]
= pmΩmk

[
1− γmk
lγmkmk

]
= prΩrk

[
1− γrk
lγrkrk

]
(2.10)

2.3.2 The effects of a natural resource boom

We trace the effect of a natural resource boom through the model. We define a boom as an

increase in the world price of natural resources, pr. Alternatively, equivalent predictions follow

from defining a boom as an increase in the resource sector’s productivity, Ωrk. We study the

impact of the increase in pr on a given district k, which must be regarded as either the only

district with a natural resource sector or the district with the largest natural resource sector.

Our model generates five predictions. We provide intuition below and delegate formal proofs

to Appendix-Section 2.B. To keep the notation parsimonious, we drop the k-subscript in the

following.
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Prediction 1: A natural resource boom increases (i) the wage and (ii), if labor supply is not

perfectly inelastic, also population. Further, (iii) a natural resource boom increases resource

sector employment.

The increase in the world price of natural resources increases the marginal product of labor in

the resource sector, which responds by hiring more workers. Attracting these workers requires

a wage increase.10 The additional workers may come from other sectors (which Corden and

Neary (1982) call the“resource movement effect” while we prefer to call it “reallocation effect”

from here onwards), or from other districts as long as L′(w) > 0. Such immigration dampens

the wage increase, and the more so the higher is labor mobility across districts.

Prediction 2: A natural resource boom increases non-tradables sector employment and the price

of non-tradables.

The non-tradables sector faces higher demand from local consumers after a rise in pr. Since

it is able to pass on the costs of increased wages to consumers via raising prices, it is profit-

maximizing for the sector to respond by an increase in production and thus employment. As

long as labor supply is not fully inelastic, the rise in demand for and production of non-tradables

is caused by two factors: a) consumers become wealthier during the boom as they accrue a

fraction of natural resource sector profits (i.e. σ > 0 and thus π > 0), which is the “spending

effect” in Corden and Neary (1982), and b) an increase in population due to the rise in local

wages. In the case of perfectly inelastic labor supply, population does not increase and thus

the increase in non-tradables employment is entirely driven by consumers accruing a fraction

10 It is most intuitive to think of this wage increase as an absolute wage increase in district k which also translates
into a relative wage increase compared to all other districts, due to our assumption that k is the only district
with a resource sector or the district with the largest resource sector.
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of resource sector profits.11

Prediction 3: A natural resource boom decreases tradable goods sector employment.

The tradable goods sector faces an increase in input costs which it cannot pass on to consumers

via raising its output price, since the latter is determined on world markets and thus exoge-

nous. Therefore, the sector becomes less competitive and reduces production and employment,

despite an increase in local demand for its product.

Prediction 4: Assume that a natural resource boom occurs in a district. The higher the labor

intensity of the local resource sector, (i) the larger the resulting wage increase; (ii) the larger

the increase in population, as long as labor supply is not perfectly inelastic; (iii) the larger

the increase in non-tradables employment, if labor supply is sufficiently elastic; (iv) the larger

the decrease in tradable goods sector employment; (v) the larger the increase in resource sector

employment.

The higher the labor intensity of the resource sector, the more additional workers it employs

as pr increases, since the rise of the sector’s marginal product of labor due to a given change

in pr increases with the labor intensity of the resource sector’s production process. A larger

rise in employment requires a larger rise in the wage, which also attracts more workers from

other districts and leads to a sharper decline of tradable goods sector employment. Regarding

the expansion of the non-tradables sector, two competing forces are at play. On the one hand,

11Note that the presence of effect b) is caused by our assumption that labor supply is a function of the nominal
wage. If labor supply were a function of the real wage w/pn, then an increase in pr would not generate
immigration in our model and thus our assumption σ > 0 would be necessary to generate our model prediction
∂ln/∂pr > 0 irrespective of the realization of L′(w). See Appendix-Section 2.B for a formal argument.
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a more labor-intensive resource sector implies more competition for local labor as the price of

natural resources increases; on the other hand, the higher wage increase leads to more immi-

gration and thus demand for non-tradables. The relative strength of these forces depends on

how mobile workers are across space.

Prediction 5: Assume that there are three time periods, t = 0, t = 1 and t = 2, and in t = 1 a

natural resource boom occurs. The boom (i) positively affects non-tradables productivity growth

between t = 1 and t = 2 as long as learning by doing spillovers occur in the non-tradables sector

(θn > 0) or both agglomeration spillovers occur (λ > 0) and labor supply is not fully inelastic,

and otherwise does not affect productivity growth; (ii) positively affects tradable goods sector

productivity growth between t = 1 and t = 2 if learning by doing spillovers θm are sufficiently

small and both agglomeration spillovers λ and the elasticity of labor supply are sufficiently large

in comparison, and otherwise negatively affects tradable goods sector productivity growth.

A natural resource boom increases non-tradables employment (see Prediction 2) and does not

lead to a decrease in population (see Prediction 1). Therefore, as long as there is learning by

doing in the non-tradables sector or population actually increases and agglomeration spillovers

occur, future non-tradables productivity is positively affected by the boom. Tradable goods

sector employment decreases with a natural resource boom (see Prediction 3), which implies

smaller learning by doing spillovers, if there is learning by doing in the tradable goods sector.

However, for λ > 0 a rise in population generates agglomeration spillovers that benefit also the

tradable goods sector and may offset the negative effect of foregone learning by doing spillovers

such that the overall effect of the boom on productivity growth may be positive.
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2.3.3 Bringing the model to the data and empirical tests

We start our empirical analysis by providing evidence for and exploiting the fact that under-

ground mining is more labor-intensive than open-pit and other types of mining, both worldwide

and within Indonesia. The mining engineering literature argues that the choice of mining tech-

nique crucially depends on the geology of a mineral deposit (Hartman and Mutmansky, 2002),

which is exogenous. Furthermore, judging by tax rates, underground mining and other types

of mining are treated virtually equally by the government of Indonesia.12 This implies that

our distinction of underground versus other mining techniques closely reflects variation in our

model parameter γrk and on no other noticeable dimension. We proceed by testing Prediction 1

to see whether district-level population and/or manufacturing wages (given our empirical focus

on that sector) rise during a natural resource boom in districts using either extraction method.

After analysing migration and input costs, we test Predictions 2, 3 4 and 5. We do so by

treating the manufacturing sector as heterogeneous in the extent to which its goods are traded

locally (thus resembling more the non-tradables sector in our model) versus (inter)nationally

(thus resembling more the tradable goods sector), and relate manufacturing-plant outcomes to

geographic variation in mineral endowments, heterogeneity in the local methods of extraction

and time variation in the relevant minerals prices on world markets. Finally, while we do not

observe mining wages and employment directly, in Appendix-Section 2.C we use a panel of

mostly underground coal mines in the US provided by Boal (2018) to provide some evidence

12Minerals producers had to pay the same production royalty rate (which varies between 3 and 7%, depending
on the mineral) irrespective of the applied mining technique over our sample period. The only slight exception
is coal, for which the royalty rate ranges between 3 and 7% for open-pit mines and between 2 and 6% for
underground mines. Source: https : //www.pwc.com/id/en/publications/assets/mining − investment −
and− taxation− guide− 2010.pdf .
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that mining wages and employment increase with a rise in coal prices. This is consistent with

the increase in the marginal product of labor in the resource sector as resource prices rise and

the resulting increase in the regional wage in our model.

Additional implications and effects

As long as workers are not fully immobile across space, population in a booming natural re-

source district rises (see Prediction 1). Ceteris paribus, this necessarily leads to a decrease in

population and thus employment in other districts. This spillover effect is a direct implication

of our model for non-booming districts. However, besides this effect, higher mining revenues

in the booming district may increase the demand for intermediate inputs produced in nearby

non-booming districts, and/or increase demand for intermediate or final goods in nearby non-

booming districts themselves because of revenue sharing.13 While our model is silent on these

effects in order to keep it tractable, we do empirically analyze the net impact of the different

types of geographic spillover effects in the manufacturing sector in Appendix-Section 2.C. Re-

garding intermediate inputs, we also control for the possibility that manufacturing plants that

are located in a booming district and sell a relatively large share of their output to the mining

sector are affected differently by the boom than other plants (see Appendix-Section 2.D). There

may also be entry and exit effects, but we cannot analyze these due to the employment cut-off

minimum of 20 employees in the data.

13Before 1992, neighboring districts and the provincial government did not participate in local mining rents and
royalties. Thereafter, the provincial government has received 16% of mining rents and 16% of royalties. On
top of that, neighboring districts have received 32% of royalties since 2001 (Alisjahbana, 2005).
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2.4 Data

For our purposes, we need data on changes in employment and other outcomes of individual

firms as well as detailed information on the presence of the resource sector across Indonesia. We

therefore merge the district identifier in the plant-level census with the geographic coordinates

of the near universe of mineral deposits and oil & gas fields. We discuss all sources and variables

below and provide additional details in Appendix-Section 2.E.

2.4.1 Natural resource endowments

We construct a database of mining by district by combining two proprietary data sources: the

Raw Materials Data (RMD), which is provided by SNL Metals and Mining, and data provided

by MinEx consulting (MinEx ). Combined, these sources provide us with the location, mining

method in use or planned, minerals produced, resources in the ground, and year of discovery

for each deposit.

We identify 82 mineral deposits that were discovered by 1990, spread across 40 out of the

282 districts that existed in 1990. 21 of the 26 1990-provinces hosted mineral resources, which

highlights the geographic dispersion of mining throughout the country. The year 1990 is chosen

to fix endowments at the start of the period for which we observe manufacturing outcomes.14

The deposits jointly host a wide variety of minerals, which each have their own world price

as shown in Figure 2.2 in Appendix-Section 2.A.15 The most common extraction method is

14Because districts in Indonesia proliferate over time we aggregate to the 1990 district borders. For the period
1990-1993 we rely on Bazzi and Gudgeon (2018) and for other years on Indonesia’s national statistical agency
Badan Pusat Statistik (BPS).

1522 deposits hosted coal (these deposits contained 72.63% of total resources in terms of volume), 20 gold
(7.31%), 12 tin (2.39%), nine copper (9.44%), eight silver (5.3%), seven nickel (1.42%), six bauxite (0.75%),
four iron ore (0.68%), two manganese (0.0006%), one cobalt (0.05%), one diamonds (0.01%), one uranium
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open-pit mining, which was listed for 77 deposits in 36 districts, followed by 11 deposits in

nine districts listed as operated or planned to be operated by underground mining, while three

deposits in three districts use placer mining techniques for deposits found in (former) river

beds.16 The nine underground mining districts are spread across eight provinces and hosted

multiple minerals, which were also mined using other techniques in other locations.17

To aggregate deposits with different minerals by district we first compute for each deposit

the remaining discovered mineral ore resources as of 1990, measured in megatons.18 We then

sum across deposits by district and divide by the surface area of the 1990 district in square

miles. We use ore rather than the mineral or metal content because the primary response to a

price shock is arguably an adjustment of ore production: the more ore resources a developed

deposit has, the larger its operations and the potential effects on the labor market. We thus

define the district-level endowment measure rk as follows:

rk =

∑
dRdk

Areak
(2.11)

where Rdk stands for the ore resources of deposit d in district k in 1990. Finally, we scale rk

by its average across all positive realizations of rk and label this r̃k.
19

For oil and gas endowments we digitize and use a novel source, the Indonesia Oil and Gas

Atlas by Courteney et al. (1991). The six volumes of this source list all oil and gas fields in

(0.01%) and one zirconium (0.0002%).
16The numbers add to more than 82 because some mines use a combination of methods.
17Three districts hosted mines that applied only underground mining and jointly produced gold, silver and

uranium, while six districts hosted mines that applied both underground and open-pit mining and jointly
produced gold, silver, copper and coal.

18 If a deposit was mined before 1990, we deduct the mine’s pre-1990 ore production from the initial resources.
Resources are defined as “the concentration or occurrence of material of intrinsic economic interest in or
on the Earth’s crust in such form and quantity that there are reasonable prospects for eventual economic
extraction” (Raw Materials Data Handbook, p.57)

19We control for oil & gas in a separate variable to avoid mixing units (tons of ore and barrels of oil).
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Indonesia that had been discovered at the time of publication, as well as their precise location

and “current daily production”, which equals the most recent available production figure. The

benefit is that we can include all fields without relying on an arbitrary size-cut off such as in the

commonly used data base for giant discoveries (Horn, 2003). Unfortunately, field-specific oil

and gas remaining resources in the ground are not reported. Therefore, we compute a proxy for

oil and gas endowment equal to the sum of reported daily production of barrels of oil equivalent

(BOE) over all fields within a district, divided by district size.20 We scale this proxy in the same

way as we scaled rk, and denote it ˜boek. 37 districts in 14 different provinces were producing

oil and/or gas around 1990. Nine of these districts also contained minerals in 1990.

Table 2.7 in Appendix-Section 2.A provides descriptive statistics on natural resource en-

dowments by province and shows the geographic dispersion of endowments, which includes the

populous islands of Java and Sumatra.

2.4.2 Manufacturing census data

To measure firm activity we use the annual census of manufacturing plants (Survei Industri

(SI)), which contains repeated observations on 59,031 manufacturing plants between 1990 and

2009 that employ at least 20 employees in the particular year. The data is collected and

compiled by the BPS and contains detailed information on performance indicators, including

employment, investment, material inputs, revenue, exports, and the district in which the plant

is located. In addition, it contains a 4-digit ISIC sector classification. The census covers the

manufacturing sector and thus excludes mining operations. Table 2.1 presents the descriptive

20We convert cubic feet of natural gas to barrels of oil equivalent by using a standard conversion factor of 6,000.
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statistics.21

Our main outcome variable is employment as reported in the census.22 We do not observe

hours worked so we construct plant-year level earnings per worker by dividing the total wage

bill by the number of employees. Revenue as reported in the census is the value of goods

produced. The average unit price (equal to revenue divided by the total number of product

items sold) is only available from 1998 onwards. Finally, we obtain total factor productivity

from Javorcik and Poelhekke (2017).23

While the manufacturing sector is usually regarded as altogether tradable, some manufac-

turing plants produce goods that are more tradable than others. Further, a plant’s product

may be highly tradable in its nature, but may de facto not be traded beyond the local econ-

omy. We use the detailed sector classification and export activity data to construct indicators

for whether a plant mainly sells to local markets or whether it sells to non-local and foreign

markets. This is important because the former type of plants may be able to pass on higher

labor costs to an expanded local market, while the latter type of plants that are price takers

would lose market share. We first divide plants into a group that never exports (non-exporters)

and a group that exports a positive fraction of its output in at least one year over our sample

period (exporters).24

21Around 6% of plants record two or more districts over time. We cannot be sure if these events are real or
due to measurement error. This is because districts split and proliferated over time in which district codes
were reused and reassigned from time to time, and while we track these changes, some errors may remain.
We do not entirely drop such plants, but keep the longest period in which a plant reports the same district.
See Appendix-Section 2.E for details.

22Total employment at the plant level includes paid and unpaid workers. The reported number of total workers
per plant corresponds to the respondent’s assessment of the plant’s average employment in the survey year.

23See Appendix-Section 2.E.
24Defining export status at the plant level might be problematic due to selection effects. In theory we could

define export status at the sector level. However, this is not possible since only one sector in 123 four-digit
industries in our sample does not export a positive fraction of output over the sample period. We consider
the likelihood of such selection issues as very low.
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Since non-exporters may however sell goods to other districts and provinces within Indonesia

and be price-takers in those destinations, we then refine our measure and also split plants

into local-goods producers and traded-goods producers.25 Traded-goods producers are plants

that exported in at least one year in our sample period (and thus contains all exporters),

and/or are plants that have a low (below four-digit industry median) distance elasticity to

trade. Local-goods producers are thus all other plants, which have an above median distance

elasticity. The latter equals the percentage change in trade volume as distance increases by

one percent as calculated by Holmes and Stevens (2014) using industries’ average shipment

distance as reported in the US Commodity Flow Survey. Our sample includes 123 four-digit

manufacturing industries, which results in “Ready-mixed concrete production” as the most

locally-traded manufacturing sector, and “Manufacture of engines and turbines, except aircraft,

vehicle and cycle engines” as the most traded sector.26 The reason for using US elasticities is

that similar data is not available for Indonesia. The assumption that comes with this choice is

that the ranking of industries with respect to distance elasticity across the two countries is the

same.27

Finally, some of the plants in our data may be upstream to the mining sector. We define

upstream plants as those plants that operate in four-digit industries that sell an above-median

share of output to the mining sector. To compute this share, we rely on Input-Output tables

for the United States, as discussed in Appendix-Section 2.E.28

25A large fraction of tradable goods producers may not export their output due to insufficient competitiveness
or bureaucratic reasons (see e.g. McLeod, 2006).

26Since the Holmes & Stevens measure is industry-specific, and some plants in our sample change industry over
time, it is possible that a plant changes status over time. As we discuss in Appendix-Section 2.D, our results
are robust to dropping industry-switchers.

27 If this nonetheless introduces measurement error it will be harder to reject the null hypothesis that the effect
of mining booms differs across producers of traded- versus local-goods producers.

28These tables are as of 2007 and are provided by the Bureau of Economic Analysis (BEA). We prefer the US
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2.4.3 Population, mining employment, and world prices

Population is observed at the district level using the population census rounds 1990, 2000

and 2010 and the inter-census population surveys (SUPAS) of 1995 and 2005 as reported by

IPUMS-International. We observe individual mine employment for a small subset of global

mines from RMG, and we approximate the number of mining workers for Indonesian districts

in the years 2007-2015 using the SAKERNAS labor force survey, which has been representative

at the district level from 2007 onwards. We relate measures of natural resource endowment

to world prices using a variety of sources for all the minerals (see Appendix-Section 2.E). We

discuss the construction of the minerals price index in detail in the next section.

2.5 Empirical Strategy

Our main hypothesis is that an outcome variable of plant i in industry j in district k is affected

by the intensity of mining activity in district k. We thus need exogenous variation in mining

activity over time at the district level. We achieve this by interacting initial mineral endowments

with changes in exogenous world prices of local minerals, and refer to a positive shock to this

variable as a local mining boom. We further expect the magnitude of the effect of mining

booms to depend on the labor intensity of the local mining methods used. We establish the

relevance of this margin in preliminary regressions in Section 2.6.1.

Since districts may host multiple deposits each containing multiple minerals we construct a

Input-Output tables since they distinguish more sectors than any Indonesian Input-Output table does, which
thus allows a finer evaluation of an industry’s linkage to the mining sector. While for many sectors using
the Input-Output table of another country may give a poor image of a domestic industry’s linkage to other
industries, this is not the case for the mining sector, as formal mining is done in a very standard way across
the globe.
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price index that captures the price level of resources found in existing deposits in each district,

using as weights the district-specific share of mineral m in total initial resources. More precisely

we define:

Mineral Price Indexkt =
∑
m

Pmt
Rmk

Rk

if Rk > 0, 0 otherwise

where Pmt equals the world price of mineral m in year t indexed to base year 1990, Rmk =∑
dRmdk and thus the sum of 1990 resources in tons of ore of mineral m across all deposits d

in district k and Rk =
∑

m

∑
dRmdk, i.e. the district’s total 1990 mineral resources. Figure

2.2 in Appendix-Section 2.A plots the development of indexed world prices Pmt for all minerals

in our sample and shows periods with large price swings. Given our definition of the minerals

price index (MPI), for example the steep increase in the price of iron ore in 2005 will have no

effect in districts without iron ore deposits (absent spillovers), and only a substantial effect in

districts where iron ore makes up a large share of ore endowments. Fixing weights to the base

year 1990 and using only deposits that were discovered by 1990 ensures exogeneity with respect

to plant-level outcomes in subsequent years, conditional on plant (and district) fixed effects,

which we absorb by first differencing.29

Having defined local minerals prices, we can write down our main estimating equation. Our

approach is similar to the one of Allcott and Keniston (2018) for oil and gas development in

the US, but we adjust for the presence of multiple minerals and for variation in extraction

techniques:

29To account for the unlikely case that local developments in the late 1980s influenced both 1990 mineral
resources and manufacturing outcomes after 1990, we perform a robustness check in which we use district-
specific mineral resources as of 1980 (see Table 2.14 in Appendix-Section 2.D for the results).
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∆lnYijkt = β1 [∆ln(MPIkt)× r̃k] + β2 [∆ln(MPIkt)× r̃k × Undergroundk]

+β3 [∆ln(OilPricet)× ˜boek] + β4 r̃k + β5 ˜boek + β6Undergroundk

+β7 [r̃k × Undergroundk] + αt × ωj + εijkt (2.12)

where Yijkt equals outcome Y of plant i in industry j in district k in year t. Undergroundk

is a dummy that equals one if at least one deposit in district k that had been discovered by

1990 was operated or planned to be operated by underground mining.30 αt × ωj are four-digit

industry-times-year fixed effects, which for example control for different industry compositions

across mining and non-mining districts or global industry-specific demand shocks that may

be correlated with minerals price changes. We estimate equation (3.1) for all plant-specific

outcome variables and always cluster standard errors at the district level.31,32

By first-differencing, we control for plant-specific and district fixed effects. District fixed

effects control for example for the possibility that the choice for a certain extraction technique

in or before 1990 depended not only on geology but also on time-invariant local labor market

conditions that may also affect the manufacturing sector. Furthermore, district fixed effects

30 In a robustness check, we further distinguish districts with only underground mining and districts with
both underground and open-pit mining (see Table 2.14 in Appendix-Section 2.D). Note that we are unable
to compute a continuous measure of district-specific underground mining intensity since some deposits are
operated both by underground and open-pit mining and we do not know the relative importance of either
technique for these deposits.

31Note that we do not include the term ∆ln(MPIkt) without its interaction with r̃k into our empirical model.
This is because the prior term is district-specific and for any given district with no mineral resources,
∆ln(MPIkt) = 0. Given this setting, the separate inclusion of ∆ln(MPIkt) would not provide any additional
information while instead the impact of a local mining boom would partly be captured by the coefficient on
∆ln(MPIkt) and partly by the coefficient on ∆ln(MPIkt)× r̃k, which is not desirable.

32We adjust the degrees of freedom for singleton industry-year groups, i.e. plants for which no other plant is in
the same industry in a given year, following Correia (2015).
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account for spatial heterogeneity in labor intensity of extraction conditional on a chosen mining

technique. For example, labor might be the predominant input not only in underground mines

but also open-pit mines if wages are sufficiently low, which may imply that mining booms have

stronger effects in such districts than in open-pit mining districts with high wages. The reason

why district fixed effects capture such heterogeneity is that even if labor market conditions

such as wages or the skill composition of workers change over time, it is unlikely that open-pit

mines can switch from year to year between capital-intensive machinery and labor-intensive

alternatives without incurring prohibitively high switching costs.

We choose a first-difference rather than a fixed-effects estimator for two reasons. First,

because the errors in equation (3.1) in levels are highly serially correlated and the first-difference

estimator is thus more efficient; and second, because it allows us to control for differential trends

in the outcome variables across districts that differ in terms of natural resource endowment

and locally applied mining techniques. To account for these differential trends, we include

the scaled mineral resource measure r̃k and oil equivalent production measure ˜boek into the

equation. Similarly, we include the mining method dummy Undergroundk and its interaction

with r̃k in order to control for differential trends in manufacturing outcomes in districts with

labor-intensive mineral extraction methods.33 Thereby we also capture potential heterogeneity

in local labor market trends. β1 is thus an unbiased estimate of the relative effect of a mining

boom on a manufacturing plant’s outcome Y as long as mining booms are uncorrelated with

remaining unobserved local economic trends, which appears unlikely given that minerals prices

33 In a robustness check, we replace the mentioned trend controls with a dummy for each plant. These dummies
control for differential trends in manufacturing over 1990-2009 at the plant level rather than across districts
with different resource intensity and extraction techniques. The results are very robust to this modification
(see Table 2.14 in Appendix-Section 2.D).
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are exogenous and the use of a rich set of controls in equation (3.1).

β1 measures a relative effect: the empirical counterfactual is the change in outcome Y of

a plant in the same industry in the same year in a district that faces a smaller or no mining

boom. For example, a doubling of local minerals prices leads to a change in outcome Y of a

plant in a district with average 1990 mineral ore resources (i.e. r̃k = 1) by approximately 100

× β1 percent, relative to a plant in a district with no mineral resources. At the same time, we

can interpret β1 as the differential effect of a given price increase on a plant in a district with

endowments equal to r̃k = 2 compared to plant in a district with average endowments r̃k = 1.

In the absence of geographic spillovers, one can regard β1 as an absolute effect. Spillovers may

occur via migration from other districts into the booming district, the revenue sharing scheme

through which near districts benefit from mining booms, or an increase in demand for goods

produced in near districts. In order to gauge the effect of spillovers and thereby also understand

their effect on β1, we develop two additional specifications. In the first, we test the effect of

a mining boom in neighboring districts on the home district’s outcomes. In the second, we

test the effect of a mining boom in other districts in the same province on the home district’s

outcomes. In Section 2.C we show that these effects are small and insignificant, suggesting

that β1 comes close to a measure of the absolute rather than relative effect of a mining boom.

However, note that following the tradition of the within-country literature, β1 isolates inter-

regional effects and therefore by design does not capture the impact of nominal exchange rate

changes that may accompany global minerals price shocks. To gauge the relevance of such

exchange rate effects – which are at the heart of the cross-country Dutch Disease literature –

we also estimate a specification that allows for them and show that they hardly impact our
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results (see Appendix-Section 2.C). This suggests that from an empirical perspective, also in

this broader sense β1 comes close to representing the absolute effect of a local mining boom.

2.6 Results

2.6.1 Does labor intensity differ by extraction method?

Our theoretical predictions highlight that the larger the labor intensity of the natural resource

sector, the more wages rise during booms. Our data distinguishes between underground, open-

pit, and placer mining. According to Hartman and Mutmansky (2002), underground mining

methods are most labor-intensive because it is harder to operate and automate heavy machinery

in underground tunnels.34 Conversely, all non-underground mining methods (open-pit, open-

cast, placer, auger mining and quarrying) are classified as non-labor-intensive. This suggests

that on average underground mining in Indonesia is more labor-intensive than other types of

mining, and that mines that use a combination of underground and open-pit methods are more

labor-intensive in production than pure open-pit mines.

We test this hypothesis more formally in three different ways using three different data

sources that jointly cover mining activity in Indonesia and also worldwide. Our first test uses

employment data of a cross-section of mines around the world from the Raw Materials Data

(RMD). While this data set lists 8,830 mines in 145 countries, employment data is available

34Our data is not more specific, but in theory underground mining methods can be further broken down into cut-
and-fill stoping, stull stoping, square-set stoping, room-and-pillar mining, stope-and-pillar mining, shrinkage
stoping and sublevel stoping, where the first three methods belong to the class of “supported” underground
methods (to prevent collapse) and the latter four to the class of “unsupported” mining methods. With the
exception of stope-and-pillar mining and sublevel stoping, all of these methods are classified as relatively
labor-intensive.
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for only 518 mines in 63 countries. 230 of these mines apply only open-pit mining, 213 only

underground mining, 54 both underground and open-pit mining and 21 mines apply other

or unknown mining techniques.35 For all mines with known extraction technique, we take

the log of their number of employees and regress this variable on mining technique dummy

variables. We control for the size of the mine in terms of total mineral resources, (main)

mineral fixed effects, country fixed effects and year-of-information (which ranges from 2002-

2011) fixed effects, and cluster standard errors at the country level. The results are reported

in Table 2.2 and indicate that a mine that applies underground mining uses about 65% more

labor than otherwise similar mines (column 1). Column 2 shows that the coefficient is larger for

mines that apply only underground mining and smaller for mines that apply both underground

and open-pit mining, as we would expect. The results are robust to excluding mines that

neither apply underground nor open-pit mining (column 3) and to replacing country and year

fixed effects by country-times-year fixed effects, which fully absorb any potential impact of

country-specific and time-varying labor market characteristics (column 4). Column 5 suggests

that there is no heterogeneity with respect to a country’s level of development as measured by

GDP per capita.

In Appendix-Section 2.C we provide two additional tests based on Indonesia’s district-

level labor force survey (SAKERNAS), and on population data. These show that the number

of mining workers in underground mining districts is 114% larger than in non-underground

mining districts with the same mining intensity, and the result is robust to controlling for

regional labor market characteristics. We also show that oil and gas extraction is least labor-

35The number of employees across the 518 mines ranges between 13 and 10,550 and averages at 1084 employees.
Two of the 518 mines with employment data are located in Indonesia.
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intensive, and that an increase in the price of local minerals spurs immigration into mining

districts, dampening a response of wages, but only when mining is more labor-intensive. Labor

mobility is relatively low, such that there is scope for upward wage pressure, which we examine

next.

2.6.2 Manufacturing earnings per worker

A key result of the model is that local manufacturing wages respond to an increase in labor

demand in the mining sector. We thus estimate equation (3.1) using the log change in average

earnings per worker at the plant level as dependent variable and present the results in Table

2.3 for different groups of manufacturing plants. For ease of interpretation, we list the marginal

effect of the mining boom for districts that use underground (labor-intensive) mining in the

last row. Column 1 shows that there is no average local effect of natural resource booms on

manufacturing earnings per worker. However, column 2 shows that in districts with average

mineral resources that use underground mining methods, an increase in local minerals prices

by 100 log points leads to a significant increase of earnings per worker by 5.9%. This novel

result is consistent with our theoretical framework: if mining is labor-intensive, a mine needs

to attract more additional workers to expand production, which requires a larger increase in

wages. It also suggests that immigration into these districts is driven by higher wages, but

is not elastic enough to keep wages flat. Relatively capital-intensive extraction methods such

as open-pit mining and oil & gas extraction yield no wage response, perhaps also because the

higher degree of capital intensity requires workers with more specific skills that are imperfect

substitutes for manufacturing workers. This suggests that in reality sectoral labor mobility is
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not perfect and that it dampens the effect on some non-resource sectors.36

Columns 3-6 explore the differential effect of a mining boom on local versus traded-goods

producers. We find that the increase in earnings per worker during labor-intensive mining

booms is driven by manufacturing plants producing local goods, who are more likely to be able

to pass on higher wage costs to local consumers. Exporters and traded-goods producers in

general do not raise wages during a boom, but there is some limited evidence that exporting

plants in labor-intensive mining districts raise wages more than exporters located in districts

with capital-intensive mining methods. The coefficients are very robust to how we define

producers of local and traded manufacturing goods, as a comparison of the results in column

3 and 5, and 4 and 6, reveals. However, because at the same time unobserved hours worked

may increase, it is not a given that costs rise. We thus look at the real effects of mining booms

next.

2.6.3 Manufacturing employment

Our core results in terms of real outcomes, on manufacturing employment, are presented in

Table 2.4. Column 1 shows that employment grows for the average plant during a boom

in the average mining district, relative to plants in districts with much less or no mining.

Conditioning on extraction methods in column 2 shows that employment growth is driven

by districts where capital-intensive extraction methods are used, while employment for the

36Regarding oil and gas production, it can also be that the elasticity of production to prices is relatively low:
Anderson et al. (2018) find that skill and capital-intensive oil drilling is more responsive to oil prices than oil
production itself. This extensive margin, the exploration phase, may be why Cust et al. (2017) find a positive
response of wages after an oil price increase in districts that explored for oil and had success. Here, we do not
observe the exploration phase and focus on the intensive margin of extraction, and find the complementary
result that an increase in the value of existing mineral deposits raises earnings per worker.
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average plant is unaffected in districts with labor-intensive mining. Together with our results

on earnings per worker, this suggests that the spending effect and the reallocation effect of the

model offset each other in districts with labor-intensive mining. Specifically, manufacturing

plants benefit from a spending effect in all types of mining districts, but this benefit is fully

offset in labor-intensive mining districts by upward pressure on their wage bill.

In columns 3 and 4, and 5 and 6, we further decompose these effects by the degree of

tradedness of manufacturing plants. We find that the reallocation effect is less relevant for

non-exporters and local-goods producers: they are able to pass on higher wages to consumers

and the beneficial (local) spending effect therefore leads to an expansion in terms of employment,

by 1.5%. In contrast, exporters significantly reduce employment by 1% in the wake of upward

pressure on local wages during booms in districts with labor-intensive mining.37,38 Oil and

gas booms do not affect employment of local- or traded-goods producers; we therefore do not

report the oil and gas boom coefficients in the following tables but focus on the impact of

mining booms.

Since earnings per worker and population do not rise significantly during capital-intensive

mining booms, most of the positive local spending effect during mining booms must be due to

37Table 2.11 in Appendix-Section 2.C further shows that among the group of exporters, it is those that export
a relatively large fraction of output (“heavy exporters”) that actually suffer during a labor-intensive mining
boom, which is consistent with crowding-out dynamics being at play.

38Note that while earnings per worker at exporters and traded goods producers significantly rise during labor-
intensive booms compared to capital-intensive booms, they do not significantly rise in absolute terms (see
the respective marginal effects in Table 2.3). While this speaks against the prediction of our simple model
which only features a single local wage, in practice it is likely that exporters and traded goods producers
have to reduce employment exactly because they choose not to raise wages and thereby respond to upward
wage pressure from local goods producers and other sectors. The reason why exporters and traded goods
producers do not lose many workers despite leaving wages unchanged could be that in general they appear to
pay relatively high wages, most probably due to higher average skill requirements. For example, in our sample
earnings per worker at traded goods producers are around 1.5 percent higher than earnings per worker at local
goods producers. Hence, it is likely that only the relatively low-skilled workers at the lower end of the wage
distribution at traded goods producers are attracted by wage hikes in other sectors during labor-intensive
mining booms while more highly-skilled workers stay, thus manifesting limited sectoral labor mobility.
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redistribution of national mining revenues, which to a large extent flows back to the mining

districts.39 District governments may use this to lower taxes for households (increasing local

private demand), lower taxes for firms or spend more on public goods such as infrastructure.

We do not have direct evidence on how the government windfall income is spent, but the

results are consistent with Michaels (2011) who shows that Southern US counties that used

natural resource wealth to improve infrastructure did better in the long run. Factors such as

lower (perhaps sector-specific) corporate taxes or better infrastructure which do not feature

in our simple model may also help to explain why exporters and traded-goods producers also

expand during capital-intensive booms, even though they can hardly benefit from higher local

demand. In fact, it is plausible that the larger coefficient on these type of plants reflects that

they can benefit more from improved transport infrastructure, given that a more significant

part of their demand is non-local compared to local-goods producers. Indonesian exporters

in manufacturing have indicated transport infrastructure as their main constraint to global

competitiveness (Winkler and Farole, 2012).40

All results are very similar across the two methods of identifying producers of relatively

traded versus relatively non-traded goods. For all remaining dependent variables, we therefore

focus only on our preferred method, which takes both the plant-specific export status as well

as the industry-specific distance elasticity into account.

39Analogously, the result that manufacturing employment is not affected by an oil price shock could be due to
the very limited degree of redistribution of oil & gas revenues.

40This line of reasoning is consistent with the result that “heavy exporters” increase employment by more
during capital-intensive mining booms than “light exporters” (see columns 2-3 of Table 2.11 in Appendix-
Section 2.C). Furthermore, column 4 of Table 2.11 shows that exporters increase foreign sales during capital-
intensive booms, which is also consistent with better transport infrastructure. Note that neither the increase
in employment nor the rise in foreign sales of exporters can be explained by a potential positive correlation
between commodity price shocks and global demand for certain tradable manufacturing products, since such
effects are captured by industry-times-year fixed effects in our specification.
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2.6.4 Manufacturing prices and revenue

For a limited sample, specifically between 1998 and 2009, we also observe unit prices charged

by manufacturers. Table 2.5 reports results on prices (Panel A) and also on manufacturing

revenue (Panel B). We find that prices only significantly increase (implying a real appreciation)

during a resource boom where labor-intensive techniques are used, and that prices are only

raised by local-goods producers. As suggested by the model, only they can pass on higher

costs to local consumers without losing market share. The effect is large enough to drive a real

appreciation of 6.6% for all plants on average (Panel A). We also find that this translates into

substantial higher revenue for local-goods producers (Panel B). Traded-goods producers do not

significantly raise prices and their reduction in employment is reflected in a negative change

of revenue, although it is not statistically significant. Capital-intensive booms in contrast are

only loosely related to higher prices.

2.6.5 Total factor productivity

So far we have found evidence for a reallocation of employment from relatively traded to

relatively non-traded goods producers, but only during labor-intensive mining booms. As

in Corden and Neary (1982), this reallocation on its own is efficient and in theory welfare-

improving. To gauge potential longer-term effects we next estimate the effect on total factor

productivity. Columns 1-3 of Table 2.6 first present the results on the contemporaneous effect

of mining booms on (innovations to) total factor productivity (TFP). While TFP is largely

unchanged during capital-intensive booms, it significantly increases for local-goods producers

during labor-intensive booms. This is probably to a large extent driven by the significant and
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large increase in revenue. For traded-goods producers, the small contraction in employment

during labor-intensive mining booms may result in negative contemporaneous spillover effects.

However, the results displayed in column 3 suggest that traded-goods producers experience

a marginally significant decrease in TFP during capital -intensive booms (when employment

rises), while TFP is not significantly affected during labor-intensive booms (when employment

contracts). Based on our theoretical framework, in column 6 we then test whether such effects

materialize with a lag. To do so, we replace the dependent variable by the change in TFP

between t and t − 5. On the right-hand side, we replace the price shocks with respect to the

previous year by the average change in annual prices. Thus, the coefficient must be interpreted

as the effect of an increase in minerals prices by 100 log points in each year over the five-year

period. The coefficient is not significant, which speaks against substantial learning by doing

spillovers in the traded-goods sector. Although factor reallocation occurs, the evidence for a

productivity-related ‘Dutch disease’ thus remains elusive.

2.6.6 Additional results and robustness checks

Regional spillovers and revenue sharing

In Appendix-Section 2.C, we show that regional spillovers of mining booms are, if anything, very

small. This could reflect that both negative reallocation effects and positive revenue sharing

effects are weak, or that these two effects offset each other. However, we also find that spillover

effects are very similar after decentralization despite an increase in revenue sharing with nearby

districts, which provides some evidence for the prior. Perhaps more importantly, our finding

that the net effect of spillovers is close to zero indicates that the coefficients in Tables 2.3-
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2.6 essentially reflect absolute effects of a mining boom rather than merely an impact that is

relative to other districts.

Robustness checks

In Appendix-Section 2.D we motivate and present the results of an extensive set of robustness

checks. In particular, we show and discuss that our results are robust to: (i) measuring mineral

resources in 1980 instead of 1990; (ii) dropping plants that switch four-digit industry; (iii)

controlling for upstream linkages of plants to the mining sector; (iv) controlling for plant-

specific linear time trends; (v) dropping minerals whose world price might be endogenous to

Indonesia’s mining activity; (vi) restricting our analysis to non-mining districts and districts

hosting only coal; (vii) controlling for the fact that Indonesia decentralized in 1999; (viii)

alternative clustering of standard errors and (ix) dropping one labor-intensive district at a time

from our sample. Furthermore, we examine whether our results are homogeneous across plants

of different ownership structure, compare the magnitude of our results to recent evidence on

oil and gas booms in the US and show that our results are largest in magnitude in the districts

in which mining is most labor-intensive, in line with our model.

2.7 Conclusion

We estimate the impact of local mining booms on manufacturing plants in Indonesia, exploiting

detailed information on natural resource deposits and highlighting the different degrees of labor-

and capital-intensity that distinct mining methods entail. We find that only in districts where

mining operations are relatively labor-intensive, global resource price increases lead to upward
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wage pressure for manufacturing plants. In line with a Corden and Neary (1982)-type model

of factor reallocation with multiple districts, producers of locally-traded goods pass on higher

wage costs to local consumers by raising prices, but traded goods producers who compete on

national or world markets are unable to do so and contract in terms of employment. Booms in

districts with capital-intensive mining do not lead to higher local wages such that a positive local

spending effect translates into an expansion of employment for all manufacturing plants. From

the perspective of manufacturing plants, mining booms can thus be good or bad, depending

on the labor intensity of local extraction methods. This distinction helps to explain the mixed

evidence on crowding-out effects in the literature.

Our results appear very large in magnitude, which arguably reflects low factor mobility

across districts (see Appendix-Section 2.D for a comparison to the US), limited geographic

spillovers and relatively high labor mobility between manufacturing and other sectors due to a

comparatively small degree of specialization. Since these are common characteristics of devel-

oping countries, and our data shows that labor-intensive mining is prevalent in many of them,

our results arguably contain important lessons for other resource-rich developing countries.

Our findings suggest that the volatility in world commodity prices leads to frequent real-

location shocks between mines and manufacturing plants, but we did not find economically

relevant repercussions in terms of TFP: evidence for a productivity-related ‘Dutch disease’ re-

mains elusive. Our results therefore suggest that these shocks are of a relatively transitional

nature and do not necessarily affect long-run growth, at least at the local level, which is consis-

tent with commodities driving short-run growth, but not long-run growth at the aggregate level

(Domenico and Peretto, 2018). While the manufacturing sector as a whole does not contract
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after a local boom, volatility creates uncertainty and may itself have significantly dampened

private investment into the manufacturing sector, at least in natural resource-rich districts.

Exploring this potential issue is another promising avenue for future research.
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2.8 Tables

Table 2.1: Summary statistics

Variable Sample is Mean p(50) s.d. Min Max N (non-
districts with: missing)

District-year data

Mining Workers/Total Workers Res90>0 0.040 0.017 0.053 0 0.313 351
Oil & Gas Workers/Total Workers BOE Prod >0 0.006 0.002 0.011 0 0.065 333
ln(Mining Workers) All 7.446 7.301 1.584 3.503 12.104 1,207
ln(Mining and Oil & Gas Workers) All 7.512 7.432 1.549 3.553 12.104 1,484
∆ln(Population) All 0.068 0.057 0.160 -2.224 1.088 941

Res90>0 0.105 0.097 0.116 -0.161 0.690 109
Res90>0,UG=1 0.115 0.092 0.156 -0.161 0.690 30

r̃k ×∆ln(Minerals Price) Res90>0 0.056 0.000 0.781 -6.978 8.306 780
r̃k ×∆ln(Minerals Price) × UG Res90>0,UG=1 0.061 0.000 0.928 -5.617 6.685 180

˜boek ×∆ln(Oil Price) BOE Prod >0 0.059 0.000 0.708 -6.658 6.323 740

District data

r̃k Res90>0 1.000 0.060 2.539 0.0004 11.736 39
Res90>0,UG=1 1.235 0.045 3.097 0.0005 9.446 9

r̃k,1980 Res90>0 0.675 0.024 2.013 0.0005 9.470 23
Res90>0,UG=1 1.606 0.013 3.529 0.0005 9.470 6

˜boek BOE Prod >0 1.000 0.024 2.820 0.000 14.002 37
Total Mineral Resources 1990 Res90>0 1.000 0.048 2.103 0.0001 9.601 39

Res90>0,UG=1 2.308 0.017 3.632 0.001 9.601 9
Total BOE Production ∼1990 BOE Prod >0 1.000 0.013 4.204 0.000 25.717 37

Plant-year data

∆ln(# Employees) All 0.001 0.000 0.306 -5.669 5.281 343,751
All (local plants only) -0.002 0.000 0.254 -4.601 4.564 140,261
All (traded plants only) 0.004 0.000 0.338 -5.669 5.281 203,440

∆ln(Earnings per Worker) All 0.135 0.098 0.593 -10.519 11.318 343,466
∆ln(Revenue) All 0.136 0.091 0.777 -8.921 9.045 343,739
∆ln(Unit Price) All 0.034 0.031 1.913 -21.616 21.031 194,411
∆ln(TFP) All 0.003 0.003 0.051 -0.972 0.958 214,787
∆5ln(TFP) All (traded plants only) 0.016 0.016 0.078 -1.273 1.064 62,430
Foreign Ownership All 0.070 0.000 0.256 0.000 1.000 343,751

Res90>0 0.097 0.000 0.295 0.000 1.000 25,273
Res90>0,UG=1 0.146 0.000 0.353 0.000 1.000 12,151

Government Ownership All 0.165 0.000 0.371 0.000 1.000 343,751
Res90>0 0.177 0.000 0.381 0.000 1.000 25,273
Res90>0,UG=1 0.228 0.000 0.420 0.000 1.000 12,151

Plant data

Upstream share in % Res90>0 0.057 0.022 2.22 0 0.13 4,480

Notes: Res90>0 refers to districts with positive mineral resources in 1990; UG=1 restricts to districts for which
a positive fraction of resources was extracted or planned to be extracted by underground mining. The number
of districts with Res90>0 is 39 since we are forced to treat Bangka and Belitung as one district; see Appendix-
Section 2.E. BOE Prod >0 refers to districts that produced oil and/or gas around 1990. r̃k equals Total Mineral Ore
Resources/Area 1990 scaled by its mean across districts with positive resources. r̃k,1980 uses resources in 1980 but

still scales by average mineral resources in 1990. ˜boek equals Total BOE Production/Area ∼1990 scaled by its mean
across districts with positive production. Total Mineral Resources 1990 equals mineral ore resources in 1990 scaled
by its mean across districts with positive resources. Total BOE Production ∼1990 equals the production of barrels
of oil equivalent around 1990 scaled by its mean across districts with positive production. Unit Price equals total
revenue over units sold. ∆5ln(TFP) equals the change between year t and t−5. Foreign and Government Ownership
equals one if the plant was partly or fully foreign- or government-owned, respectively. Upstream share in % equals
the industry-specific percentage of direct and indirect sales to the mining sector.
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Table 2.2: Global mine-specific evidence on the labor intensity of different mining techniques

Dependent variable → ln(# Mine Employees)

(1) (2) (3) (4) (5)

Underground Mining 0.646∗∗∗

(0.122)
100% Underground Mining 0.715∗∗∗ 0.669∗∗∗ 0.787∗∗∗ 0.854∗∗∗

(0.131) (0.131) (0.158) (0.239)
Underground & Open-Pit Mining 0.489∗∗∗ 0.449∗∗∗ 0.456∗∗∗ 0.599∗∗∗

(0.139) (0.129) (0.151) (0.159)
100% Underground Mining × High Income -0.260

(0.312)
Underground & Open-Pit Mining × High Income -0.191

(0.250)
ln(Mineral Resources) 0.280∗∗∗ 0.285∗∗∗ 0.291∗∗∗ 0.294∗∗∗ 0.279∗∗∗

(0.024) (0.024) (0.023) (0.025) (0.028)

Country FE Yes Yes Yes No Yes
Year FE Yes Yes Yes No Yes
Country × Year FE No No No Yes No
Main Mineral FE Yes Yes Yes Yes Yes
Exclude Placer Mining No No Yes No No
Observations (# Mines) 464 464 453 404 464
# Countries 39 39 38 23 39

Notes: This table shows that underground mining is more labor-intensive than other types of mining,
using a cross-section of individual mines around the world for which we observe employment. The data
is from different years over the period 2002-2011. The dependent variable is the log of the mine-specific
number of employees. ln(Mineral Resources) equals the log of mine-specific mineral resources in million
tons. 100% Underground Mining is a dummy that equals one if the mine was operated by underground
mining only. Underground & Open-Pit Mining is a dummy that equals one if both underground and
open-pit mining was applied. High Income equals one if 2011 GDP per capita of the country in which
the mine is located is larger than the median of this variable across our sample of mines. In column 3 we
exclude placer mining and thus restrict the sample to mines that used either underground or open-pit
mining, or both. Standard errors in parentheses are clustered at the country level. ∗∗∗Significant at 1%
level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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Table 2.3: Minerals price shocks and plant-level manufacturing earnings per worker

Dependent variable → ∆ln(Average earnings per worker)

Sample → All Plants All Plants Non-Exporters Exporters
Local-Goods

Producers
Traded-Goods

Producers

(1) (2) (3) (4) (5) (6)

Mineral Resources 1990 0.022 -0.012 0.019∗ -0.043 0.018∗ -0.042
× ∆ln(Minerals Price) (0.020) (0.021) (0.010) (0.028) (0.011) (0.026)

Mineral Resources 1990 0.071∗∗∗ 0.093∗∗∗ 0.049∗ 0.094∗∗∗ 0.047∗

× ∆ln(Minerals Price) (0.021) (0.011) (0.028) (0.011) (0.026)
× Underground Mining

BOE Production ∼1990 -0.002 -0.002 -0.001 -0.004 -0.005 -0.001
× ∆ln(Oil Price) (0.003) (0.003) (0.002) (0.005) (0.005) (0.003)

Mineral Resources 1990 0.000 0.002 -0.003 0.007∗∗∗ -0.004 0.007∗∗∗

(0.002) (0.003) (0.004) (0.002) (0.004) (0.003)
BOE Production ∼1990 -0.000 -0.000 -0.000 0.000 0.001 -0.001

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Underground Mining 0.001 0.007∗∗ -0.004 0.004 -0.001

(0.002) (0.003) (0.004) (0.003) (0.003)
Mineral Resources 1990 -0.005∗ -0.003 -0.006∗∗ -0.001 -0.007∗∗

× Underground Mining (0.003) (0.004) (0.003) (0.004) (0.003)

Observations 343,466 343,466 224,078 119,250 140,167 203,249
# Plants 49,836 49,836 35,851 13,985 23,101 29,650

Marginal effect of 0.059 ∗∗∗ 0.112 ∗∗∗ 0.006 0.112 ∗∗∗ 0.005
mining boom for (0.003) (0.004) (0.005) (0.004) (0.005)

underground mining=1

Notes: This table shows the effect of global minerals price shocks on the change in earnings per worker in different
groups of manufacturing plants in mineral-rich districts versus districts with relatively smaller or no mineral
resources. The underlying specification is equation (3.1). The sample contains all formal manufacturing plants
with at least 20 employees for the years 1990-2009. The dependent variable is the annual change in log average
earnings per worker at each plant. Mineral Resources 1990 equals mineral ore resources per square mile as of
1990 in the plant’s home district, scaled by its mean across all districts with positive mineral resources in 1990 (r̃k
in equation (3.1)). We interact this variable with a time-varying, district-specific weighted minerals price shock,
∆ln(Minerals Price). The weight of each mineral’s price shock equals its share in total 1990 resources. BOE
Production ∼1990 equals the production of barrels of oil equivalent per square mile around the year 1990, scaled
by its mean for producing districts ( ˜boek in equation (3.1)). Underground Mining is a dummy that equals one if
at least one of the 1990 mineral deposits in the district was operated or planned to be operated by underground
mining (which typically requires more labor than open-pit or other types of mines). The marginal effect at the
bottom of the table equals the sum of the first two coefficients in the given column. We classify a plant as Exporter
if it exported a positive share of its output in at least one year during the sample period. The group Local-Goods
Producers includes all plants which operate in a four-digit industry whose average US distance elasticity is above
the industry median and are non-exporters. The plants in the opposite category, Traded-Goods Producers, are
thus either international exporters or have a relatively low distance elasticity according to our measure. All
specifications contain four-digit industry-times-year fixed effects. The difference-in-difference specification absorbs
plant-fixed effects and district-fixed effects. Standard errors in parentheses are clustered at the district level.
∗∗∗Significant at 1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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Table 2.4: Minerals price shocks and plant-level manufacturing employment

Dependent variable → ∆ln(# Employees)

Sample → All Plants All Plants Non-Exporters Exporters
Local-Goods

Producers
Traded-Goods

Producers

(1) (2) (3) (4) (5) (6)

Mineral Resources 1990 0.020∗ 0.035∗∗∗ 0.021∗∗∗ 0.048∗∗ 0.021∗∗∗ 0.048∗∗

× ∆ln(Minerals Price) (0.010) (0.010) (0.007) (0.022) (0.007) (0.022)
Mineral Resources 1990 -0.033∗∗∗ -0.006 -0.057∗∗ -0.006 -0.056∗∗∗

× ∆ln(Minerals Price) (0.010) (0.007) (0.022) (0.007) (0.022)
× Underground Mining

BOE Production ∼1990 -0.001 -0.001 0.000 -0.001 0.002 -0.002
× ∆ln(Oil Price) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)

Mineral Resources 1990 0.001 0.000 0.006∗ -0.004 0.006∗ -0.005
(0.001) (0.002) (0.003) (0.004) (0.003) (0.004)

BOE Production ∼1990 0.002∗∗∗ 0.002∗∗∗ 0.001∗∗∗ 0.003∗∗∗ 0.001 0.003∗∗∗

(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Underground Mining 0.010∗∗∗ 0.008∗∗∗ 0.009∗∗∗ 0.007∗∗∗ 0.011∗∗∗

(0.002) (0.001) (0.003) (0.001) (0.002)
Mineral Resources 1990 -0.000 -0.003 0.003 -0.003 0.003
× Underground Mining (0.002) (0.003) (0.004) (0.003) (0.004)

Observations 343,751 343,751 224,235 119,378 140,261 203,440
# Plants 49,851 49,851 35,864 13,987 23,106 29,662

Marginal effect of 0.003 ∗ 0.015 ∗∗∗ -0.009 ∗∗∗ 0.015 ∗∗∗ -0.009 ∗∗∗

mining boom for (0.002) (0.002) (0.002) (0.002) (0.002)
underground mining=1

Notes: This table shows the effect of global minerals price shocks on the change in employment of different groups
of manufacturing plants in mineral-rich districts versus districts with relatively smaller or no mineral resources.
The underlying specification is equation (3.1). The sample contains all formal manufacturing plants with at least
20 employees, over the period 1990-2009. The dependent variable is the annual change in the log number of
workers at each plant. See Table 2.3 for the description of independent variables and column labels. The marginal
effect at the bottom of the table equals the sum of the first two coefficients in the given column. All specifications
contain four-digit industry-times-year fixed effects. The difference-in-difference specification absorbs plant-fixed
effects and district-fixed effects. Standard errors in parentheses are clustered at the district level. ∗∗∗Significant at
1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.



2.8. Tables 51

Table 2.5: Minerals price shocks and prices and revenue

Panel A

Dependent variable → ∆ln(Unit Price)

Sample → All Plants
Local-Goods

Producers
Traded-Goods

Producers

(4) (5) (6)

Mineral Resources 1990 × ∆ln(Minerals Price) -0.007 0.033 -0.040
(0.043) (0.046) (0.041)

Mineral Resources 1990 × ∆ln(Minerals Price) 0.073 0.120∗∗ 0.012
× Underground Mining (0.045) (0.047) (0.048)

Observations 194,411 82,384 112,002

Marginal effect of mining boom 0.066 ∗∗∗ 0.153 ∗∗∗ -0.028
for underground mining=1 (0.014) (0.009) (0.025)

Panel B

Dependent variable → ∆ln(Revenue)

Sample → All Plants
Local-Goods

Producers
Traded-Goods

Producers

(1) (2) (3)

Mineral Resources 1990 × ∆ln(Minerals Price) 0.038 0.043 0.038
(0.025) (0.031) (0.024)

Mineral Resources 1990 × ∆ln(Minerals Price) 0.042∗ 0.107∗∗∗ -0.031
× Underground Mining (0.025) (0.031) (0.025)

Observations 343,739 140,259 203,430

Marginal effect of mining boom 0.080 ∗∗∗ 0.150 ∗∗∗ 0.007
for underground mining=1 (0.003) (0.006) (0.005)

Notes: This table shows the effect of global minerals price shocks on the annual change in log plant-
level unit prices and revenue of different groups of manufacturing plants in mineral-rich districts versus
districts with relatively smaller or no mineral resources. The underlying specification is equation (3.1).
The sample contains all formal manufacturing plants with at least 20 employees for the years 1998-
2009 in Panel A and the years 1990-2009 in Panel B due to data availability. See Table 2.3 for the
description of independent variables and column labels. The marginal effect at the bottom of the
table equals the sum of the first two coefficients in the given column. The difference-in-difference
specification absorbs plant-fixed effects and district-fixed effects. All specifications contain four-digit
industry-times-year fixed effects. The remaining controls of equation (3.1) and the oil & gas boom
variable are always included but not shown. Standard errors in parentheses are clustered at the
district level. ∗∗∗Significant at 1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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Appendix 2.A Figures and Additional Tables

Figure 2.1: Geographic distribution of minerals, oil & gas and manufacturing plants

Number of Plants per
Square Mile 1990-2009

0.000 - 0.003
0.004 - 0.012
0.013 - 0.104
0.105 - 0.492
0.493 - 15.737

^

^

^

^
^

^

Barrels of Oil
Equiv. Production
per Sq. Mile ~1990

0.00
0.01 - 1.17
1.18 - 5.04
5.05 - 58.14
58.15 - 2,301.35

Mineral Resources per
Sq. Mile 1990 ('000t)

0.00
0.1 - 2.44
2.45 - 20.15
20.16 - 159.96
159.97 - 3946.04

^ Underground & Open-Pit Mining District
Underground Mining District

Notes: Mineral resources and oil & gas production are organized in quartiles based
on positive realizations, while plant density is organized in quintiles. Plant density is
computed as simple average across the years 1990-2009.
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Figure 2.2: Prices of Indonesian minerals and the oil price, 1990=ln(100)
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Notes: This figure shows the log of the indexed price series (P1990 = ln(100)) of all minerals that
were found in Indonesia in 1990, as well as the indexed oil price. Minerals are arranged from top left
to bottom right based on their share in total mineral resources, except oil which is displayed last.
See Appendix-Section 2.E for the individual price series sources.
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Appendix 2.B Model Proofs

Prediction 1

Proof. To see that Prediction 1, (i) and (ii) hold, use the labor market equilibrium condition

(2.8) to rewrite the resource sector’s profit maximization condition to prΩrF
′
r(L(w)− lm− ln) =

w. Initially, after a rise in pr the marginal product of labor exceeds its marginal cost. To restore

equilibrium, the wage and/or labor supply must rise. If labor supply is perfectly inelastic, i.e.

L′(w) = 0, then only the wage increases. If L′(w) > 0, then also population increases as a result

of the rise in the wage, since labor supply does not rise without a wage increase, while a wage

increase does trigger an increase in labor supply. Finally, for L′(w) =∞ the wage increases by

a negligible positive increment because lim
L′(w)→∞

∂w/∂pr = 0.

To see that Prediction 1, (iii) holds, we use the fact that resource sector profits equal

prΩrFr(lr)− wlr. Suppose that resource sector employment remains constant as pr rises. Fur-

ther, consider first the case of perfectly inelastic labor supply, i.e. L′(w) = 0. The non-tradables

sector holds employment constant given that resource sector employment stays constant by as-

sumption and labor supply is unchanged. To see this, first substitute equation (2.7) into

equation (2.5) to obtain

α(w + π)L(w) = pnΩnFn(ln) (2.13)

Equation (2.9) states that pn = w/(ΩnF
′
n(ln)) and w = prΩrF

′
r(lr). Substituting these

expressions as well as equation (2.3) into equation (2.13) and rearranging yields

Fn(ln)

F ′n(ln)
= αL(w) + σα

[
Fr(lr)

F ′r(lr)
− lr

]
(2.14)
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This equation expresses non-tradables employment as a function of resource sector employ-

ment. Taking the first-order derivative with respect to pr yields

∂ Fn(ln)
F ′
n(ln)

∂pr
= αL′(w)

∂w

∂pr
− σα ∂lr

∂pr

Fr(lr)F
′′
r (lr)

[F ′r(lr)]
2 (2.15)

Given our supposition ∂lr/∂pr = 0 and our assumption L′(w) = 0, the right-hand side of

equation (2.15) equals zero, which implies ∂ln/∂pr = 0.41 We have thus shown that if labor

supply is perfectly inelastic and resource sector employment remains constant as the price of

the its good rises, non-tradables employment remains constant as well. At the same time,

employment in the tradable goods sector falls, since ∂w/∂pr > 0. Therefore, the labor market

does not clear: total labor demand is lower than total labor supply. This means that it is

impossible that resource sector employment does not rise after a rise in pr when L′(w) = 0.

Now consider the case of L′(w) > 0. The rise in the wage after an increase in pr is now

smaller compared to when L′(w) = 0. This implies that it is profitable to increase employment

for the resource sector as pr rises.

Prediction 2

Proof. Given that Fr(lr) is increasing and concave in lr, L
′(w) ≥ 0, and the results that

∂w/∂pr > 0 and ∂lr/∂pr > 0, the right-hand side of equation (2.15) is positive, thus ∂ Fn(ln)
F ′
n(ln)

/∂pr >

0. Furthermore, note that ∂ Fn(ln)
F ′
n(ln)

/∂ln = 1 − Fn(ln)F ′′
n (ln)

[F ′
n(ln)]

2 > 0. Now suppose that ∂ln/∂pr ≤ 0:

this would imply that an increase in pr weakly decreases Fn(ln)/F ′n(ln), since ∂ Fn(ln)
F ′
n(ln)

/∂ln > 0.

However, this is impossible, since we have just shown that ∂ Fn(ln)
F ′
n(ln)

/∂pr > 0. Therefore, the lat-

41 Given that Fn(ln) is increasing in ln but concave, a change in ln increases Fn(ln) but decreases F ′
n(ln),

which implies that a change in ln cannot leave Fn(ln)/F ′
n(ln) unchanged. Therefore, ∂ Fn(ln)

F ′
n(ln)

/∂pr = 0 implies

∂ln/∂pr = 0.
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ter implies that ∂ln/∂pr > 0, i.e. a natural resource boom increases non-tradables employment.

Given this result, it must also be that the price of non-tradables increases with pr, since Fn(ln)

is concave, ∂w/∂pr > 0, and in equilibrium w = pnΩnF
′
n(ln) must hold.

Further proofs related to Prediction 2

We claim in section 2.3.2 that in the case of perfectly inelastic labor supply, the increase in

non-tradables employment is fully caused by the model assumption that local consumers accrue

a positive fraction of resource sector profits (σ > 0 such that π > 0). In contrast, as long as

labor supply is not fully inelastic, the non-tradables sector also faces an increase in demand due

to an increase in population. Both results are immediate from equation (2.15). For L′(w) = 0,

the first of the two terms equals zero, thus if it were the case that σ = 0, then ∂ln/∂pr = 0.

For L′(w) > 0, the first of the two terms of equation (2.15) is positive, thus it holds that

∂ln/∂pr > 0 also for the hypothetical case of σ = 0.

In footnote 11, we discuss the impact of assuming that labor supply is a function of the real

wage, w/pn. Specifically, we claim that if L = L(w/pn) instead of L = L(w), then for the

hypothetical case of σ = 0, ∂ln/∂pr = 0. The reason is that the real wage and thus labor

supply do not increase with a rise in pr, while a rise in labor supply is the sole potential driver

of a rise in non-tradables employment if σ = 0. To see that the real wage does not increase with

a rise in pr, consider our standard labor supply function L = L(w) and specifically the case of

L′(w) = 0 and σ = 0. Equation (2.15) tells us that in this case non-tradables employment does

not change after a rise in pr. Given the absence of immigration, this is only compatible with
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the real wage and thus purchasing power of existing consumers in the booming district not

changing. Now, since the nominal wage increase is highest if L′(w) = 0 and the relationship

between pn and w is linear (see equation (2.9)), this implies that also for all other realizations

of L′(w), the real wage of consumers in the booming district does not increase with a rise in pr

if σ = 0. Intuitively, an increase in the nominal wage is not sufficient to increase the real wage

and thus purchasing power of a given consumer since all the benefit of a higher nominal wage

is offset by a rise in the price of non-tradables.

Prediction 3

Proof. This is immediate from the profit maximization condition of the tradable goods sector,

w = pmΩmF
′
m(lm): Since pm is exogenous and unchanged and ∂w/∂pr > 0, concavity of Fm(lm)

requires a reduction in employment to satisfy the condition again after the rise in pr.

Prediction 4

Proof. We start by proving Prediction 4, (i), which posits that the increase in the wage is

stronger the more labor-intensive the local resource sector is: ∂
(
∂w
∂pr

)
/∂γr < 0. To demonstrate

this, we first show that ∂w/∂γr < 0. To see this, suppose that ∂w/∂γr = 0. Irrespective of

this, we know that in equilibrium the marginal product of labor in the resource sector equals its

marginal cost: w = prΩrF
′
r(lr) = prΩr

1−γr
lγrr

. Taking the first order derivative of this expression

with respect to γr yields

∂
[
prΩr

1−γr
lγrr

]
∂γr

= prΩr

[
-

1

lγrr
+ (γ2r − γr)

1

l
(γr+1)
r

∂lr
∂γr

]
(2.16)

Evaluated at the current level of employment, this equals -prΩr/l
γr
r < 0, which implies that
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the marginal product of the current workforce decreases with the rise in γr. Since we just

supposed the wage to remain constant as γr rises, the resource sector’s marginal cost of labor

now exceeds its marginal benefit. This situation is not profit-maximizing, thus the resource

sector reduces employment to the point where marginal benefit of labor equals marginal cost.

The tradable goods sector keeps employment constant given a constant wage. Finally, the non-

tradables sector reduces employment as γr rises and supposing that ∂w/∂γr = 0. To see this,

first note that resource sector profits decrease as γr increases and the wage stays constant.42

Further, a constant wage implies constant labor supply. Given that π is a positive function

of resource sector profits, the left-hand side of equation (2.5), which is a result of consumers’

utility maximization, is therefore now smaller than the right-hand side. Thus, for equation

(2.5) to hold again after the rise in γr, it must be that either pn or Cn decrease, or both. As

long as only pn decreases and Cn stays constant or rises, the non-tradables sector does not

maximize profits any more, as can be seen from equation (2.9) while keeping equation (2.7) in

mind. Thus, consumption of non-tradables must fall, which implies that production and thus

employment of non-tradables must fall, given equation (2.7). We know that in equilibrium, the

labor market clears: ln + lm + lr = L(w). Since, as we just showed, it is profit-maximizing for

the resource sector and the non-tradables sector to reduce employment and for the tradable

goods sector to keep employment constant as γr rises and ∂w/∂γr = 0, the labor market does

not clear, however, if ∂w/∂γr = 0. This proves that the latter cannot hold. To the contrary,

as the labor intensity of the resource sector falls, the wage must decrease in order to raise

42We have just shown that if γr increases and the wage stays constant, the resource sector reduces employment.
Now, if the profits under lower employment are not lower than before the increase in γr, then it is impossible
that the resource sector was maximizing profits prior to the increase in γr. Thus, profits fall as γr increases
and the wage stays constant.
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resource sector labor demand and decrease labor supply (if L′(w) > 0) to restore equilibrium,

i.e. ∂w/∂γr < 0 must hold.

Now take two realizations of γr: γr,low and γr,high. Since ∂w/∂γr < 0, it holds that

w|γr=γr,low > w|γr=γr,high . Further, suppose that ∂
(
∂w
∂pr

)
/∂γr > 0 and assume that pr rises

to infinity. As long as the wage does not converge to a finite number, this implies that in the

new equilibrium, w|γr=γr,low < w|γr=γr,high . This is impossible, since ∂w/∂γr < 0. Now, we know

that the wage does not converge to a finite number as pr rises to infinity, since in that case,

equation (2.9) would not hold. Therefore, it must be that ∂
(
∂w
∂pr

)
/∂γr ≤ 0.

Equation (2.10) makes clear that the wage formation is influenced by the profit maximization

problem of the resource sector in the wake of an increase in the price of its good. The fact that

the maximization problem depends on γr implies that also the wage formation depends on γr,

thus ∂
(
∂w
∂pr

)
/∂γr 6= 0. This completes the proof that ∂

(
∂w
∂pr

)
/∂γr < 0. To gain some intuition

on this result, recall that in equilibrium w = prΩr

[
1−γr
lγrr

]
and thus

∂w

∂pr
=

Ωr(1− γr)
lγrr

[
1− prγr

lr

∂lr
∂pr

]
(2.17)

Now consider the two extreme cases γr = 0 and γr = 1 (which we excluded but are in general

not impossible and useful for illustrative purposes). For γr = 0, ∂w/∂pr = Ωr > 0: labor

is most productive, and thus as the price of the resource sector good increases, the sector is

willing to raise wages the most in order to attract additional workers. In the case of γr = 1,

∂w/∂pr = 0: since the use of labor does not increase output, the resource sector obviously

does not raise wages to attract workers as the price of its good increases. In-between these two

extreme cases, the larger is γr, the smaller the wage increase that the resource sector optimally
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offers in order to attract additional workers.

Prediction 4, (ii) follows immediately from ∂
(
∂w
∂pr

)
/∂γr < 0. As long as labor supply is not

perfectly inelastic, i.e. as long as L′(w) > 0, a larger wage increase following a rise in pr when

γr is smaller implies a larger rise in population.

To prove Prediction 4, (iii), we first write out non-tradables employment explicitly by substi-

tuting the production functions and its first derivatives with respect to labor, respectively, into

equation (2.14):

ln = α(1− γn)

[
L(w) + σ

(
lr

1− γr
− lr

)]
(2.18)

We then take the first derivative with respect to pr:

∂ln
∂pr

= α(1− γn)

[
L′(w)

∂w

∂pr
+ σ

∂lr
∂pr

(
1

1− γr
− 1

)]
(2.19)

Taking the derivative of this expression with respect to γr yields

∂
(
∂ln
∂pr

)
∂γr

= α(1− γn)

L′(w)
∂
(
∂w
∂pr

)
∂γr

+ σ

∂
(
∂lr
∂pr

)
∂γr

(
1

1− γr
− 1

)
+
∂lr
∂pr

1

(1− γr)2

 (2.20)

We now evaluate the sign of ∂
(
∂ln
∂pr

)
/∂γr under all possible realizations of L′(w). Let us define

−
σ

[
∂( ∂lr∂pr

)
∂γr

(
1

1−γr − 1
)

+ ∂lr
∂pr

1
(1−γr)2

]
[
∂( ∂w

∂pr
)

∂γr

] ≡ B (2.21)

Now the following relationships hold:
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L′(w) > B →
∂
(
∂ln
∂pr

)
∂γr

< 0 ; L′(w) = B →
∂
(
∂ln
∂pr

)
∂γr

= 0 ; L′(w) < B →
∂
(
∂ln
∂pr

)
∂γr

> 0

To get some intuition on these results, consider the two extreme cases of labor supply elasticity,

L′(w) = 0 and L′(w) = ∞. Formally, in the case of L′(w) = ∞, it is clear from expression

(2.20) that ∂
(
∂ln
∂pr

)
/∂γr < 0, since ∂

(
∂w
∂pr

)
/∂γr < 0. Intuitively, conditional on a given labor

intensity of its production process, the resource sector increases employment most after a given

rise in the price of its good when L′(w) =∞, as it is then cheapest to attract additional workers.

All newly-hired employees immigrate from other districts, thus the non-tradables sector faces

no competition for labor from the resource sector as the latter expands. At the same time, each

immigrant into the booming district increases aggregate demand for the non-tradables sector.

Thus, the larger the increase of the resource sector’s labor demand for a given rise in pr, the

larger the expansion of the non-tradables sector. Now, since a rise in the resource sector’s labor

intensity increases its rise in demand for labor following a given rise in the price of its good

(see Prediction 4, (v)), it is intuitive that for L′(w) =∞, ∂
(
∂ln
∂pr

)
/∂γr < 0. Now consider the

other extreme case of labor supply elasticity, L′(w) = 0, and assume that γr = 0 + ε, where

ε is a positive but infinitesimally small number. In this scenario, labor is most productive in

the production of the resource sector good (within our set of possible realizations of γr) and is

immobile across districts. For these reasons, the non-tradables sector faces sharp competition

for additional labor from the resource sector. Thus, there is little scope for the non-tradables

sector to raise employment as pr increases. Now assume that γr increases to 1− ε. In this case,
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the resource sector employs virtually no labor, and thus its partial-equilibrium wage response

to an increase in pr is virtually zero. At the same time, resource sector profits increase – as

always when pr rises –, and consumers accrue a fraction of this rise in profits, which increases

their purchasing power. Since there is virtually no upward wage pressure coming from the

resource sector, this implies that there is considerable scope for the non-tradables sector to

raise wages, production and employment, until a new equilibrium is reached. This illustrates

that in the just-discussed example of L′(w) = 0 and γr = 0 + ε, for which one can easily verify

that L′(w) < B, ∂
(
∂ln
∂pr

)
/∂γr > 0, as one can also see formally from equation (2.20).

Prediction 4, (iv) follows directly from Prediction 4, (i) and the profit maximization condition

of the tradable goods sector, w = pmΩmF
′
m(lm). The larger the labor intensity of the resource

sector, the larger the increase in the wage after a rise in pr, and thus the larger the decrease in

tradable goods sector employment must be in order to restore equilibrium.

To see that Prediction 4, (v) holds, assume that L′(w) = 0 and suppose that the rise of resource

sector employment after a rise in pr does not depend on its labor intensity, i.e. ∂
(
∂lr
∂pr

)
/∂γr = 0.

Following Prediction 4, (iv), the higher the labor intensity of the resource sector, the more

workers the tradable goods sector lays off after an increase in pr. Further, since L′(w) = 0,

labor supply is constant. Given our supposition that the resource sector’s rise in employment

after a rise in pr is independent of the sector’s labor intensity, this implies that the elasticity of

non-tradables employment with respect to a given rise in resource sector employment must rise

with the latter’s labor intensity (i.e. ∂
(
∂ln
∂lr

)
/∂γr < 0) to satisfy the labor market equilibrium.
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However, equation (2.20) shows that for L′(w) = 0 and ∂
(
∂lr
∂pr

)
/∂γr = 0, the opposite holds:

∂
(
∂ln
∂pr

)
/∂γr > 0. This implies that labor demand is lower than labor supply after a rise in pr for

L′(w) = 0 and ∂
(
∂lr
∂pr

)
/∂γr = 0, which implies that the latter is impossible. In order for labor

demand to equal labor supply and thus restore equilibrium, it must be that ∂
(
∂lr
∂pr

)
/∂γr < 0.

We have thus shown that if labor supply is completely inelastic, the resource sector increases

employment more upon an increase of the price of its good when its production function is

more labor-intensive. Since it is most expensive to raise employment when L′(w) = 0, this

implies that ∂
(
∂lr
∂pr

)
/∂γr < 0 holds for any realization of L′(w).

Prediction 5

Proof. Following equation (2.2), it holds that

ωj,t=2 − ωj,t=1 = θj(`j,t=1 − `j,t=0) + λ(Lt=1 − Lt=0) + Z ; j = {n,m} (2.22)

where Z = δ[(δ−1)ωj,t=0 +θ`j,t=0 +λLt=0 +φj,t=1]+(φj,t=2−φj,t=1). Z does not depend on the

natural resource boom in t = 1, thus we can ignore it for our purposes, which are the analysis of

the effect of the boom on productivity growth between t = 1 and t = 2. For the non-tradables

sector, since `n,t=1 − `n,t=0 > 0 (see Prediction 2) and Lt=1 − Lt=0 ≥ 0 (see Prediction 1),

θn > 0 is sufficient to generate a positive effect of the natural resource boom on productivity

growth. Further, independently of θn, non-tradables productivity growth is positively affected

by the boom as long as λ > 0 and Lt=1 − Lt=0 > 0, where the latter is true if L′(w) > 0. For

the tradable goods sector, it is obvious from equation (2.22) that either λ or L′(w) must be
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sufficiently large compared to θm such that the effect of the boom on productivity growth is

positive, since Lt=1 − Lt=0 increases in L′(w) and `m,t=1 − `m,t=0 < 0 (see Prediction 3).

Proof that Lk = Lk(wk) and Lk = Lk(wk, πk) yield the same predictions

The advantage of defining labor supply only as a function of the wage is to make the model

more tractable and to ensure that ∂w/∂pr > 0 for all realizations of L′(w) (see Prediction 1).

Assume instead that Lk = L(wk + πk). This implies that an increase in pr leads to a weakly

smaller increase in the wage compared to the case of Lk = L(wk). To see this, consider first

the case L′(·) > 0: In this scenario, the increase in resource sector profits alone after the rise

in pr already stimulates an increase in labor supply, and thus a smaller (for sufficiently low

L′(wk)) or no (for sufficiently large L′(wk)) increase in the wage is necessary to raise resource

sector employment to the new profit-maximizing level after the rise in pr. Second, consider

L′(·) = 0: in this scenario, the change in the wage due to an increase in pr is equal to the case

of Lk = L(wk), since all additional labor must come from other sectors. The weakly smaller

rise in the wage as pr rises in turn implies that the strength of the effects of Predictions 1,

(ii) and (iii) as well as the effects of Predictions 2-4 change, but the direction of every effect is

unchanged.
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Appendix 2.C Additional Results

Labor intensity of mining techniques

Evidence using labor force survey data

In this subsection we use data from Indonesia’s labor force survey (SAKERNAS) and data on

district population to test the relative labor intensity of different mining techniques. SAK-

ERNAS provides us with an estimate of the number of mining workers in each district-year

between 2007 and 2015 (see Appendix-Section 2.E for details on this variable).43 We pool the

annual data, use district-year-specific log mining employment as our dependent variable and

regress it on mining technique dummy variables. In order to control for a district’s mining

intensity, we include the district’s total 1990 mineral resources into the specification. We scale

this variable by its average across districts with positive mineral endowment but not by district

size. We further include year fixed effects and cluster standard errors at the district level. This

setup enables us to compare districts with similarly-sized mines and test whether the amount

of labor the mines in these districts use differs with the locally applied mining technique. The

results are displayed in column 1 of Table 2.8 and suggest that the number of mining workers

in underground mining districts is 114% larger than in non-underground mining districts with

the same mining intensity. Column 2 shows that this result is driven by the districts in which

all deposits use only underground mining, rather than the districts in which both underground

and open-pit mining occurs. In column 3 we add province fixed effects to account for differ-

ential regional wages and other labor market characteristics. The coefficient on underground

43Manning (2006) suggests that the survey is suitable for estimating long-term trends of employment, but that
it is not suitable to study year-to-year changes. For very few district-years, SAKERNAS does not report data
– see Appendix-Section 2.E for details.
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and open-pit mining is now positive and statistically significant, but the ranking in terms of

labor intensity is preserved. These results support the claim that underground mining is more

labor-intensive than other types of mining, not only on a global scale but also in Indonesia.

The SAKERNAS survey data also allows to test our hypothesis that oil and gas extraction

is less labor-intensive than mining - see Table 2.8, column 5 for the results. In the underlying

specification the dependent variable is the log sum of the number of mining and oil and gas

workers in each district. Again, we pool the annual data between 2007 and 2015 and include,

on the right hand side, the district’s total 1990 mineral resources and its oil and gas production

around 1990. Both variables are scaled by their respective average across districts with positive

realizations but not by district size. The results suggest that a district with two times the

average 1990 mineral resources employs 39% more mining and oil & gas workers than a district

with average 1990 mineral resources, controlling for local oil and gas intensity. In contrast, a

district with two times the average 1990 oil and gas production employs only 7% more mining

and oil & gas workers than a district with average 1990 oil and gas production, controlling

for local mining intensity. This smaller coefficient cannot be explained by a difference in the

overall relevance of mining compared to oil and gas extraction: an inspection of Indonesia’s

national accounts reveals that the average mining district only contributed 5% more to overall

GDP than the average oil and gas district over 2007-2014. This corroborates our prior that oil

and gas extraction is less labor-intensive than mining.

Evidence using population data

An analysis of district-specific population data over time offers another opportunity to test

whether underground mining is more labor-intensive than open-pit mining. The underlying
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idea is that if indeed underground mining is more labor-intensive, we would also expect a

stronger population response to a booming mining sector that employs more labor, relative to

other mining districts. Besides this test, studying population over time sheds light on the overall

degree of labor mobility in Indonesia following local mining booms. This is important because

as highlighted by the model, low overall labor mobility is a necessary condition for wages to rise

during a boom. Since population data is only collected every five years in Indonesia, we adapt

equation (3.1) to examine the effect of mining and oil & gas booms on population (see Table

2.9). The dependent variable in columns 1 and 2 is the change in log total population during

four periods, covering 1990-1995, 1995-2000, 2000-2005, and 2005-2010. In column 3, we focus

on the working-age (15-65) population. This enables a more narrow test whether mining booms

affect population via immigration and increase labor supply – as in our model – rather than also

affect population via changes in fertility or mortality. We measure the change in minerals prices

as the simple average of all five annual price changes; otherwise the specification is equivalent

to equation (3.1), except for additionally controlling for initial (thus 1990-) population. In

column 1, we estimate the average effect, while in columns 2 and 3 we distinguish between

underground mining and other mining methods. Standard errors are clustered at the district

level in order to account for possible serial correlation in the error term and heteroskedasticity.

The results suggest that an increase in the price of local minerals spurs immigration into

mining districts, dampening a response of wages. However, labor mobility during mining booms

clearly depends on local extraction methods. When mining is more capital-intensive, booms do

not affect population. When mining is more labor-intensive, population significantly increases in

boom times, although the effect is not large. This evidence holds conditional on heterogeneous
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(linear) population time trends across districts with different mineral endowments and mining

techniques over our sample period. In terms of the magnitude of marginal effects, the last

row indicates that if the district-specific minerals price increases by 100 log points in each

year over a period of five years, then district population significantly increases by 6%, in the

district with average mineral resources and where underground mining takes place. Working age

population rises by 4.8% during such a sustained labor-intensive mining boom, which suggests

that most of the increase in population indeed occurs via immigration and results in higher

labor supply (see column 3). Because the size of the median price shock is 12%, the economic

magnitude of the coefficients appears relatively small.44 We also find that oil and gas booms

do not spur significant immigration. This is consistent with oil and gas extraction being very

capital-intensive and the fact that most revenue accrues to the central as opposed to local

governments, as explained in Section 2.2. Labor supply in Indonesia appears less responsive to

natural resource booms than in the United States, since Allcott and Keniston (2018) find that

population significantly increases in oil and gas counties as the oil price increases by 100 log

points (by a mere 0.3%, however). Overall, the results suggest that while labor is not immobile

across space as a response to minerals price shocks, labor mobility is relatively low. This is

consistent with our results on earnings per worker during labor-intensive mining booms.

44Calculated as the median of absolute mineral-specific price shocks, weighted by the frequency of occurrence
of the mineral.
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Table 2.8: Indonesian district-specific evidence on the labor intensity of different mining
techniques

Dependent variable → ln(# District Mining Workers)
ln(# District Mining

and oil & gas Workers)

(1) (2) (3) (4)

Underground Mining 1.143∗∗

(0.473)
100% Underground Mining 2.344∗∗∗ 1.964∗∗∗

(0.283) (0.262)
Underground & Open-Pit Mining 0.242 1.232∗∗

(0.548) (0.585)
Total Mineral Resources 1990 0.288∗∗ 0.381∗∗∗ 0.171 0.387∗∗∗

(0.133) (0.132) (0.111) (0.086)
Total BOE Production ∼1990 0.072∗∗∗

(0.018)

Year FE Yes Yes Yes Yes
Province FE No No Yes No
Observations 1,207 1,207 1,207 1,484
# Districts 247 247 247 262

Notes: In this table we use Indonesia’s labor force survey data (SAKERNAS) to show that under-
ground mining is more labor-intensive than other types of mining. The sample period is 2007-2015,
the unit of observation is a district-year. In columns 1-3, the dependent variable is the log of an
approximation of the number of mining workers in a given district in a given year. In column 4, the
dependent variable is the log of an approximation of the number of mining and oil & gas workers.
We describe how we compute these variables in Appendix-Section 2.E. Total Mineral Resources 1990
equals mineral ore resources as of 1990 scaled by its mean across all districts with positive mineral
resources in 1990. Underground Mining is a dummy that equals one if at least one of the 1990 deposits
in the district was operated or planned to be operated by underground mining. 100% Underground
Mining is a dummy that equals one if all 1990 deposits were operated or planned to be operated by
underground mining. Underground & Open-Pit Mining is a dummy that equals one if both under-
ground and open-pit mining was applied or planned to be applied to extract the district’s 1990 mineral
resources. Total BOE Production ∼1990 equals the production of barrels of oil equivalent around the
year 1990, scaled by its mean across producing districts. Standard errors in parentheses are clustered
at the district level. ∗∗∗Significant at 1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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Table 2.9: Minerals price shocks and immigration into mineral-rich districts

Dependent variable → ∆5 ln(Populationt) ∆5 ln(Working-
age Populationt)

(1) (2) (3)

Mineral Resources 1990 × ∆ ln(Minerals Price) 0.040∗∗ -0.006 -0.006
(0.020) (0.033) (0.030)

Mineral Resources 1990 × ∆ ln(Minerals Price) × Underground M. 0.066∗ 0.054∗

(0.033) (0.030)

BOE Production ∼1990 × ∆ ln(Oil Price) -0.027 -0.029 -0.030
(0.038) (0.038) (0.042)

ln(Population 1990) -0.026∗∗∗ -0.027∗∗∗

(0.009) (0.009)
ln(Working Age Population 1990) -0.026∗∗∗

(0.009)

Observations 941 941 941
# Districts 280 280 280

Marginal effect of mining boom for underground mining=1 0.060 ∗∗∗ 0.048 ∗∗∗

(0.017) (0.017)

Notes: This table shows the effect of global minerals price shocks on population growth in mineral-rich districts
versus districts with relatively smaller or no mineral resources. The underlying specification is equation (3.1)
adjusted for the fact that population is recorded every five years and with initial population as additional control
variable. The sample period is 1990-2010. The unit of observation is a district-period; the dependent variable is
the change in log population across the periods 1990-1995, 1995-2000, 2000-2005 and 2005-2010. In columns 1
and 2 we analyze changes in total population, while in column 3 we focus on working-age population. See Table
2.3 for the description of the independent variables displayed in the top three rows. We compute the price change
as the simple average of the five annual price shocks. The marginal effect at the bottom of the table equals the
sum of the first two coefficients in the given column. The difference-in-difference specification absorbs district-
fixed effects. All specifications contain dummies for the years 2000, 2005 and 2010. The additional controls of
equation (3.1) are always included but not shown. Standard errors in parentheses are clustered at the district
level. ∗∗∗Significant at 1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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Regional spillovers and revenue sharing

In this subsection, we test for regional spillovers. This sheds light on whether mining booms

have consequences in nearby districts and whether the coefficients of our main specification

come close to representing absolute effects.

First, we test for regional spillovers by including different variables that capture the average

mining boom/bust in nearby districts into specification (3.1); the results are reported in Table

2.10. While in column 1 we repeat the baseline specification, in column 2 we include a measure

of the average mining boom/bust in neighboring districts with which the district shares a

border.45 We treat all Neighbors as one single district and compute its 1990 mineral resources

per square mile and price shock realizations analogously to the single-district computation. In

column 3, we include a measure of the average mining boom in other districts of the same

province, which may have an effect on plants in the home district via natural resource revenue

sharing (see Section 2.2).46 The coefficients on these spillover variables in column 2 and 3 are

close to zero and statistically insignificant. This suggests that spillovers of local mining booms

to neighboring districts or districts in the same province are not empirically relevant on average,

or that positive and negative spillovers offset each other.

Second, we analyze the impact of changes in the revenue sharing scheme in the course of

Indonesia’s decentralization. In 1999 a new law on revenue sharing of natural resource rents

between the national government, provinces, and districts was signed. Law 25/1999 stipulated

45Since a number of districts are islands, they do not have Neighbors according to our definition. This explains
why the sample size in column 2 is slightly smaller than in the baseline specification, i.e. in column 1.

46Since in this specification we are interested in analyzing spillovers due to revenue sharing and the latter occurs
independently of the local mining methods, we do not include an interaction with the underground mining
dummy.
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that the producing district’s share in royalties decreased from 64% to 32%, and that the share

accrued by districts in the same province of the producing district would increase from 0%

to 32%. We test whether increased revenue sharing between resource-rich and resource-poor

districts after 1999 has led to (i) stronger spillovers of mining booms into neighboring districts

and other districts in the same province, and/or to (ii) weaker spending effects in the booming

district itself. Rather than adding another interaction we restrict the sample to the years 1999

and after. Columns 4 and 5 provide weak evidence on slightly smaller spending effects and

shows no evidence for stronger positive spillovers after decentralization. Since the strength of

reallocation effects for a given mining boom was arguably not affected by decentralization, the

latter result speaks against the hypothesis that spillovers are relevant but positive and negative

spillovers merely offset each other.

Based on the above, and in combination with the evidence for relatively low labor mobility,

we conclude that the coefficients in our main specification come close to representing absolute

rather than merely relative effects.
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Export intensity and foreign sales

Table 2.11: The effect of mining booms on plants with different export intensity and on foreign
sales

Dependent variable → ∆ln(# Employees) ∆ln(Foreign Sales)

Sample → Exporters
Light

Exporters
Heavy

Exporters
Exporters

(1) (2) (3) (4)

Mineral Resources 1990 × ∆ ln(Minerals Price) 0.048∗∗ -0.010 0.066∗∗∗ 0.075∗∗

(0.022) (0.007) (0.016) (0.029)
Mineral Resources 1990 × ∆ ln(Minerals Price) -0.057∗∗ 0.014 -0.087∗∗∗ -0.089∗∗

× Underground Mining (0.022) (0.009) (0.017) (0.034)

Observations 119,378 59,629 59,460 37,918

Marginal effect of mining boom -0.009 ∗∗∗ 0.004 -0.022 ∗∗∗ -0.014
for underground mining=1 (0.002) (0.006) (0.006) (0.019)

Notes: Columns 1-3 of this table show the effect of global minerals price shocks on the change in employment
of manufacturing plants with different export intensity in mineral-rich districts versus districts with relatively
smaller or no mineral resources. The dependent variable in columns 1-3 is the annual change in the log
number of workers at each plant. In column 4, the dependent variable equals the annual change in foreign
sales, i.e. revenue accrued from exported output. The underlying specification is equation (3.1). The sample
underlying columns 1 and 4 contains all formal exporting manufacturing plants with at least 20 employees,
over the period 1990-2009. Light Exporters are those plants that export a smaller fraction of output than
the median exporter (whose export share equals 22%) based on the sample of column 1; Heavy Exporters
are those plants that export a larger fraction than the median exporter. See Table 2.3 for the description
of the independent variables and remaining column labels. The marginal effect at the bottom of the table
equals the sum of the first two coefficients in the given column. The difference-in-difference specification
absorbs plant-fixed effects and district-fixed effects. All specifications contain four-digit industry-times-year
fixed effects. The remaining controls of equation (3.1) and the oil & gas boom variable are always included
but not shown. Standard errors in parentheses are clustered at the district level. ∗∗∗Significant at 1% level;
∗∗Significant at 5% level; ∗Significant at 10% level.
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Mining wages and mining employment during US coal booms

Table 2.12: Mining wages and mining employment during US coal booms

Dependent variable → ∆ ln(Wage) ∆ ln(# Workers)

(1) (2) (3) (4) (5) (6)

∆ ln(Coal Price) 0.109∗∗∗ 0.128∗∗∗ 0.128∗ 0.044∗∗ 0.069∗∗∗ 0.069∗

(0.019) (0.020) (0.066) (0.020) (0.022) (0.037)

Mine FE No Yes Yes No Yes Yes
Five-Year-Interval FE No Yes Yes No Yes Yes
SE Clustering C C C&Y C C C&Y
Observations 5,340 5,307 5,307 6,200 6,167 6,167

Notes: We use annual mine-level data from the United States to analyse the impact of coal price
shocks on mining wages and the number of workers per mine. Data is provided by Boal (2018)
and consists of a panel of 509 individual mines spread across 25 counties in West Virginia between
1899-1924. According to Boal (2018), almost all coal was mined underground by the room-and-pillar
method. Hartman and Mutmansky (2002) classify room-and-pillar underground mining as labor-
intensive (same as most other underground mining techniques). The dependent variable in columns
1-3 equals the annual mine-specific change in the log pick miner’s wage per net ton mined. Wages in
a given year are adjusted by the Consumer Price Index (CPI) provided by the U.S. Bureau of Labor
Statistics. ∆ ln(Coal Price) equals the annual log coal price change. In a given year, we compute the
coal price as the average price charged per net ton across all mines in our sample in the specific year,
and adjust it using the CPI. Five-Year-Interval FE are dummy variables for the periods 1905-1909,
1910-1914, 1915-1919 and 1920-1924, respectively, thus 1900-1904 serves as base period. Standard
errors in parentheses are clustered at the county level in columns 1, 2, 4 and 5 and clustered at both
the county and year level in columns 3 and 6. ∗∗∗Significant at 1% level; ∗∗Significant at 5% level;
∗Significant at 10% level.
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The impact of nominal exchange rate changes

As we discuss in Section 2.5, our coefficient estimates by design do not capture any potential

impact of nominal exchange rate changes that may accompany global minerals price shocks. In

this subsection we perform two separate tests through which we gauge the empirical relevance

of such effects; the results are displayed in Table 2.13. The specification in column 1 directly

analyzes the impact of nominal exchange rate fluctuations between the Indonesian Rupiah and

the US Dollar on manufacturing employment. In order to control for confounding factors we

exploit cross-sectional variation within the manufacturing sector, using the idea that if exchange

rate changes have any real effect, then it should be stronger for heavy exporters (compare Table

2.11) than for other plants. Our results confirm this to some extent: an appreciation of the

Rupiah by 100 log points reduces heavy exporters’ employment by 0.8 percent relative to

other plants in the same district, industry and year, but the coefficient is not statistically

significant. In column 2 we adapt our baseline empirical strategy and gauge the impact of

labor-intensive mining booms by comparing the performance of heavy exporters versus other

plants in booming underground mining districts rather than by comparing the performance of

heavy exporters across booming and non-booming districts (as in column 3 of Table 2.11 and

also Table 2.13). This is useful for our purposes because if exchange rate appreciations occur

more often during mining booms, then their negative impact on heavy exporters is captured by

the marginal effect in column 2 but not by the marginal effect in column 3. As Table 2.13 shows,

the estimated marginal effects are almost equivalent, which suggests that the contemporaneous

impact of exchange rate changes during mining booms is very small. This suggests that also in

this broader sense, the marginal effects displayed in our main tables come close to representing
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absolute effects of mining booms.
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Table 2.13: The impact of nominal exchange rate changes during mining booms

Dependent variable → ∆ln(# Employees)

Sample → All
Plants

All
Plants

Heavy
Exporters

(1) (2) (3)

∆ ln(IDR-USD Nominal Exchange Rate) × Heavy Exporter 0.008
(0.009)

Mineral Resources 1990 × ∆ ln(MinP) × Underground Mining 0.011∗∗∗

(0.003)
Mineral Resources 1990 × ∆ ln(MinP) × UG Mining × Heavy Exp. -0.034∗∗∗

(0.008)
Mineral Resources 1990 × ∆ ln(MinP) 0.066∗∗∗

(0.016)
Mineral Resources 1990 × ∆ ln(MinP) × Underground Mining -0.087∗∗∗

(0.017)

Industry-Year FE Yes Yes Yes
District-Year FE Yes No No
Observations 343,448 330,626 59,460

Marginal effect of labor-intensive mining boom on heavy exporters -0.023 ∗∗∗ -0.022 ∗∗∗

(0.006) (0.006)

Notes: In this table we study the impact of nominal exchange rate changes on manufacturing employment,
both directly (see column 1) and indirectly (see column 2). For comparison, in column 3 we repeat the results
of column 3 of Table 2.11. The dependent variable is the plant-specific log yearly change in employment.
Heavy Exporter is defined as in Table 2.11; see Table 2.3 for the description of the other independent
variables. The marginal effect at the bottom of the table equals the sum of the first two coefficients in the
given column. ∆ ln(IDR-USD Nominal Exchange Rate) is expressed in terms of Indonesian Rupiah per one
US dollar, thus an increase in the variable is equivalent to an exchange rate depreciation from Indonesia’s
perspective. The sample in column 1 includes all manufacturing plants with 20 or more employees over 1990-
2009. We include but do not report the dummy Heavy Exporter which controls for differential employment
trends across heavy exporters and other plants. In column 2, we include but do not report the oil & gas boom
variable, our trend controls Mineral Resources 1990, Underground Mining and BOE Production ∼1990, an
interaction of each of these four variables with the dummy variable Heavy Exporter, and the latter variable
separately. The sample excludes open-pit and placer mining districts such that the control group based on
which the marginal effect is estimated is the group of plants in non-mining districts, as in column 3. Note
that the estimated marginal effect in column 2 is equal until the fifth decimal place if we run a conceptually
equivalent but more complex regression that also includes all plants in open-pit and placer mining districts,
features Mineral Resources 1990 × ∆ ln(MinP) and its interaction with Heavy Exporter and computes
the marginal effect accordingly. In all columns, the difference-in-difference specification absorbs plant-fixed
effects and district-fixed effects. Standard errors reported in parentheses are clustered at the district level.
∗∗∗Significant at 1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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Appendix 2.D Robustness Checks

Endowments in 1980

While labor market trends might differ across districts of varying mining intensity, we con-

trol for linear time trends in our main specification through including r̃k and its interaction

with the underground mining dummy (see equation 3.1), and by fixing natural resource en-

dowments in 1990 and thus before we observe plant-level outcomes. Thereby we also control

for any systematically different unobserved exploration trends that may affect annual changes

in manufacturing outcomes. Nevertheless, we further address this latter concern by timing

mineral resources per square mile in 1980 in column 2 of Table 2.14. We still scale by the

average realization of mineral resources in the year 1990 such that the endowment is expressed

in units of average 1990 endowment. Because 1980 endowments are smaller resulting in a mean

of r̃k,1980 = 0.675, instead of 1 for r̃k, we find larger coefficients but the overall pattern and

marginal effect of labor-intensive mining booms is the same.

Industry switchers

Some plants switch industry and thus potentially also between the industry-level categories of

local- and traded-goods producers. This industry-switch may lead to measurement error, and

potentially bias the results if the switch is correlated with local natural resource booms. In

column 3 of Table 2.14 we therefore exclude all plants that ever switch 4-digit ISIC industry.

Despite losing almost a third of observations, the coefficients are robust to this change.
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Foreign- and state-owned plants

In column 4 of Table 2.14, we examine whether our results are homogeneous across plants

of different ownership structure. Government ownership may for example insulate plants from

crowding-out effects. We control for lagged ownership by interacting the mining boom variables

with a plant-specific foreign ownership and a government ownership dummy, respectively. The

former equals one if the plant was partly or fully foreign-owned in t− 1, and the latter equals

one if the plant was partly or fully owned by the local and/or central government in t − 1.

We find that foreign-owned plants benefit much more from capital-intensive booms than do-

mestic private and government-owed plants. In particular, in the district with average mineral

resources, foreign-owned plants increase employment by 15% as local minerals prices increase

by 100 log points, while domestic private plants significantly increase employment by 2.5% and

government-owned plants do not grow at all. The latter result suggests that the central or local

governments do not use mining windfalls to particularly shield or promote the manufacturing

plants they partly or fully own, and that those plants benefit less from a rise in local purchas-

ing power or other local spending effects than is suggested by the results on privately-owned

plants.47 During labor-intensive booms, government owned plants are especially hit hard.

Upstream plants

Next, we check whether the results are driven by upstream plants that supply to the mining

sector and may locate in and directly benefit from districts with mining. To do so, we use US

Input-Output tables to compute a variable that captures the share of sales of a plant’s industry

47One potential explanation is that government-owned plants produce goods for the central government which
are more tradable than the products of other plants. However, additional results that are available upon
request show that also government-owned plants producing local goods do not significantly benefit from
capital-intensive mining booms.
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to the mining sector (see Section 2.E for details), and classify plants with an above-median real-

ization as “upstream plants”. Because the upstream variable is defined at the industry level we

include year fixed effects rather than industry-year fixed effects and thus compare plants across

industries. The coefficients in column 5 suggest that upstream plants grow more than their

counterparts during capital-intensive mining booms but not during labor-intensive booms, but

the coefficients are not significant. More importantly, we find that non-upstream plants signif-

icantly benefit from capital-intensive mining booms and less so during labor-intensive booms.

This suggests that our baseline results are not driven by upstream plants, but by the mecha-

nisms of our theoretical framework.48

Plant-specific trends

In column 6 of Table 2.14, we replace our controls r̃k, ˜boek, Undergroundk and r̃k×Undergroundk

with plant fixed effects. This allows to control for differential linear employment time trends

at the plant level rather than across districts with distinct natural resource intensity and ex-

traction techniques. For example, if during the commodity price boom of the mid-2000s plants

with unusual growth rates opened up more frequently in mining districts, then this would be

captured better by the plant dummy variables than by the district controls. Despite losing over

40,000 degrees of freedom, the results are quite robust to this modification.

48The percentage of foreign-owned plants is higher in mining districts than in non-mining districts, which could
explain why foreign-owned plants benefit more from local mining booms than others, if they also tend to
be upstream. However, neither upstream plants as measured via the BEA Input-Output table nor foreign-
owned plants are the sole driver of our results; in both specifications, also other types of plants benefit during
capital-intensive booms and all types of plants benefit less from labor-intensive mining booms in terms of
employment.
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Market power

In Table 2.15 we first address the fact that Indonesia has a large market share in the export

of some minerals; one might therefore be worried that global prices are not entirely exogenous

to the country’s manufacturing sector. For example, Indonesia may impose an export tariff to

increase revenue and at the same time subsidize material input for downstream producers. If

these are located near the mines then this may bias the estimate upwards, although it does

not affect the differential impact between labor- and capital-intensive mining. In column 2

we thus exclude six districts that produce minerals in which Indonesia holds a large market

share. These are tin and nickel, of which Indonesia was the second- and third-largest producer

worldwide in 2009. This has virtually no effect on our results.

Different intrinsic supply elasticities of minerals

We next check whether underground mining (also) captures the mining of a higher price-elastic

type of mineral. This would be problematic since then the local presence of underground mining

would reflect more than just a relatively low realization of our model parameter γrk. Our data

does not suggest that underground mining is more common for specific minerals: all minerals

that are mined underground (coal, gold, silver, copper and uranium) are also mined using other

methods elsewhere in our sample, with the exception of uranium which is only mined in one

district. Nevertheless, we address this concern by repeating our analysis using the sample of

districts without mineral resources and districts that all host the same mineral and no other

mineral. Most minerals are found in districts that also host other minerals, but for coal we ob-

serve seven districts in which only coal is found. We keep these districts and drop the remaining
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33 mining districts from our sample. In five of the coal-only districts, only open-pit mining was

applied, while in the remaining two coal-only districts, both underground and open-pit mining

was applied. If the described concern is valid then the effect of coal price increases should not

depend on the local extraction method, or less so. The results are displayed in column 3 of

Table 2.15. The coefficients estimated based on the restricted sample provide evidence against

mineral-specific effects: the coefficients are very similar to those of the main specification and

remain statistically significant and support the conclusion that mining methods matter.

Decentralization

Indonesia’s ‘big bang’ decentralization in 1999 gave districts more control over the local econ-

omy. At the same time, minerals prices were much more volatile in the post-decentralization

decade than in the decade before. If mining districts used their additional power to improve

conditions for the local manufacturing sector compared to non-mining districts, then this would

confound our coefficient estimates on mining booms. To take this concern into account, we

include a full set of district times post-1999 dummies in the main specification. These control

for differential trends in manufacturing employment in each individual district across the pre-

and post-decentralization decade. As Table 2.15, column 4 shows, the results are very robust to

this modification. More generally, the results of this robustness check provide evidence against

the presence of any unobservable variable that has a similar trend as minerals prices and dif-

ferently affects plants in districts with mineral resources.

Alternative clustering of standard errors

In column 5 of Table 2.15, we allow for arbitrary correlation of the errors across space by
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clustering on district and year, which does not affect the main results. Because there are only

19 years and thus 19 clusters in the sample we follow best practise and do not cluster by year

throughout (Cameron and Miller, 2015). Inspired by Adão et al. (2018), in column 6 we also

cluster standard errors at both the district and year × 1-digit industry interactions (of which

there are 57). The results are robust to this parsimonious way of accounting for correlated

errors within sectors across districts.

Endogenous plant location

A potential concern is that plants endogenously locate in mining districts and are not compara-

ble to plants in other districts, despite controlling for 4-digit industry fixed effects. Therefore,

we feature a robustness check in which we restrict our analysis to mining districts only. Even

though this results in dropping over 90% of plant-years from our sample, the results are robust

to this modification.

Comparison to the US

For the United States, Allcott and Keniston (2018) find that as the oil price increases by 100 log

points, manufacturing employment in a county with an additional oil and gas endowment of one

standard deviation increases by 0.3%. In contrast, for Indonesia we find a large effect of mining

booms. However, to allow a direct comparison of the magnitude we scale our endowment vari-

ables by their standard deviation as opposed to their mean. The results are displayed in column

7. We now find that an increase in local minerals prices by 100 log points increases manufac-

turing employment in capital-intensive mining districts – which are more comparable to US oil

and gas counties – by 8.8%, in a district with an additional mineral endowment of one standard



2.D. Robustness Checks 87

deviation. This larger result may reflect lower labor mobility and spillovers across space and

higher labor mobility between manufacturing and other sectors due to a comparatively smaller

degree of specialization of Indonesian manufacturing. In turn, the result displayed in Table 2.4

that oil and gas booms do not affect manufacturing employment contrary to the US arguably

reflects the minimal oil & gas revenue sharing with producing districts in Indonesia and perhaps

larger specialization in oil & gas and weaker linkages to other sectors due to mostly offshore

production in the archipelago country.

The relative labor intensity of underground versus underground and open-pit mining

In Section 2.6.1 we showed that underground mining is more labor-intensive than other meth-

ods, and that in districts in which all mines use only underground methods, mining is most

labor-intensive. In Table 2.16 we gauge whether this distinction also translates into different

effects on manufacturing earnings per worker (Panel A) and employment (Panel B). Indeed, we

find that the upward pressure on manufacturing earnings per worker is larger in districts where

only underground mining is applied than in districts where both underground and open-pit

mining is applied. Moreover, the results in columns 2-5 confirm that the increase in earnings

per worker is largely driven by local-goods producers. Note that the average mineral endowment

in districts that only use underground methods equals rk = 0.018, while rk = 1.844 for districts

that use both underground and open-pit methods. To gain intuition on the coefficient estimates

in Table 2.16, we calculate marginal effects based on these distinct endowments. These effects

show that a rise in local minerals prices by 100 log points increases manufacturing earnings per

worker by 1.317 × 0.018 = 2.3 percent in the average district with only underground mining,
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while it increases manufacturing earnings per worker by 0.058×1.844 = 10.8 percent in the av-

erage district with both methods. Thus, while districts with underground and open-pit mining

have larger mineral resources than pure underground mining districts by a factor of 1.844/0.018

≈ 104, during mining booms earnings per worker rise more only by a factor of 10.8/2.3 ≈ 4.6.

Panel B shows that manufacturing employment in the average most-labor-intensive districts

falls (−0.010), while it slightly increases in somewhat less labor-intensive districts (0.005), and

only increases substantially in capital-intensive districts (0.035). Traded-goods producers are

most negatively affected when mining is most labor-intensive, judging by the marginal effects of

Panel B, columns 8 and 10. We conclude that the relative labor intensity of mining methods is

key to understanding crowding out effects on manufacturing plants, as predicted by our model.

Potentially influential districts

Finally, in Table 2.17 we show that the results are robust to dropping, one at a time, each

district with underground mining. The sign, significance and magnitude of coefficients and

marginal effects is qualitatively unaffected.
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Table 2.16: Robustness III: Underground vs. underground & open-pit mining booms

Panel A

Dependent variable → ∆ln(Average earnings per worker)

Sample → All Plants Non-Exporters Exporters
Local-Goods

Producers
Traded-Goods

Producers

(1) (2) (3) (4) (5)

Mineral Resources 1990 × ∆ln(Minerals Price) -0.012 0.019∗ -0.043 0.018∗ -0.042
(0.021) (0.010) (0.028) (0.011) (0.026)

Mineral Resources 1990 × ∆ln(Minerals Price) 1.328∗∗∗ 2.845∗∗∗ 0.474 3.312∗∗∗ 0.357
× 100% Underground Mining (0.458) (0.537) (0.631) (0.514) (0.585)

Mineral Resources 1990 × ∆ln(Minerals Price) 0.070∗∗∗ 0.092∗∗∗ 0.048∗ 0.093∗∗∗ 0.047∗

× Underground & Open-Pit Mining (0.021) (0.011) (0.028) (0.011) (0.026)

Observations 343,466 224,078 119,250 140,167 203,249

Marginal effect of mining boom in the average 0.023 ∗∗∗ 0.051 ∗∗∗ 0.008 0.059 ∗∗∗ 0.006
100% Underground mining district (MinRes90 =
1.8% of average mining district’s MinRes90)
Marginal effect of mining boom in the average 0.108 ∗∗∗ 0.205 ∗∗∗ 0.010 0.206 ∗∗∗ 0.009
Underground & Open-Pit mining district (MinRes90 =
184.4% of average mining district’s MinRes90)

Panel B

Dependent variable → ∆ln(# Employees)

Sample → All Plants Non-Exporters Exporters
Local-Goods

Producers
Traded-Goods

Producers

(6) (7) (8) (9) (10)

Mineral Resources 1990 × ∆ln(Minerals Price) 0.035∗∗∗ 0.021∗∗∗ 0.048∗∗ 0.021∗∗∗ 0.048∗∗

(0.010) (0.007) (0.022) (0.007) (0.022)
Mineral Resources 1990 × ∆ln(Minerals Price) -0.623∗∗∗ 0.241 -1.261∗∗∗ 0.472∗∗ -1.235∗∗∗

× 100% Underground Mining (0.169) (0.204) (0.309) (0.225) (0.223)
Mineral Resources 1990 × ∆ln(Minerals Price) -0.032∗∗∗ -0.006 -0.057∗∗ -0.007 -0.056∗∗

× Underground & Open-Pit Mining (0.010) (0.007) (0.022) (0.007) (0.022)

Observations 343,751 224,235 119,378 140,261 203,440

Marginal effect of mining boom in the average -0.010 ∗∗∗ 0.005 -0.021 ∗∗∗ 0.009 ∗∗ -0.021 ∗∗∗

100% Underground mining district (MinRes90 =
1.8% of average mining district’s MinRes90)
Marginal effect of mining boom in the average 0.005 ∗ 0.028 ∗∗∗ -0.015 ∗∗∗ 0.027 ∗∗∗ -0.015 ∗∗∗

Underground & Open-Pit mining district (MinRes90 =
184.4% of average mining district’s MinRes90)

Notes: In this table we separate districts into those in which both underground and open-pit mining was used or planned in 1990, and
those in which all 1990 resources were extracted or planned to be extracted by underground mining only. We interact the respective
dummy variables with our standard mining boom variable. See Table 2.3 for the description of the other independent variables
and of column labels. The sample contains all formal manufacturing plants with at least 20 employees, over the period 1990-2009.
At the bottom of the table, we present the marginal effect of a mining boom in the average 100% underground mining district
and in the average underground and open-pit mining district, respectively. These marginal effects are obtained by multiplying the
sum of the relevant coefficients by 0.018 and 1.844, respectively. Thereby we take into account that districts that hosted 100%
underground resources in 1990 had much less mineral endowment than the average mining district, and less than districts that
hosted both underground and open-pit resources. The coefficients for example reveal that while districts with underground and
open-pit mining have larger mineral resources than 100% underground mining districts by a factor of 1.844/0.018 ≈ 104, during
mining booms earnings per worker rise more only by a factor of 0.108/0.023 ≈ 4.6. The difference-in-difference specification absorbs
plant-fixed effects and district-fixed effects. All specifications contain four-digit industry-times-year fixed effects. The remaining
controls of equation (3.1) and the oil & gas boom variable are always included but not shown. Standard errors in parentheses are
clustered at the district level. ∗∗∗Significant at 1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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Appendix 2.E Data Appendix

Mining data

Combining RMD and MinEx data

The data sources we use to compute district-specific mineral resources as of 1990 are Raw

Materials Data (RMD in the following) and MinEx Consulting (MinEx in the following). Both

datasets claim full coverage, and indeed, the majority of deposits listed in one dataset are also

reported in the other. We also double-checked the reported deposits with public data from

the USGS Mineral Resources Data System (MRDS) (which lists less deposits than RMD and

MinEx ). We match deposits across the data sources using the name of the deposits. For all

remaining deposits, we carefully check if a deposit in a given dataset corresponds to a deposit

in the other dataset, using additional variables such as deposit location and ore resources. If a

deposit remains unmatched after this procedure, we nonetheless include it into our sample. In

total, we identify 82 mineral deposits which had positive mineral resources in 1990. 49 of these

deposits are listed in both datasets, while the remaining 33 are only listed in one source. These

33 deposits have statistically significantly lower 1990 mineral resources than those deposits

listed in both datasets. 24 of the 33 deposits are unique to MinEx and nine are unique to

RMD. For matched deposits for which information is available in both datasets for a specific

variable, we use the MinEx data (see below for variable-specific details). We are more confident

about the accuracy of the MinEx data because a test in Google Earth reveals that the MinEx

location data is more precise compared to RMD.
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Location of resources

Both RMD and MinEx report the location of a deposit in terms of latitude and longitude.

For the set of deposits that were operated by a mine over our sample period and for which

different latitude and longitude data is reported by MinEx and RMD, we entered the location

data into Google Earth and regard the location displaying a mine as the correct one. Since

the MinEx data proves more accurate among these deposits, we also choose to use the MinEx

data when in neither of the locations we saw a mine (which can be due to a mine no longer

being operated). For three deposits, our data sources do not provide data on the location;

we retrieved these via Internet search (sources are available on request). With the chosen

latitude and longitude data at hand, we first identify the home district of the deposit as of

2016, using Google Maps. In a second step, we assign the district to its 1990-district, using

district proliferation tables provided by Indonesia’s national statistical agency, Badan Pusat

Statistik (BPS), and information provided by Bazzi and Gudgeon (2018).

Time of discovery of resources

Only MinEx reports the year of discovery, and data is missing for around one third of deposits.

Since we are only interested whether discovery took place before 1990, for several of these de-

posits we can answer this question due to the fact that production started before 1990. For

all remaining deposits, we attempted to find out if discovery was prior to 1990 via Internet

search. We achieved this for 42 deposits, mostly using company yearbooks or mining infor-

mation websites such as mining-atlas.com.49 Further, we infer that the discovery, if at all,

49For some deposits, we proxy discovery with the year of establishment of the company (or branch) which
operated the deposit, if the name of the company or branch contains the name of the deposit. Since for all
these deposits that year is after 1990 this turns out to be equivalent to dropping the deposits from our sample.
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took place after 1990 if in 2016 (the year in which we obtained the then up-to-date MinEx

data), the deposit’s status is either “Advanced Exploration”, “Emerging Project” or different

subgroups containing the term “Feasibility Study”. For all deposits that are only listed in the

RMD dataset, we also use the pre-1990 production start-up rule, Internet search (23 deposits)

and the deposit’s status to infer the discovery date, in this order. Concerning deposit status,

we infer that the discovery, if at all, took place after the most recent year for which the de-

posit’s status is either “Project, no specification”, “Conceptual”, “Feasibility”, “Prefeasibility”,

“Abandoned Project” or “Abandoned”. For the remaining deposits from both datasets with

missing discovery date, we infer the year of discovery as the year of production start-up minus

the median difference between discovery year and production start-up year across all mines for

which we have information on both variables, which is 8 years.50

Multi-mineral deposits

For a given deposit, RMD reports annual production figures per extracted mineral. We know

about the existence of a specific mineral in a given deposit only if the mineral was extracted

in any year over the period the RMD data covers, which is 1975-2011. 11 deposits in our final

sample (thus with positive 1990 ore resources) that are listed in RMD produced more than

one mineral at any point in time between 1975 and 2011. These 11 deposits are spread across

11 districts. Unfortunately, we do not know the share of each mineral in total ore resources

for the 11 deposits. We thus infer the share of mineral m in total resources using the average

ratio of ore production of mineral m over total ore production of the respective deposit, using

50We drop one single (small) deposit from our sample for which neither the discovery year nor production
start-up year is reported.
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all years in which the deposit was operated and production data is available. Since production

is reported in terms of metal rather than ore, we convert metal to ore using the reported

mineral-specific grades of each deposit. If the latter is not reported, we infer it by computing

the average grade of the respective mineral using the available mine-specific information among

all deposits containing that mineral. In the 11 districts that hosted at least one multi-mineral

deposit, we incorporate the inferred shares of respective minerals in multi-mineral deposits into

our computation of the minerals price index of the district.

MinEx only lists the main mineral of a given deposit. Therefore, inferring mineral-specific

resources for a given deposit is not possible for those that were potentially hosting multiple

minerals but were only listed in MinEx. For all these deposits, we are forced to assume that the

main mineral is in fact the only contained mineral. Given the low percentage of multi-mineral

deposits in RMD and the fact that deposits only listed in MinEx have low ore resources, we

do not expect this to affect our results.

Inferring missing ore resources data

Ore resource data is missing for a number of deposits in our dataset. Whenever this is the case

but ore reserves data is non-missing, we infer ore resources as ore reserves times the mineral-

specific average ratio of resources and reserves in our dataset.51 In case there is no other

deposit of the same mineral with non-missing resources and reserves data, we infer resources

as reserves times the average ratio of resources and reserves across all deposits and minerals.

51These ratios are obtained from RMD, since MinEx only reports ore resources. Resources are “the concen-
tration or occurrence of material of intrinsic economic interest in or on the Earth’s crust in such form and
quantity that there are reasonable prospects for eventual economic extraction” (Raw Materials Data Hand-
book, p.57). Reserves are defined as “the economically mineable part of a measured or indicated mineral
resource” (p.58).
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If both reserves and resource data are missing, we retrieve resources or reserves data using

Internet search. There are no deposits that were discovered before 1990 for which we were

unable to retrieve resources or reserves data.

Ore reserves and resource data is missing for all tin deposits in both RMD and MinEx.

Therefore, we retrieve the missing data via Internet search. Since we could not obtain deposit-

specific resources data, we use resources data of public operator PT Timah, which has a

monopoly on tin mining in Indonesia. Total tin resources of PT Timah, and thus Indone-

sia, amounted to 1.06 million tons of tin in 2008, according to the annual report of PT

Timah of that year. We were unable to retrieve ore reserves data for an earlier year. In

order to infer tin resources as of 1990, we add total tin production over 1990-2008 to the

2008 figure, using annual production data from Indonesia’s Department of Mines and En-

ergy, which is made available by the U.S. Bureau of Mines. Since RMD and MinEx do not

contain any grade information for Indonesian tin deposits, we convert the resulting number

to tons of ore rather than tons of tin using the average ratio provided by different sources.

Specifically, according to earthsci.org, “Indonesia produces tin mainly from alluvial deposits”

(http : //earthsci.org/mineral/mindep/depfile/tin.htm), and the ratio of ore and tin from

alluvial deposits ranges between 0.01 and 0.015 per cent across different sources; we thus infer

a ratio of 0.0125 for our analysis. Since PT Timah annual reports do not indicate the spatial

distribution of tin resources across Indonesia, we infer the share of the different 1990-districts

using annual production data from Indonesia’s Department of Mines and Energy. While data

on annual aggregate tin production in Indonesia is available from 1949-2008, data at the sub-

national level is only available for the period 1978-1988 (see Wu, 1982-1989), thus we compute
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the production shares using the data from this period. Since with these data we cannot at-

tribute tin deposits that are located in the districts Bangka and Belitung to either of the two

districts, we treat these two 1990-districts as one district in our analysis. Approximately 91%

of Indonesian tin production took place in mines located in the Bangka-Belitung archipelago on

average over 1978-1988. We thus infer the tin reserves of Bangka-Belitung as this percentage

times our measure of total tin reserves as of 1990. The remaining 9% of tin production over

1978-1988 took place in mines in the Riau archipelago; we thus inferred 1990 tin resources of

the 1990-district Riau as 9% of total 1990 tin resources.

Computation of district-specific 1990 ore resources

With the exception of tin, we first compute mineral ore resources as of 1990 for each deposit.

We then sum 1990 resources across all deposits in a district and divide the result by the district

size in square miles.

If a deposit was discovered before 1990 but did not start production before that year, the

deposit’s 1990 resources simply equal its initial resources. If a deposit was operated by a mine

before 1990, we deduct the mine’s pre-1990 ore production from the initial resources to arrive

at the deposit-specific ore resources as of 1990. For all deposits contained in RMD, this is done

using annual production data. For all deposits unique to MinEx, annual production data is not

reported, thus we infer total production before 1990 as average annual production times the

number of production years before 1990.52 In the RMD data, in some cases pre-1990 production

of a mine is only reported in terms of metal, rather than ore. In this case, we compute the

52MinEx reports both “initial resources”, the year of production commencement and “current resources”. The
moment in time in which the latter is reported varies by mine. We compute annual average production as the
difference between initial resources and current resources, divided by the number of years between production
commencement and the year in which current resources are reported.
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average ratio of ore and metal production of the specific mine and metal for each year in which

both are available, and use this ratio to infer ore production in a given pre-1990 year in which

it is missing. If ore production is not available for any year, then we instead use the mine- and

metal-specific grade to infer ore production from metal production. If the grade is not reported

by our data sources, we tried to retrieve it via Internet search. If this search was unsuccessful,

we infer ore production using the average grade of the same metal (i) in the same district, (ii)

in the same province or (iii) in Indonesia overall – in this order, based on the distribution of

metals across space and data availability. For five mines which started production before 1990

and which are reported in RMD, pre-1990 production data is entirely unavailable. In these

cases, we infer pre-1990 production as the average yearly (post-1990) production across years

in which production data is reported in RMD, multiplied by the number of pre-1990 production

years. In one case, we do not have any information on production; in this case, we infer 1990

ore resources as initial resources.

Oil and gas data

The Indonesia, Oil and Gas Atlas is divided into six volumes, each of which covers a cer-

tain geographic area. Specifically, these are North Sumatra and Natuna (Volume 1, 1989),

Central Sumatra (Volume 2, 1991), South Sumatra (Volume 3, 1990), Java (Volume 4, 1989),

Kalimantan (Volume 5, 1991) and Eastern Indonesia (Volume 6, 1988). We assign a field pro-

ducing oil and/or gas to its respective 1990 district by first identifying the 2017-district in

which the field is located, using data on the field’s latitude and longitude provided in the data

source. We then identify the corresponding 1990 district using district proliferation tables (see
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Appendix-Section 2.E). If a field is located offshore, we assign it to the closest district in terms

of geographic distance.

Population data

Our data source for district-level population over time is the IPUMS-International database of

the Minnesota Population Center (MPC).53 IPUMS International has made available the micro-

data of the 2000 and 2010 Indonesian population census as well as the 1995 and 2005 SUPAS

inter-census population surveys, all of which were produced by the BPS. Using these micro-

data, we compute total population as well as working age population (Age 15-65) of the 1990-

districts. While yearly population data would be preferred and is also reported by Statistics

Indonesia through the World Bank’s Indonesia Database for Policy and Economic Research

(INDO DAPOER), these data appear unreliable since they are derived using predicted trends

in fertility, mortality and migration between provinces (using the 1995 inter-census population

data as reference point), and are not corrected ex-post using census or inter-census data. The

IPUMS data misses population figures for Aceh in 2005 since no inter-census population survey

was held in this province due to the Indian Ocean tsunami of December 2004. Further, in 1995

data is missing for 12 provinces, which are: South Kalimantan (includes 3 districts with positive

1990 mineral resources), West Kalimantan (3), East Kalimantan (3), Central Kalimantan (3),

South Sulawesi (1), Central Sulawesi (2), Southeast Sulawesi (1), North Sulawesi (3), Irian Jaya

(now called Papua) (2), and Maluku (2).

53 see https : //international.ipums.org/international/
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Price data

As highlighted in the main text, we work with prices that constitute global benchmarks rather

than the prices of specific Indonesian blends. While differences in quality across Indonesian

blends and the blends we work with may mean that their prices are not equivalent, we claim

that the (percentage) change in the price of the specific blend we work with is a decent proxy

for the (percentage) change in revenue accrued by the producer of the respective mineral in

Indonesia, in a given year. Whenever applicable, the prices we use are those of the respective

metal rather than the ore/rock, since the latter heavily depends on the ore’s actual metal

content and is thus not comparable across ores of different grades. For all prices, we compute

and use annual averages.

For the following metals, we use prices reported by Platts Metals Week and averaged

and published by the United States Geological Survey : copper (U.S. producer cathode, 99.99-

percent-pure copper), nickel (London Metal Exchange cash price for primary nickel of minimum

99.80% purity), tin (New York composite), aluminum (99.7-percent-pure aluminum ingot, U.S.

market spot price) and cobalt (99.8-percent cobalt cathode, U.S. spot price).54 For gold and

silver, we use the prices determined on the London Bullion Market, which is a wholesale over-

the-counter market for the trading of gold and silver.55 Due to availability and data quality,

the prices we use for manganese, diamonds, chromium, zirconium and uranium are those paid

domestically in the United States.56 For iron ore and coal, it is harder to identify an observed

price that comes close to a single world price. For iron ore, we use the price China pays per

54Source: USGS.
55Source: London Bullion Market Authority (LBMA).
56Uranium prices are from the IMF, all other prices from the USGS.
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metric ton on average in a given year, since China is a geographically close and important

importer of iron ore.57 For coal, we choose to work with the price of Australian coal instead

of other coal types, due to data quality and the fact that price changes are likely most aligned

with Indonesian coal, given that China is a key client of both Australian and Indonesian coal.58

For crude oil, we use the price of West Texas Intermediate (WTI), which is a benchmark for

the prices of other crude oil sorts.59 We do not account for natural gas prices separately, both

in order to follow the tradition of the literature and because natural gas prices are in any case

highly correlated with crude oil prices.

Manufacturing census data

Cleaning

We drop plant-years in which production worker employment is larger than total employment,

as well as plant-years in which the reported number of employees is below 20.60 Further, we

drop six plants that have a district ID that does not correspond to any district ID we observe

in our BPS list of district IDs. Around 6% of plants are reported to operate in different (two

or more) 1990-districts in different years. This could be caused by changes in district borders

that are not explained by district splits or, more likely, by measurement error. Importantly, the

plant fixed effects that we control for by first-differencing our outcome variables at the plant

level only nest district-specific fixed effects if plants are recorded as in the same 1990-district.

57Source: IMF: http://www.imf.org/external/np/res/commod/index.aspx
58Source: IMF: http://www.imf.org/external/np/res/commod/index.aspx
59Source: Energy Information Administration (EIA)
60The fact that only few plants had less than 20 employees made clear to us that indeed, if a plant that had

been registered the year before went below the threshold of 20 employees, it was not registered in the following
year. We conclude that realizations of employees below 20 must be typos.
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We therefore keep the plant’s district-years of the 1990-district that was reported for the longest

consecutive period.

Defining local- versus traded-goods producers

For each of the 473 six-digit industries of the 1997 North American Industry Classification Sys-

tem (NAICS 1997), Holmes and Stevens (2014) estimate a (constant) distance elasticity, which

equals the percentage change in trade volume as distance increases by one percent. They do

so using the 1997 U.S. Commodity Flow Survey (CFS) data, which documents the destination,

product classification, weight and value of a broad sample of shipments that leave manufactur-

ing plants. Holmes and Stevens (2014) estimate the distance elasticity via a standard log-log

specification typically used in the trade literature. This specification has distance adjustment,

which increases with industry-specific trade costs, on the left-hand side and distance on the

right-hand side. Intuitively, the higher the trade costs of a specific industry, the shorter its

optimal average shipment distance (equivalently, the higher its distance adjustment). Ready-

Mix Concrete (4.2), Ice (3.0) and Asphalt (2.9) have the highest estimated distance elasticity.

In turn, 29 industries have an estimated distance elasticity of zero, including Semiconductors,

Analytical laboratory instruments and Aircraft, in which transportation costs are very low rel-

ative to product value.

We use the estimates of Holmes and Stevens to classify Indonesian manufacturing plants into

local- and traded-goods producers. Our data contains information on the 4-digit sector of each

plant. The industry classification system is the 2000 version of the Klasifikasi Baku Lapangan

Usaha (KBLI 2000). This roughly corresponds to Revision 3.1. of the International Standard
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Industry Classification (ISIC Rev. 3.1), however not one-to-one. Therefore, we first use KBLI

2000 and ISIC Rev.3.1 documentation files to determine the equivalent, or closest in nature,

ISIC Rev.3.1 code of all KBLI 2000 codes. Next, we walk from ISIC Rev. 3.1 to NAICS 1997

using concordance tables provided by the United States Census Bureau. Since our sample con-

tains 123 (ISIC Rev. 3.1) industries, in the great majority of cases, one four-digit ISIC Rev.3.1

industry code matches with more than one NAICS 1997 code. In all these cases, we compute

the ISIC-realization of the distance elasticity as the average realization across all the NAICS

industries matching with the particular ISIC code.

Defining upstream plants

The 2007 Input-Output tables of the Bureau of Economic Analysis (BEA) distinguish three

mining industries that, taken together, we refer to as the “the mining sector” : 1. “Coal

mining”; 2. “Iron, gold, silver and other metal ore mining”; and 3. “Copper, nickel, lead and

zinc mining”. Details on the concordance of the ISIC Rev.3.1 codes used in the manufacturing

census and the BEA codes used in the Input-Output tables are described further below. For

each of the 389 industries j that are distinguished in the 2007 Input-Output tables of the BEA,

we compute its ‘upstreamness’ to the mining sector as the ratio of the (weighted) sum of its

direct and indirect sales to the mining sector (as defined above) and its total sales:

Upstreamjk =

∑
m Salesj,m × (Rkm/Rk)∑

j Salesj
+
∑
−J

[
Salesj,−j∑
j Salesj

×
∑

m Sales−j,m × (Rkm/Rk)∑
j Sales−j,j

]
∈ [0, 1]

(2.23)
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where −J denotes the set of all industries apart from j, k is the district identifier as usual and

m={Coal mining; Iron, gold, silver and other metal ore mining; Copper, nickel, lead and zinc

mining}. Rkm equals the total 1990 resources of the minerals contained in group m in district k

and Rk the total 1990 mineral resources in district k. The chosen upstream measure thus takes

into account which minerals are locally produced, which makes it industry- and district-specific

rather than only industry-specific. Therefore, if for example industry j is only upstream to the

coal mining sector and there are no coal deposits but only gold deposits in 1990 in district k,

then we don’t classify plants in industry j in district k as upstream, i.e. Upstreamjk = 0. The

reasoning behind this choice is that in our empirical analysis, we try to test whether any effect

of a local mining boom is driven by plants that are upstream to the local mining sector. Using

our previous example, we do not expect plants that sell to the coal sector to benefit or suffer

more from a gold boom in their home district than plants in the same district that do not sell

to any of the three mining sectors, since neither group of plants sells to the sector Iron, gold,

silver and other metal ore mining. On the other hand, if coal deposits were present in district

k, then the plants selling to the coal sector might perform differently, and the more important

the coal mining sector is in district k, the more so.

The industries in the BEA Input-Output tables are classified using BEA codes. We first

walk from the BEA codes to the 2002 NAICS codes, and then match those with the ISIC

Rev.3.1 codes, using concordance tables provided by the United States Census Bureau. The

census data reports 133 distinct four-digit ISIC Rev. 3.1 manufacturing industries, while the

BEA tables feature 389 industries. As a consequence, in the great majority of cases, one

four-digit ISIC industry code matches with more than one BEA code. In all these cases, we
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compute the realization of Upstreamjk as the average realization across all the BEA industries

matching with the particular ISIC code. We argue that the inferred value provides a reasonable

approximation, since the realizations of Upstreamjk are very similar across BEA codes that

match with the same ISIC code.

Total Factor Productivity (TFP)

The TFP calulation is based on the method by De Loecker and Warzynski (2012) and Ackerberg

et al. (2006). First, a separate translog production function for each two-digit ISIC sector is

estimated, relating the log value added to (the log of) capital, labor, and materials (including

squared terms and all interactions) and year and four-digit-ISIC-industry fixed effects. Input

coefficients are allowed to vary by exporter and foreign ownership status. Demand for materials

proxies for unobservable productivity shocks. This yields expected industry-level output, which

then results in plant-year level deviations from expected output. In the second step, these are

regressed using GMM on its lag, capital and labor input where current labor is instrumented

with lagged labor as suggested by Ackerberg et al. (2006). Finally, the innovations of this

regression capture TFP. Value added equals output net of inputs of material and energy. Capital

is proxied with fixed assets, labor with the number of employees. All variables are expressed in

Indonesian rupiahs, deflated using five-digit industry producer price indices.

Labor force survey data

While the labor force survey SAKERNAS was initiated in 1976, only from 2007 onwards, the

survey data has been representative at the district level. In any given year after 2006, only

the August round is representative at the district level, which is why we use data from those
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rounds. SAKERNAS has covered all 1990-districts in the August rounds in 2007-2015 except

the years 2013 (five districts missing) and 2015 (one district missing) and includes data on

between 490,468 (in 2014) and 953,172 (in 2010) individuals.61 This implies a coverage of

between 0.2 and 0.4%.

We use SAKERNAS to approximate the number of workers employed in the mining sector

and the number of workers employed in the mining or oil and gas sector (see Table 2.8) in a

given district and year, from 2007-2015. To compute the latter, we first compute the weighted

share of surveyed individuals who reported to work in the mining or oil and gas sector, in

a given district-year. The numerator of this share is the weighted number of respondents in

the district-year who state that their main activity in the past week was working and who

report to work in one of the following sectors: Coal Mining and Peat Excavation; Uranium

and Thorium Mining ; Metal Mining ; Oil and Gas. The denominator is the weighted number

of respondents in the district-year. We use the sample weight attached to each individual

respondent in the data to compute this ratio. We multiply the computed ratio by the district

population according to the most recent available population census or inter-census population

survey, from the specific year’s perspective, and take the log of the result.62 To approximate

the number of mining workers, we repeat the above exercise, but exclude oil and gas workers

from the numerator of the share.

As a descriptive statistic, in Table 2.1 we also report the average district-year specific frac-

tion of mining and oil and gas workers to total workers and the fraction of mining workers to

61 In a given district, certain census blocks are selected, in which 16 households are sampled (10 from 2011
onwards). All individuals sampled in a certain census block obtain the same weight, which depends on the
relative importance of the census block in terms of overall district representation.

62We multiply the share of mining workers in 2015 with the population data from 2010, since the results of the
2015 inter-census population survey have not been published by the MPC yet.
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total workers, over 2007-2015. For a given district and year, the numerators of these shares

are equivalent to the numerators just described above. The denominator of both shares is the

weighted number of surveyed individuals who state that their main activity in the past week

was working.



Chapter 3

Democratisation, Leader Education

and Growth: Evidence from Indonesia

3.1 Introduction

A large literature has studied the economic consequences of democratisation and has tested

which local conditions may determine its success, such as economic development (Rodrik and

Wacziarg, 2005; Aghion et al., 2008; Acemoglu et al., 2019) or the average education level of

local citizens (Fortunato and Panizza, 2015; Acemoglu et al., 2019). Surprisingly, to the best of

our knowledge no study has answered how the education level of the newly elected democratic

leaders shapes the economic success of democracy. We fill this gap in the context of Indonesia,

which became the world’s third largest democracy after the fall of President Soeharto in 1998

following more than 30 years of autocratic rule. We find that democratic leader education

matters and then identify specific mechanisms that can explain this, in particular taxation

and provision of physical infrastructure. A unique feature of Indonesia’s democratisation is
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that at the sub-national district level, the last mayor who had been appointed by Soeharto

(“Soeharto Mayor” henceforth) was allowed to finish his five-year term before a new mayor was

democratically elected. The remaining time until the end of term of the Soeharto Mayor varied

by district and is unrelated to district characteristics and trends, as Martinez-Bravo et al.

(2017) and additional evidence in this chapter show. This implies staggered and exogenous

democratisation across time and space over the period 1999-2003, which we exploit in our

empirical strategy by using a difference-in-difference specification with time-varying treatment

at the sub-national level. Thereby we improve identification relative to the existing literature

on democracy and growth since the latter has typically analysed data on multiple countries in

which democratisation is a result of country-specific and potentially unobserved characteristics.

Given that we study the transition from the last Soeharto mayor to the first democratically

elected mayor, a second contribution to this literature is that our study is among the few that

analyse the short-run effects of democratisation (see otherwise Acemoglu et al., 2019; Rodrik

and Wacziarg, 2005).

Our focus in terms of economic outcomes lies on the manufacturing sector. The underlying

motivation is that the sector accounts for around 25% of Indonesian GDP and further plays

a crucial role since it has often been targeted as the principal growth engine by the national

government.1 Data on manufacturing comes from the annual census of manufacturing plants

with 20 or more employees. This data allows us to analyse the effect of democratisation for

a given plant and to identify ‘counterfactual plants’ in the same four-digit industry and year

in districts that did not yet democratise, which greatly aids identification. We find that the

1 See for example https : //www.thejakartapost.com/news/2019/02/11/manufacturing−sector−to−drive−
indonesias−economy−bappenas.html for a recent declaration of the National Development Planning Agency.
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overall success of democratisation is limited, and crucially depends on the education level of the

first democratic local mayor. In districts where the latter has no college degree, employment

of incumbent manufacturing plants actually plummets by 5% after democratisation compared

to plants in the same four-digit industry, province and year but located in districts that did

not yet democratise. To the contrary, when the democratic mayor does have a college degree,

this negative impact is entirely offset, such that there is no impact of democratisation over our

sample period. We find similar patterns for plant revenue and total factor productivity, and

show that particularly large plants, exporters and foreign-owned plants drive our results. To

support the validity of our findings, we show that among a wide set of mayor- and district-

specific variables, the only clear determinant of the democratic mayor’s education level is the

level of education of the last Soeharto mayor. However, conditioning on the latter does not

alter our results, which are also robust to a battery of other controls. Furthermore, we provide

evidence that prior to local democratisation, manufacturing employment exhibited common

trends across districts that would later democratise under a mayor with or without college

degree. Given this evidence, we are confident that our results can be interpreted as causal

effects.

We are also able to identify specific channels through which college-educated mayors ben-

efit the local manufacturing sector relative to less educated mayors. Using plant-level data

on annual payments of indirect taxes, fees and levies, we find that the local tax burden on

manufacturing increases after democratisation but significantly less so under mayors with a

college degree. Furthermore, for most sub-samples of plants we find that a larger decrease in

employment is paralleled by a larger rise in the tax burden under a lowly-educated democratic
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mayor. Using longitudinal survey data, we also find that under democratic mayors without a

college degree the local business community perceives a significant deterioration of the availabil-

ity and quality of local physical infrastructure. Under democratic mayors with a college degree

there is no impact on infrastructure, which parallels our manufacturing employment results.

As we discuss in Section 3.2, both taxation and infrastructure have been among the most seri-

ous constraints to doing business in Indonesia, which suggests that we highlight very relevant

factors that drive the real manufacturing outcomes we find. We thereby draw a reasonably

complete picture of the impact of democratisation and particularly the effect of democratic

leader education in one of the most populated countries in the world.

3.1.1 Related literature

Our study builds on a vast literature that has studied the impact of democracy on growth. A

recent influential study by Acemoglu et al. (2019) that studies a panel of multiple countries

concludes that democracy leads to an increase in GDP per capita. Further results suggest that

the driving mechanisms include more economic reform, greater public goods provision in the

area of health and schooling, and a reduction in social unrest. A positive impact of democracy

on economic outcomes is also found by Rodrik and Wacziarg (2005), Persson and Tabellini

(2006), Bates et al. (2012), Madsen et al. (2015) and Papaioannou and Siourounis (2008),

while for instance Murtin and Wacziarg (2014) find insignificant results and earlier studies by

Helliwell (1994), Barro (1996) and Tavares and Wacziarg (2001) find negative but generally

less robust effects.2 All of these studies are conducted at the cross-country level. Acemoglu

2 Przeworski and Limongi (1993) and Gerring et al. (2005) review other early studies while Doucouliagos and
Ulubaşoğlu (2008) provide a meta-analysis.
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et al. (2019) find that the impact of democracy positively depends on the education level of

the local population but does not depend on the country’s level of development. However,

Rodrik and Wacziarg (2005) find that poorer countries benefit more from democratisation and

Aghion et al. (2008) conclude the exact opposite. Fortunato and Panizza (2015) find that

the impact of democratic elections on the quality of government depends on the educational

attainment of a country’s population. We add to this literature by showing that the local

success of democratisation depends on the education level of the newly elected democratic

leaders, and more generally by improving identification relative to cross-country studies as

discussed earlier. Our study further builds on and adds to a few studies that have analysed the

Indonesian democratisation process. Martinez-Bravo et al. (2017) show that the longer the last

Soeharto mayor stayed in power in Indonesian districts during the democratic transition, the

worse are governance outcomes after democratisation, which is attributed to elite capture by the

Soeharto officials. Martinez-Bravo (2014) finds that the body of local officials that a district

inherits from the Soeharto regime determines the extent of electoral fraud and clientelistic

spending after democratisation. Finally, we add to other studies that have exploited within-

country variation to analyse the impact of various aspects of democracy on different outcomes

(Fujiwara, 2015; Burgess et al., 2015; Martinez-Bravo et al., 2012).

Our study also makes a key contribution to the literature that studies the effect of political

leaders on economic outcomes outside of a democratisation context. The first rigorous analysis

in this area is the seminal study of Jones and Olken (2005), who use leader death over a panel of

countries to show that changes in national leadership have a causal impact on economic growth.

Later contributions include Yao and Zhang (2015) and Easterly and Pennings (2019). Based
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on the data set of Jones and Olken (2005), Besley et al. (2011) further condition the effect of

leaders on their education level and find that educated leaders positively affect economic growth,

but do not identify underlying mechanisms. Carnes and Lupu (2016) find the contrasting

result that leaders with a college degree do not have an impact on growth and are not less

corrupt, based on cross-country data as well as within-country data from the U.S. and Brazil.

Martinez-Bravo (2017) shows that a school construction program in Indonesia in the 1970s

lead to higher education levels of village heads and better public good provision in the 1990s

once these village heads came into power, but do not study potential real economic effects.

Brown (2019) shows that economies governed by former economics students grow faster than

others, and presents tax policy that stimulates investment as one driving mechanism. He

and Wang (2017) show that the introduction of ‘College Graduate Village Officials’ into village

governments in China improves the targeting and implementation of social assistance programs

of the central government. We contribute to this literature by identifying both real effects

of the education level of leaders and highlighting underlying mechanisms that can, at least

partly, explain these effects. Finally, our study also relates to studies that have highlighted

the importance of political leader characteristics other than education for various outcomes,

such as gender (Brollo and Troiano, 2016; Chattopadhyay and Duflo, 2004; Clots-Figueras,

2011, 2012), nativeness3 (Hodler and Raschky, 2014), age (Alesina et al., 2019; Yao and Zhang,

2015), previous occupation (Dreher et al., 2009; Beach and Jones, 2016) and prior experience

in office (Freier and Thomasius, 2016).

The remainder of this chapter is structured as follows. Section 3.2 discusses the democrati-

3 Nativeness refers to whether the politician was born in the location in which he or she is active as politician.
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sation process in detail, both from a general and a manufacturing sector perspective. Section

3.3 discusses our data sources and key variables, Section 3.4 our empirical strategy and Section

3.5 our findings. Section 3.6 concludes the chapter.

3.2 Background

President Soeharto’s regime lasted from 1965 to 1998 and was characterised by tight control

of Indonesian citizens and opposition parties. Following the Asian financial crisis and the

disclosure of several corruption cases, Soeharto was forced to step down on May 21 of 1998 amid

nationwide protests. Thereafter, a transitional government led by Soeharto’s vice president

Habibie assumed power and set the scene for the first free democratic elections since 1955 on

June 7, 1999. The main opposition party PDI-P clearly won these elections while Soeharto’s

party Golkar, which continued to represent the autocratic style of his regime and served as a pool

for former members of the military and the bureaucracy, came in second (Hadiz, 2010). Besides

the national parliament and president, also the provincial and district parliaments were elected.

Indonesia counted 292 such districts at the end of 1997, of which 57 were cities (“kota”) and

235 were rural districts (“kabupaten”).4 The local 1999-elected district parliaments (DPRD)

were in turn responsible for electing a new district mayor.5 However, a key feature of the

democratisation process was that this indirect democratic mayor election only took place once

the last mayor that had been appointed by the Soeharto regime (“Soeharto Mayor”) finished

4 Together with the five districts that comprise the capital city of Jakarta, there were in fact 297 districts at
the end of 1997. While data on the Jakarta districts is missing, we would in any case exclude them from our
analysis since they form one city and are therefore less distinct than the remaining districts.

5 The mayor needed the support of at least 50% of parliament members to be appointed (jointly with “his/her”
vice-mayor). The appointment occurred directly after the election.
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his five-year term.6 This creates variation in the timing of the first democratic mayor election

after the fall of Soeharto. For example, in districts in which the last Soeharto mayor was

appointed in the second half of 1994 the local DPRD could elect the mayor within months

after the 1999-elections, while in other districts the Soeharto mayor could stay in office until as

late as early 2003. In districts in which the term of the last Soeharto mayor expired while the

transitional government was in power, the latter appointed a new mayor. From 2005 onwards,

district mayors were directly elected by the local population once the five-year term of the

incumbent mayor had expired.

The local timing of the first post-Soeharto mayor elections by the 1999-elected parliament

is very relevant since the mayor position has been associated with a considerable amount of

authority, in particular over local policies, regulations and the district budget (Martinez-Bravo

et al., 2017). While under Law 22/1999 the local DPRD has had the right to disapprove the

district budget and regulations the mayor proposes or to reject the mayor’s annual account-

ability speech, this has not occurred frequently in practice (see e.g. Hofman and Kaiser, 2006).

In line, Von Luebke (2009) finds that “supply-side pressure” from district mayors rather than

“demand-side pressure” from citizen groups and local parliaments is the main driver of local

governance outcomes after the fall of Soeharto.7 For these reasons, we adopt the notion of

6 This decision was taken by Habibie’s transitional government. During Soeharto’s regime, district parliaments
were already entitled to suggest a short-list of candidates for the mayor position to the Ministry of Home
Affairs and President Soeharto, but the latter had the right to reject the suggested candidates (Mietzner,
2010). In any case, however, local parliaments rarely proposed candidates that did not enjoy the support of
the central regime, since the latter applied several tactics to ensure that Golkar would comfortably win the
elections (see e.g. Haris, 2004; Antlöv, 2004).

7 The results of this study are based on surveying over 1,000 businesses and conducting 120 in-depth interviews
in eight districts scattered across Indonesia. The surveys were conducted between April 2005 and March
2006, which implies that the mayor who was elected by the 1999-DPRD was still in power or the directly
elected mayor had just started his term. Therefore, it is reasonable to assume that the answers of the surveyed
individuals mostly refer to the mayor elected by the 1999-DPRD and thus the mayors we study in this chapter.
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Martinez-Bravo et al. (2017) that the actual implementation of democratisation at the local

level was triggered by the mayor election rather than the 1999 legislative elections. We refer to

the corresponding mayor as “democratic mayor” or “first democratic mayor” in the following,

and thereby mean the first democratic post-Soeharto mayor.

The process of democratisation was accompanied by Indonesia’s “big bang” decentralisation,

which was implemented on January 1, 2001 and transferred a substantial amount of power

from the central government to districts, largely bypassing the provincial level (see for example

Jones, 2004).8 While also empowering the local parliament, this considerably strengthened the

mayor position, for example in the field of public goods provision (Hofman and Kaiser, 2006).

After decentralisation, the districts’ principal source of revenue have become non-earmarked

transfers from the central government, which districts can allocate at their discretion. The

largest transfer (“DAU” = General Allocation Fund) is allocated based on local population,

area, poverty rate and other factors, and is set at 25% of central government domestic revenue

in total (Martinez-Bravo et al., 2017; Brodjonegoro, 2004). The larger scope of action for

district mayors and the discretion over the use of transfers implies that decentralisation is a

key ingredient in creating a link between the characteristics of the first democratic mayor and

the local success of democratisation. Therefore, we design our empirical strategy in a way such

that our coefficients capture the impact of local democratisation conditional on decentralisation

being in place – see Section 3.4 for details. Our empirical strategy also allows to isolate the

8 The central government retained control over defence and security, justice, international relations, monetary
and fiscal policy and religion. Decentralisation was implemented on the basis of law 22/1999, which focused
on administrative aspects, and law 25/1999, which focused on fiscal aspects. The decision to assign provincial
heads a largely representative role post-decentralisation reportedly occurred “largely because of fears that
giving power to resource-rich provinces such as Aceh, Papua, Riau and East Kalimantan would fuel centrifugal
tendencies and weaken Indonesian unity” (Jones, 2004, p.31).
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impact of democratisation from the effects of decentralisation, as we discuss in Section 3.4 and

Appendix-Section 3.A.

Democratisation contingent on decentralisation may have several crucial implications for the

manufacturing sector in particular, which we highlight in the remainder of this section. On the

one hand, democratisation may offer new opportunities for manufacturing since the democratic

mayor has the power to enact stimulating and potentially more targeted policies, given his

knowledge of local business constraints. On the other hand, allocating a lot of power to a single

person in times of regulatory change and uncertainty in the aftermath of the Asian Crisis may

also bear a considerable risk for the local economy, and lead to diverging development paths

across districts from a national perspective (see e.g. Hofman et al., 2009). One specific friction

in the context of decentralisation is that “the new fiscal law continues the reluctance to give

local governments any meaningful ability to raise local revenue” (Brodjonegoro, 2004, p.129).

In fact, districts were not assigned the right to impose direct taxes by the decentralisation laws.

As a consequence, locally derived revenue (“PAD”) made up less than 10% of the local budget

for 87% of districts in 2002 (Brodjonegoro, 2004). This low share of own funds induced local

governments to try to increase local revenue through new local taxes and levies, which are

often distorting and even illegal (see e.g. Brodjonegoro, 2009; Ray, 2009).9 These developments

have been very relevant for the manufacturing sector, since “the easiest targets for these new

9 Brodjonegoro (2009) argues for instance that “since most local governments realized that the amount of
transfer is far from enough to fulfil their needs as a result of slow economic recovery, and at the same time
did not have an alternative of existing local taxes and charges, they began to look for other sources that
are unfortunately illegal and disruptive.” (p.207). Similarly, Ray (2009) reports that as a result of lacking
supervision of local regulations, “distorting local taxes and charges are being implemented” (p.151). In part,
the background of this is that while Law 25/1999 on fiscal decentralisation explicitly allows for the introduction
of new local taxes and levies to contribute to a district’s own revenues (PAD), the central government must
pass these and has been accused of being too lax in this process. Even more importantly, in the first place
districts only submitted less than half of newly authorised local taxes and charges for review to the central
government as required by law, such that the remaining 60% can be regarded as illegal (Lewis, 2003).
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additional revenues are unfortunately the local businesses that seem to be powerless against

this challenge” (Brodjonegoro, 2009, p.207). Similarly, Hofman et al. (2009) highlight the

“high relative importance of political factors” for the local business climate on the basis of

a KPPOD (2003) study and point out that “manufacturing in particular is prone to illegal

levies, either by government officials or the surrounding community” (p.110). This is a clear

constraint, since “illegal exactions” is the most commonly cited factor that negatively affects

the local business climate in a 2002 survey of businesses (see Ray, 2009, p.164).10 Besides

distorting measures to raise local revenue, policy uncertainty and in general “demands by

inexperienced local governments empowered by decentralisation” as well as corruption have

been listed by business people as constraints in the context of democratisation (Dhume, 2004,

p.66).11 Related to the discussed lack of fiscal power, many local governments have further

expressed their dissatisfaction about too low funds via the DAU and other transfers to promote

regional development, especially in relation to new infrastructure provision (Brodjonegoro,

2009).12

A key local determinant of the presence and strength of the mentioned issues and channels

could be the educational background of the first democratic mayor. For example, mayors with

1030% of respondents indicated that illegal exactions are a factor that negatively affects the local business
climate, followed by non-tariff barriers/constraints (24%), infrastructure constraints (21%), formal taxes and
charges (13%), and lack of security (12%). The survey was conducted by the Regional Economic Development
Institute (REDI, 2002), in cooperation with the Partnership for Economic Growth and The Asia Foundation.

11While corruption has existed for a long time in Indonesia, with the distribution of power to the district level
it has become decentralised (Basri, 2004). This typically leads to a larger group of people who have to be
bribed and thus a higher total bribe payment per transaction that in a centralised system (Bardhan, 1997).
The National Survey of Corruption 2001 found that around 87% of companies regarded corruption in the
public sector as ‘common’, while 41% of respondents stated that they frequently or always pay bribes in the
course of business (Khouw, 2004).

12 It has been subject to debate whether the DAU and additional transfers provided enough revenue for local
governments to properly “run” the district and provide public goods, but generally the answer has more often
been “yes”. Besides the cited contribution of Brodjonegoro (2009), see for example Hadiz (2010) (p.83-84) or
Lewis (2003) for a discussion.
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a college degree may use existing funds more efficiently or better understand the detrimental

impact of illegal fees on local business performance. We analyse these possible links as closely

as possible in Section 3.5.3, and find evidence that mayor education indeed matters via several

of the described channels.

3.3 Data

Main variables and data sources

The key data ingredients of our empirical analysis are information on the district-specific timing

of the first democratic mayor election and mayor education levels as well as data on local

manufacturing outcomes. In this section we describe these and selected additional data and

discuss and motivate our chosen sample. Table 3.1 reports descriptive statistics and Appendix-

Section 3.B provides further detail on data sources and the construction of variables.

We obtain data on the election timing and education level of the first democratic mayor from

the data repository of Martinez-Bravo et al. (2017). The source distinguishes the education

categories ‘Less than Bachelor degree’, ‘Bachelor degree’, ‘Master degree’ and ‘PhD degree’.

We use this information to compute a dummy variable College Degree which equals one if the

democratic mayor holds at least a bachelor degree and zero otherwise.13 In 79% of districts in

our final sample, the democratic mayor has a college degree. We also use the data repository

to control for the democratic mayor’s age, birth district and previous occupation as well as the

appointment timing and education level of the last Soeharto mayor. While data on some of

13Since education became compulsory only in 1973 in Indonesia (see e.g. Ness and Lin, 2015, p.419), for most
mayors in our sample College Degree=0 may imply anything from no education until a post-highschool degree
that does not qualify as bachelor degree, for example a degree obtained from an academy.
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these control variables and/or the election timing of the democratic mayor are missing, we are

mostly able to fill the gaps through online searches (see Appendix-Section 3.B for details).

To measure the impact of democratisation and mayor education on firm performance and

identify underlying mechanisms, we use the annual census of manufacturing plants (Survei In-

dustri (SI)). This data set contains repeated observations on manufacturing plants that employ

at least 20 employees in the particular year and is collected and compiled by the Statistical

Agency of Indonesia (Badan Pusat Statistik (BPS)). We use mainly employment but also rev-

enue, investment and productivity to measure performance, expenditure on indirect taxes, fees

and levies as well as a proxy for bribe payments for our analysis of mechanisms, and data on ex-

ports, ownership, labor intensity and size to study heterogeneity across plants. Furthermore we

use information on the district in which the plant is located and a detailed sector classification,

which we translate into the ISIC Rev. 3.1 classification.14

To analyse additional mechanisms that may explain the differential impact of democrati-

sation under a college graduate mayor, we also use data from the Regional Autonomy Watch

KPPOD, which has been utilised by several other studies (e.g. Martinez-Bravo et al., 2017;

Von Luebke, 2009; Wheeler et al., 2013). KPPOD has conducted annual surveys in slightly

varying sub-samples of districts across Indonesia from 2001 onwards. This effort has produced

data on the availability and quality of local physical infrastructure such as streets or telephone

service and data on local institutional quality such as the consistency of regulations or law

14Around 3% of plants that operated in the period 1998-2004 report two or more districts as their location over
this time period. We cannot be sure if these events are real or due to measurement error. This is because
districts split and proliferated over time in which district codes were reused and reassigned from time to time,
and while we track these changes, some errors may remain. We drop these plants from our sample in order
to address the mentioned measurement concerns, the potential worry that certain plants self-selected into
districts that democratised early, and to ensure that plant fixed effects absorb district fixed effects in our
empirical specification.
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enforcement, as perceived by the local business community.15 Data for the period 2002-2004

constitute a panel, which we exploit in our analysis. Since KPPOD has a clear orientation

towards doing business – both in terms of data collection and the explicit advisory goals of the

organisation – the data are very suitable for our purposes. We focus on the perception of local

infrastructure and institutions in our main analysis given their high importance for businesses

as documented by survey evidence. Data on institutions are collected through surveying local

business actors and consulting a panel of experts, while in the case of infrastructure these data

sources are also complemented by KPPOD with actual availability and quality data collected

by the BPS.

Finally we collect data on additional district-level control variables, specifically GDP per

capita, population, population density, education of the working age population, 1999 election

outcomes and religious fractionalisation.

Sample of districts, plants and years

We choose the time interval from 2000-2004 as our sample period. Thereby we analyse the

transition from the last Soeharto mayor to the first democratic mayor conditional on Soeharto

and the transitional government being out of power and the local 1999-elected parliament being

established, and thus against the background of a constant national political setting. Starting in

2000 also ensures that 1999 election outcomes are predetermined controls rather than outcome

or endogenous variables. Moreover, ending in 2004 for all districts rather than including all

15Several studies have highlighted that perceptions on the state of a variable may not fully reflect the actual
realisation of the variable, for example Olken (2009) in the context of corruption. This is arguably less of
an issue in our setting since we use our data to account for any time-invariant factors at the district or a
more general level as well as time-varying factors at the provincial or a more general level that draw a wedge
between the perceived and actual state of infrastructure or institutions.
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district-specific years in which the first democratic mayor is in power is further sensible because

by 2004 all districts have democratised (see Section 3.4). Since we focus on the first democratic

mayor, we drop the year 2004 for those districts in which already the second democratic mayor

was elected in 2004.

The starting point of our district selection process is the set of 292 districts that existed

at the end of 1997, and thus shortly before the fall of Soeharto. From this set, we drop a

non-negligible share of districts which may endanger our identification strategy and/or may

conceptually not allow the estimation of our effect of interest, which is the impact of the direct

transition from the non-democratic Soeharto mayor to the democratically elected mayor. Both

issues apply to districts that split between the fall of Soeharto and 2004. On the one hand, this

is because once a district splits, an interim executive is selected who oversees the transition

process until the election of a new mayor by the (newly established) local parliament.16 More

importantly, the election of a new mayor by the local parliament usually occurs soon after the

split rather than only at the end of the five-year term of the Soeharto mayor in the “mother”

district, which implies that any impact we would attribute to democratisation for these districts

may actually reflect the effect of the district split itself or the factors that caused the split.17 We

therefore exclude the 87 1997-districts that were involved in a district split (either as “mother”

or “child”) over 1998-2004. In 65 1997-districts that did not split over 1998-2004, the timing of

the term end of the last Soeharto mayor implied that the selection of the following mayor was

done by the transitional government. Since we can only speculate about the nature of these

appointments, we exclude these districts from our sample. We further exclude 8 districts for

16See Fitrani et al. (2005) for further details on the sequence of political events in a newly established district.
17See for example Pierskalla (2016) or Bazzi and Gudgeon (2018) for an analysis of factors that determine the

likelihood of a district to split.
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which we do not know with certainty whether the mayor selection was done by the transitional

government or the 1999-elected local parliament. In 15 remaining districts, an interim mayor

was installed to serve for a period of up to about a year between the last Soeharto mayor

and the first democratic mayor. Since the underlying reasons are unclear but appear district-

specific and may represent confounding factors, we drop these districts as well. Based on the

same reasoning, we drop 7 districts in which the last Soeharto mayor stepped down before the

end of his five-year term and another four districts in which the first democratic mayor stepped

down prematurely. Missing data on a few districts, the omission of districts without medium-

or large-scale manufacturing and the chosen fixed effects structure in our specifications bring

us to a final set of 99 districts in our main results.18 In Appendix-Section 3.A, we analyse how

representative the results are for the entire population of 1997-districts.

3.4 Empirical Strategy

We set up a difference-in-difference specification with staggered treatment across space, ex-

ploiting that local mayor elections by the 1999-elected local parliament occurred in different

years across Indonesian districts. Specifically, our empirical model is the following:

ln(Yijkpt) = β1PostEleckt + β2 [PostEleckt × CollegeDegreek]

+ β3ElecY earkt + β4 [PostEleckt ×Xk] (3.1)

+ µi + ωjt + δpt + εijkpt

18 Including district fixed effects for example implies that if there is only one plant in a given district over our
sample period, then this plant and district does not enter the estimation. We also adjust the degrees of
freedom for such “singletons”, following Correia (2015).
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where Yijkpt is the outcome variable Y of manufacturing plant i in four-digit ISIC Rev 3.1

industry j in district k in province p at time t; ElecY earkt equals one in the democratic mayor

election year and zero otherwise; and PostEleckt equals one in the years after the democratic

mayor election and zero otherwise. CollegeDegreek is a dummy that takes one if the first

democratic mayor in district k has at least a college degree and zero otherwise. Xk is a vector

of mayor- or district-specific control variables which are measured at the beginning of our

sample period if they vary over time and are described and motivated further below. µi are

plant fixed effects, which also nest district fixed effects since we drop plants that are reported

to locate in different districts over our sample period (see Section 3.3).19 These control for

example for cross-district heterogeneity in unobserved and time-invariant factors that influence

local manufacturing characteristics and are correlated with the local timing of democratisation

or the education level of the first democratic mayor.20 ωjt are four-digit industry × year fixed

effects and δpt are province × year fixed effects. These fixed effects control for example for

the fact that Indonesia decentralised in 2001 and the possibility that decentralisation had a

differential impact across industries or provinces in Indonesia. We cluster standard errors at

the district level.

β1 indicates the effect of the democratic election of a mayor without college degree, while

β2 indicates the differential impact of democratisation if the newly elected mayor does have a

college degree. Both coefficients indicate the average impact across the post-election years; in

Appendix-Section 3.A we take a closer look at the time dimension of effects. Given our fixed

19This implies that it is not necessary to include CollegeDegreek and Xk as separate, non-interacted terms.
20However, the plant and nested district fixed effects do not control for any differential impact of democratisation

depending on the local presence of such time-invariant or other, time-varying factors, which is why we include
PostEleckt ×Xk into our specification.
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effects structure, the effects captured by β1 and β2 are relative to plants in the same four-

digit industry, province and year. In the case of β1 these ‘counterfactual plants’ are located in

districts that did not yet democratise, while for β2 they are located in democratised districts

in which the democratic mayor has no college degree. Such that β1 and β2 indicate effects

conditional on decentralisation being in place rather than (weighted) average effects across the

pre- and post-decentralisation period, we drop the year 2000 for the five districts where the

democratic mayor election occurred in 1999.

There are two identifying assumptions that must hold such that β1 and β2 are unbiased

estimators of the described effects. First, the timing of the democratic mayor election must be

exogenous to time-varying factors that affect manufacturing outcomes. Specifically, it must be

that conditional on our controls, no district-specific confounding factor consistently “switches

on” (or switches off) in the years after the mayor election. We believe this to be plausible

for several reasons. In most districts, the timing of the first democratic mayor election was

determined by the term end of the last Soeharto mayor, which is a function of the timing of

previous mayor terms and not related to the fall of Soeharto, since the latter was unexpected.

Variation across districts in the timing of mayor terms prior to the last Soeharto mayor is

in turn determined by different accumulations of early term ends, be it for health or other

reasons, since the latter part of the Dutch colonial period (Martinez-Bravo et al., 2017). Given

this setting and the fact that we drop districts where local factors other than the appointment

timing of the last Soeharto mayor may have driven the democratic mayor election timing (see

Section 3.3), it is very plausible that even the level of district-specific variables is uncorrelated

with the election timing of the first democratic mayor. This reasoning is clearly supported by
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statistical evidence provided by Martinez-Bravo et al. (2017) (see their Appendix-B Table 3) for

non-manufacturing outcomes and by manufacturing-specific evidence that we produce and show

in Appendix-Section 3.A. These results and the conceptual setting make it difficult to imagine

that there is a correlation between the democratic mayor election timing and time-varying

variables that affect the manufacturing sector. We further provide concrete empirical support

for this argument and thus the validity of our first identification assumption by showing that

prior to democratisation, manufacturing employment exhibited parallel trends across districts

with different mayor election years (see Table 3.6).21

The second key identification assumption is that conditional on our controls, the education

level of the democratic mayor is exogenous to time-varying factors that impact the manu-

facturing sector and also to variables that determine the impact of democratisation on local

manufacturing outcomes. The concern about the prior type of confounders is mitigated by the

fact that the local parliament that elects the mayor and thus determines mayor education is

elected already in 1999 and thus before the start of our sample period.22 Regarding the second

type of confounding factors, we obtain and include control variables from both the existing liter-

ature (compare to Section 3.1.1) and the Indonesian institutional context which may affect the

success of local democratisation besides the education level of the democratic mayor. Mayor-

21Note that the validity of the just-discussed identification assumption also implies that we can isolate the
impact of democratisation from decentralisation effects even if the latter vary across districts in a way that
is not captured by industry-year or province-year fixed effects. See Appendix-Section 3.A for an illustration
of this argument.

22 If for example some districts experience an economic downturn in 1999 which affects both manufacturing and
the local election results and thereby determines whether a mayor with or without college degree is elected
later on, then this is no concern as long as the crisis is short-lived, since our sample period starts in 2000.
The remaining potential worry is the presence of time-varying factors that impact whether a mayor with or
without college degree is elected once the Soeharto mayor term ends even conditional on the composition of
the 1999-elected local parliament, as well as manufacturing outcomes. While this appears unlikely, any such
potential factors may partly be captured by the province-year fixed effects and/or industry-year fixed effects.
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specific controls are gender, age, occupational background and a dummy indicating whether the

mayor was born in the district. Furthermore, we control for whether the last Soeharto mayor

had a college degree. District-specific controls are GDP per capita, average education of the

local working age population, population, religious fractionalisation, political competition in

the local 1999-parliament, a dummy that equals one if the district is a city and another dummy

taking one if Golkar won the 1999 local elections. To avoid simultaneity and make sure that

these controls are predetermined (see “bad control problem”, Angrist and Pischke, 2008), we

measure those variables that vary over time at the beginning of the sample period. All control

variables feature as interactions with PostEleckt, same as mayor education. Given our rich

set of controls, the result that most of them do not affect the success of democratisation and

the finding that manufacturing employment exhibits parallel pre-democratisation trends across

districts with varying democratic mayor education levels (see Section 3.5.4), we are confident

that the described second identification assumption holds as well.23

23While we cannot entirely rule out the presence of omitted factors despite our extensive set of controls,
province-year fixed effects arguably absorb such factors to a large extent. For example, we are unable to
control for initial local institutional quality, but regressing institutional quality on province dummies using
the 2002-2004 KPPOD data reveals that the district’s province is able to (partly) explain institutional quality
in all three years. Interestingly, the joint statistical significance of the province dummies as indicated by the
F-Statistic becomes smaller as we move from the 2002-regression to the 2003- and 2004-regression, which is
consistent with anecdotal evidence on diverging governance paths across districts after democratisation and
decentralisation (see e.g. Hofman et al., 2009).
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3.5 Results

3.5.1 Determinants of mayor education

We start our empirical analysis by studying potential determinants of whether the first demo-

cratic mayor has a college degree, in order to guide our further analysis. The results are

displayed in Table 3.2. The dependent variable is a dummy variable that takes one if the demo-

cratic mayor has a college degree and zero otherwise. As explanatory variables, we include the

mayor- and district-specific variables discussed in the previous section. In all columns we use

Linear Probability Models (LPM), but the results are robust to a Logit specification.24 While

the coefficients in column 1 derive from 11 separate regressions that feature only the indicated

variable on the right-hand side (besides province fixed effects, which we include into all speci-

fications), in columns 2-4 we include all variables displayed in the column into one regression.

The results indicate that being a women predicts education for mayors; in fact, all five female

democratic mayors in our sample have a college degree. Furthermore, the first democratic

mayor is significantly more likely to have a college degree if the last Soeharto mayor had a

college degree, independent of whether the district is a city, its income level, or its population

size and density. The other controls are at most marginally significant in only one out of three

specifications, as Table 3.2 reveals. Based on these results, we include interactions with gender

and Soeharto mayor education as controls in our main analysis, while we add interactions with

the additional controls in the course of robustness checks.

24We choose the LPM models mostly for ease of interpretation. Horrace and Oaxaca (2006) show that the
potential bias of an LPM increases with the relative proportion of LPM-predicted probabilites that fall
outside the unit interval. Since this is not the case for any of our coefficients except for population and, in
two out of three specifications, for mayor age, this does not appear to be a major concern.
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3.5.2 Democratisation, mayor education & manufacturing outcomes

To analyse real effects of democratisation in the manufacturing sector, we estimate equation

(3.1) for the number of employees, revenue, investment, total factor productivity and earnings

per worker as dependent variables. Our main focus is on employment, which we analyse in

Table 3.3. In column 1 we estimate equation (3.1) without the interaction terms, and find that

the average impact of democratisation on employment is not significantly different from zero.

Column 2 shows that the same holds true for districts with college-educated mayors, while

manufacturing employment significantly drops by 5% in districts with a democratic mayor

without a college degree. Based on the results of Table 3.2, in column 3 we control for mayor

gender, which leaves the coefficient estimate on Post × College Degree virtually unchanged.

The specification in column 4 allows us to condition the impact of democratic mayor education

on the education level of the last Soeharto mayor. The marginal effects at the bottom of

the table indicate that as long as the democratic mayor has a college degree, it is irrelevant

whether the last Soeharto mayor had a college degree. However, if the democratic mayor does

not have a college degree, then this is significantly more detrimental if the Soeharto mayor

did have a college degree. This evidence strengthens our conclusion that electing an educated

democratic mayor is crucial for the local manufacturing sector. Furthermore, the result that the

coefficient estimate on Post × Democratic Mayor has College Degree and the marginal effect

on Democratic Mayor has College Degree are stable across columns 3 and 4 is reassuring from

an identification perspective. In Appendix-Section 3.A we analyse the time dimension of the

found employment effects in more detail and find that democratisation and mayor education

have a rather immediate and persistent impact over our sample period.
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In Table 3.4 we examine other manufacturing outcomes. Manufacturing revenue and total

factor productivity significantly fall after democratisation if the democratic mayor has no col-

lege degree, while these variables are unaffected if the mayor does have a degree. The magnitude

of the revenue reduction is strikingly high at around 16%. Investment decreases sharply with

democratisation, but the coefficient is only marginally significant and there are no heteroge-

neous effects with respect to the level of education of the democratic mayor (see columns 3 and

4 of Table 3.4, respectively). While we can only speculate about the reasons for the latter, the

absence of a significant decrease in investment under relatively lowly-educated mayors might

be explained by survey evidence that “uncertainty in doing business locally has been increasing

since 1999, that is, since well before the implementation of decentralisation” (Brodjonegoro,

2004, p.130), and thus also before democratisation in most districts. The election of the new

mayor might have decreased this uncertainty and thereby stimulated investment, while the

negative effects underlying our results on employment, revenue or TFP might have offset the

positive impact of a decrease in uncertainty on investment. In the case of college-educated

mayors, a potential explanation for the absence of a positive effect is that public investment

crowded out private investment, but we are unable to test this hypothesis. As columns 7-8 of

Table 3.4 show, earnings per worker do not rise after democratisation, which speaks against

the potential mechanism that democratisation lead to a rise in union strength, higher wages

and thus a decrease in manufacturing employment.25

25There is anecdotal and survey evidence suggesting that this channel might have mattered. Specifically,
Brodjonegoro (2004) reports on the basis of a survey conducted by the Institute for Economic and Social
Research (LPEM-FEUI ) at the University of Indonesia that “democratisation has tended to worsen the
relationship between labour and management/owners. Many respondents felt that labour issues had become
a significant obstacle to maintaining a good business climate and predicted that the situation would become
critical if a solution were not found.” (p.130) Furthermore, Ford (2004) states a “rapid rise of unionism in
the post-Soeharto period” (p.226).
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Relative versus absolute effects

As we discussed in Section 3.4, β1 indicates the effect of democratisation under a mayor without

a college degree relative to similar plants in districts that did not yet democratise. Therefore,

the negative point estimate on β1 is not informative on whether employment actually declines

after the election of a lowly-educated mayor or if employment growth remains positive but is

reduced. To investigate this, we take our main sample (see Table 3.3, column 2), keep districts

with democratic mayors without college degree, compute the average log employment at the

plant level before and after the mayor’s election, take the difference of the two numbers and

generate the mean across all 1,392 plants. This mean equals -0.049, which clearly indicates

that democratisation under a lowly-educated mayor has negative effects on manufacturing in

an absolute rather than merely relative sense.

3.5.3 Mechanisms

What causes the drop in manufacturing performance under lowly educated democratic mayors,

and why does this decrease not occur under college graduates? We address these questions

in this section. Given the high relevance of local taxes, fees and levies for doing business

after democratisation and decentralisation as discussed in Section 3.2, we start by analysing

the manufacturing plant census variable “expenditure on indirect taxes”. These include sales

taxes, fees for business permits, the building and land tax (PBB), road use tax (SWP3D),

import duties, custom fees and other levies except income and personal taxes. Given this

broad definition the variable very likely provides a good representation of the overall burden



3.5. Results 133

posed by local taxes, fees and levies.26 Since most of the included items such as sales taxes

and the building and land tax are determined by the central government, the fact that the

more vaguely formulated categories such as “other levies” are also included is particularly

relevant from our sub-national perspective. In the following we simply refer to the plant-

level variable as “indirect taxes” and use “taxes” or “taxation” to refer to the overall burden

that plants face in this context. Following Vial and Hanoteau (2010) we scale indirect tax

payments, but choose to divide the variable by total revenue rather than value added to ease

the interpretation of our coefficients.27,28 The results displayed in column 1 of Table 3.5 show

that after democratisation manufacturing plants indeed pay significantly more indirect taxes

as a fraction of revenue.29 This suggests that taxation is at least partly responsible for the

overall limited success of democratisation. More generally, the evidence further highlights the

importance of the first democratic mayor for local policies, in line with the finding of Von Luebke

(2009) that spatial variation in taxation, licensing and corruption is driven by heterogeneous

mayors rather than local parliaments or other groups. Importantly, column 2 of Table 3.5

reveals that the increase in indirect tax payments per unit of revenue is significantly smaller

under democratic mayors with a college degree. This provides a very plausible explanation for

26This view is supported by the fact that Vial and Hanoteau (2010) interpret the variable as an “indicator of
rent extraction by corrupt officials” (p.696).

27Scaling indirect tax payments is meaningful since they for example include sales tax payments which typically
increase with output, and because survey evidence (REDI, 2002) indicates that informal levies are most com-
monly imposed during transport and/or distribution which also become more relevant with higher production.
The REDI survey also finds that most respondents prefer to absorb the resulting cost rather than pass it on
to buyers or suppliers, which highlights the detrimental nature of such levies for businesses (see also Ray,
2009).

28As column 7 of Appendix-Table 3.13 shows, the results are highly robust to scaling indirect tax payments
by value added. Note that the coefficients increase by between 451 and 527% when doing so, which can be
explained by the fact that revenue is on average 448% larger than value added over the sample underlying
column 7 of Table 3.13.

29We winsorise expenditure on indirect taxes divided by revenue from above at the 1% level since for some
plants, the original ratio is close to unity or even larger which appears wrong. The results are robust to
winsorising from above at the 5% level.
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the found heterogeneity in employment effects with respect to democratic mayor education.30

The magnitude of the coefficients in columns 1-2 appears relatively small, being in the range

of 0.25 and 0.38 percentage points. However, given that the average fraction of indirect tax

payments over revenue in our sample equals (after winsorising) 0.95 percent (see Table 3.1),

the indirect tax burden under a lowly-educated democratic mayor rises by 40%. From this

perspective, the magnitude of the effect appears large.

In columns 3-4 we investigate the impact of democratisation on plant-level expenditure on

“gifts, donations and the like” to non-employees, which has previously been interpreted as a

proxy for bribe payments.31 We do so to investigate whether not only local taxation but cor-

ruption more generally increased after democratisation, as suggested by survey evidence. The

results indicate that democratisation indeed lead to an increase in the ratio of gifts, donations

and similar expenses over total revenue.32 However, this rise is only significant at the 10% level

and also smaller in magnitude, both in terms of the percentage point increase and the rise rel-

ative to the pre-democratisation average level. This is in line with survey evidence identifying

taxation as a more crucial business constraint than bribery after democratisation. We also do

not find any heterogeneity in bribe payments with respect to mayor education. However, we do

30From a theoretical perspective and assuming that a rise in indirect taxes represents an increase in the marginal
cost of production, this is simply because higher indirect taxes imply that a manufacturing plant sooner reaches
the profit-maximising level of production at which the marginal cost and benefit of more production are equal,
which implies less employment.

31For example, the academic and previous Indonesian minister of Finance and minister of National Development
Planning Bambang Brodjonegoro refers to the variable as “information on bribery at the local level that is
implicitly recorded (but underestimated) in the annual industrial survey conducted by the Central Statistics
Agency (BPS)” (Brodjonegoro, 2004, p.130). Furthermore, the variable has been used in this context by
Behrman and Deolalikar (1989) and Vial and Hanoteau (2010). As the latter point out the variable should
be relatively truthful despite being self-reported, given that plants remain anonymous in the manufacturing
census. A drawback is that the variable does not include certain types of bribery such as commissions,
contract shares and option prices that are below or above market prices.

32Same as for indirect taxes over revenue, we winsorise this ratio at the 1% level.
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observe a significant increase in the election year, which may reflect that manufacturing plants

try to influence the vote of local parliament members.

Besides taxation, there may be other variables that drive the real effects of democratisation

and democratic mayor education on the manufacturing sector. Therefore, we also analyse

district-level panel data on local physical infrastructure and institutional quality over the period

2002-2004 from the regional Autonomy Watchdog KPPOD. We take the log of the general

infrastructure and general institutions score and feature these variables as dependent variables

in columns 5-6 and 7-8 of Table 3.5, respectively. The specification we estimate is the conceptual

equivalent of equation (3.1): while we are forced to drop industry-year fixed effects, we replace

plant fixed effects by district fixed effects and continue to include province-year fixed effects.

Given the relatively small number of observations, the latter leads to a demanding specification

in terms of statistical power, but mitigates endogeneity concerns. Column 5 of Table 3.5 shows

that the combination of availability and quality of local physical infrastructure significantly

decreases after the election of the democratic mayor. This matches the numerous Indonesian

news reports on deteriorating infrastructure all over the country and a lack of attention by

local governments to improve the quality of public service delivery during the democratisation

process (see Brodjonegoro, 2009). As column 6 shows, the negative impact is driven by mayors

who do not have a college degree. Since a deterioration of public infrastructure increases the

cost of production and/or the transportation of produced goods, this result likely provides an

additional explanation for the negative employment results under democratic mayors without

a college degree. The coefficient on the interaction term Post × College Degree is positive and

significant, thus the democratic mayor’s education level positively and significantly affects local
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infrastructure. However, note that the marginal effect at the bottom of column 6 is insignificant,

thus the positive effect of mayor education on local physical infrastructure merely implies that

the latter does not deteriorate after democratisation, rather than an actual improvement. We

thus observe the same pattern as for most of our real manufacturing outcomes. Contrary to

infrastructure, we do not obtain clear evidence that local institutional quality was affected by

democratisation or democratic mayor education (see columns 7-8). In Appendix-Table 3.17 we

go more into detail and study the individual sub-components of infrastructure and institutional

quality (see Appendix-Section 3.B for a detailed description of each sub-component). The table

reveals that our results continue to hold if we analyse infrastructure availability and quality

separately. What’s more, we find that those categories in which a deterioration or improvement

may occur faster, such as for example the quality of telephone service, are affected more by

democratisation and mayor education. This is intuitive given our relatively short period of

analysis. The detailed KPPOD results further do not indicate (highly) significant effects on

any particular element of institutional quality.

Overall, with taxation and infrastructure we identify two channels that likely explain a good

deal of our results on real manufacturing outcomes, given the relevance of the two variables

for doing business as discussed in Section 3.2. In Appendix-Section 3.A we go one step further

and use local expenditure data to analyse why more educated democratic mayors do better

policy. While our results are not highly conclusive, they suggest that college graduates spend

the local budget more efficiently from a business perspective rather than simply have more

funds available.
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3.5.4 Robustness checks

Common trends

In Table 3.6 we analyse whether pre-democratisation trends in manufacturing employment

differ across districts with different democratic mayor election years and education levels. Only

if this is true, we can confidently attribute the effects we find to democratisation and mayor

education. The dependent variable equals the annual change in the log number of employees at

the plant level. As explanatory variables, we include dummy variables for different democratic

mayor election years (the baseline is election in 2003), a dummy variable that equals one if

the first democratic mayor has a college degree and (in columns 4 and 6), interaction terms

of these dummies. In addition we include the female democratic mayor dummy and a dummy

that equals one if the Soeharto mayor had a college degree, based on the results of Table

3.2. We start with a short pre-democratisation period and then gradually extend the period of

analysis as we move from left to right in the table. In column 1 we focus on pre-democratisation

trends within the sample period of our main specification. Specifically, we include all post-1999,

pre-democratisation plant-years in all districts of our main specification, i.e. all plant-years for

which PostEleckt (see specification 3.1) equals zero. Since the first year in our main specification

is 2000, this implies that in column 1 we compare pre-trends across districts that democratised

in 2001, 2002 or 2003. Since the last districts democratised in 2003, the end of the sample

period is 2002, both in column 1 and all further columns. In column 2, we also include the

year 1999 such that we can also analyse pre-trends in districts that democratised in 2000, while

in columns 3-4 we also include the year 1998, which allows us to analyse pre-democratisation

trends across all districts and mayor election years. Finally, in columns 5-6 we include also
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the year 1997 to check the sensitivity of the results in columns 3-4 to adding an extra year.33

Our results show that pre-democratisation employment growth does not vary across districts

that democratised in different years and elected mayors with different education levels. This

strengthens the claim that our coefficient estimates in Tables 3.3 - 3.7 reflect causal effects.

Additional robustness checks

In Appendix-Section 3.A we show and discuss that our employment results are further robust to

i) including the control variables from Table 3.2 which we do not include into the specifications

in Table 3.3 ; ii) dropping districts in which the democratic mayor election was slightly delayed;

iii) dropping districts that split in the years preceding our sample period; iv) dropping districts

that do not feature in the KPPOD regressions of Tables 3.5 due to missing data; v) replacing

industry-year and province-year fixed effects by industry-year-province fixed effects. Finally,

we show that it does not matter for manufacturing whether the democratic mayor has only an

undergraduate college degree or also a graduate degree, and demonstrate that scaling indirect

taxes by value added rather than revenue does not alter our results.

3.5.5 Additional results

Which types of plants are affected (most), and why?

In Table 3.7 we estimate our main specification (see column 2 of Table 3.3 for the results)

for different sub-samples of manufacturing plants. Columns 2 and 3 show that exporters are

affected more by democratisation than non-exporters. This may be explained by anecdotal

33Since our dependent variable is relative to the previous year, in columns 3-4 we restrict the sample to districts
that did not split over 1997-2004 rather than 1998-2004, and in columns 5-6 we restrict the sample to districts
that did not split between 1996-2004.
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and survey evidence that taxing trade has been a relatively easy way for local governments to

raise revenue (Ray, 2009), and that trade industries have faced discrimination when securing

business licenses (Hofman et al., 2009; KPPOD, 2003). We are able to investigate the taxation

channel by comparing indirect tax payments across exporting and non-exporting manufacturing

plants. As the results of columns 2 and 3 of Table 3.8 show, both the increase in indirect tax

expenditure under lowly-educated democratic mayors and the offsetting effect under college

graduate mayors are indeed much more pronounced for exporters. Table 3.7 also shows that

only relatively large plants, specifically those larger than the median plant (which has 40

employees), are affected by democratisation and mayor education (see columns 4 and 5). To

the extent that decentralisation is a driver of the impact of democratisation, this is in line

with survey evidence that particularly large firms perceived decentralisation as detrimental

in terms of corruption, political uncertainty and labour regulation (World Bank, 2003, p.29).

Furthermore, the REDI (2002) survey finds that large firms faced a greater increase in the

burden of informal payments after decentralisation, in terms of amount, frequency and the

number of exacting agencies or individuals. Results based on the plant census data again

confirm this joint survey evidence: large plants face a greater increase in indirect tax payments

under lowly-educated democratic mayors than small plants (see columns 4-5 of Table 3.8).

Furthermore, this increase does not occur under college graduates, which matches the result

that large plants do not shed employment if a college graduate is elected as mayor (see Table

3.7, column 5). Column 6 of Table 3.7 further reveals that especially foreign-owned plants suffer

from democratisation if the democratic mayor does not have a college degree. What’s more,

the effect is only weakly offset under educated mayors. Insofar as the last Soeharto mayors
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prolonged the status quo of the autocratic regime after Soeharto stepped down, this is in line

with anecdotal evidence discussed by Kochanova et al. (2018) that Soeharto’s family tended

to partner with (and thus probably favour) foreign firms. The results of column 6 of Table 3.8

suggest that changes in indirect tax payments were more pronounced for foreign-owned plants,

which is in agreement with this potential explanation and the evidence on employment.

Overall, the discussed results reveal that larger reductions in employment are accompanied

by higher tax increases and small employment changes are paralleled by small deviations in

taxation across different types of plants. This supports our conclusion that taxation is a crucial

mechanism behind the impact of democratic leader education on real manufacturing outcomes.

However, the combined employment and taxation results on non-exporters (see column 2 of

Tables 3.7 and 3.8) as well as plants that are more capital- versus labor-intensive in production

(see columns 7-8 of Tables 3.7 and 3.8) are not as consistent as for the types of plants discussed

further above, which suggests the presence of additional driving mechanisms. Based on our

previous results infrastructure is a prime candidate, but further alternative mechanisms may

also exist.

Aggregate effects

Given that our manufacturing data only covers plants with 20 or more employees, it is not

possible to clearly identify plant entry and exit. At the same time, the policies made by

educated democratic mayors might for example benefit (relative to less educated mayors) only

surviving incumbent plants and even deter plant entry. If that is the case, then the overall

impact of mayor education on manufacturing is less positive than our previous results suggest.

While there is no obvious reason to believe in the above, we attempt to test for such potential



3.6. Conclusion 141

effects by carrying out our analysis at the aggregate industry level rather than at the plant

level. The resulting specification clearly “overstates” the true impact on entry and exit (for

instance, a reduction from 21 to 19 employees in one plant leads to a reduction in the industry

aggregate by 21 employees, and vice versa). However, it would arguably be indicative of the

presence of the discussed plant entry deterrence or an increase in plant exit if the coefficient on

Post × College Degree turned insignificant. The results are presented in Table 3.9. In columns

1 and 2, we define an industry at the 4-digit level, in column 3 at the 3-digit level and in

column 4 at the 2-digit level. The results remain qualitatively the same and the coefficients

remain statistically significant in our preferred (because most precise) specification (see column

2). This suggests that the direction of our main results generalizes to the medium to large

manufacturing sector as a whole.

3.6 Conclusion

In this chapter we highlight that the education level of newly elected democratic leaders cru-

cially affects the success of democratisation at the local level. For identification, we exploit the

unique feature that in Indonesia democratisation exogenously occurred at different times at

the sub-national district level over the period 1999-2003. Our focus lies on the manufacturing

sector, which has played a crucial role in Indonesia’s economy and for which we have plant-level

and thus highly granular panel data. We find that in districts where the democratic mayor

has a college degree, democratisation has no effect on manufacturing, while the impact is sig-

nificantly negative under mayors without a college degree. The lack of overall positive results

of democratisation is in line with parts of the literature on democracy and growth. Impor-
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tantly, we also identify mechanisms that can, at least partly, explain our results. Specifically,

college graduate mayors raise local taxes by less and improve the availability and quality of

local infrastructure relative to less-educated mayors. Our study thereby makes an important

contribution to both the literature on democracy and growth and the literature on the effect

of political leaders on economic outcomes. Furthermore, our findings may contain important

lessons for other countries that have or will transition to democracy, particularly developing

countries where weak governance and infrastructure constraints are very prevalent.
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3.7 Tables

Table 3.1: Summary Statistics

Mean Median Min Max sdev N
Panel I: Plant-year-specific variables
# Employees 169.971 40 20 15,836 504.154 33,776
ln(# Employees) 4.126 3.689 2.996 9.670 1.160 33,776
ln(Revenue) 14.369 14.029 7.601 22.844 2.069 33,776
ln(1+Investment) 5.886 0 0 23.660 6.288 29,536
ln(TFP) 2.253 2.258 1.281 2.974 0.120 25,446
ln(Earnings per Worker) 8.249 8.335 0.573 15.749 0.935 33,775
% of Revenue generated through Exports 12.788 0 0 100 31.167 33,776
Foreign Ownership in % 4.693 0 0 100 19.731 33,776
Expenditure on Indirect Taxes / Revenue 0.0095 0.0017 0.0000 0.1540 0.0232 26,843
Exp. on Gifts, Donations etc. / Revenue 0.0028 0.0013 0.0000 0.0317 0.0048 24,218
Panel II: District-specific variables
Democratic Mayor has College Degree 0.788 1 0 1 0.411 99
Dem. M. has Undergrad. College Degree 0.535 1 0 1 0.501 99
Dem. M. has Graduate College Degree 0.253 0 0 1 0.437 99
Democratic Mayor is Female 0.051 0 0 1 0.220 99
Democratic Mayor Age in Election Year 48.646 50 26 61 6.637 79
Democratic Mayor born in District 0.554 1 0 1 0.500 74
D. M. worked in Private Sector Pre-Elec. 0.258 0 0 1 0.441 66
Soeharto Mayor has College Degree 0.648 1 0 1 0.480 91
Golkar wins Elections 0.253 0 0 1 0.437 99
1999-Elections HHI 0.308 0.269 0.162 0.764 0.129 97
City 0.263 0 0 1 0.442 99
ln(GDP per Capita 2000) 1.393 1.339 0.481 3.177 0.547 99
Education of Work-Age Population 2000 1.066 0.984 0.469 1.638 0.273 99
Population 2000 700,884 647,680 47,970 2,780,820 532556 99
ln(Population 2000) 13.158 13.381 10.778 14.838 0.827 99
Population Density (sq. miles) 2000 3830 1692 14.387 32400 6187 99
ln(Population Density 2000) 7.452 7.433 2.666 10.386 1.299 99
Religious Fractionalisation 2000 0.882 0.956 0.439 0.998 0.147 99
Mayor Election Year = 1999 0.051 0 0 1 0.220 99
Mayor Election Year = 2000 0.525 1 0 1 0.502 99
Mayor Election Year = 2001 0.172 0 0 1 0.379 99
Mayor Election Year = 2002 0.071 0 0 1 0.258 99
Mayor Election Year = 2003 0.182 0 0 1 0.388 99
# Post Election Years 3.192 4 1 5 1.226 99
Panel III: District-year-specific variables
Post Election Year 0.638 1 0 1 0.481 495
Election Year 0.190 0 0 1 0.393 495
ln(Infrastructure) 5.653 5.680 4.745 6.201 0.319 132
ln(Institutional Quality) 6.278 6.282 5.333 7.069 0.354 132
Total Expenditures 12.018 12.134 4.685 13.934 0.853 306
Development Expenditures / Total Exp. 0.282 0.276 0.034 0.962 0.112 306

Notes : This table provides summary statistics on the variables used in our analysis and additional
variables of interest. See Appendix-Section 3.B for a description of variables and data sources.
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Table 3.2: Determinants of the education level of democratically elected mayors

Dependent Variable → First Democratic Mayor has College Degree

(1) (2) (3) (4)
(univar.)

Female Democratic Mayor 0.339∗∗∗ 0.300∗∗ 0.306
(0.090) (0.141) (0.179)

Democratic Mayor Age in Election Year -0.019∗∗ -0.011 -0.020
(0.008) (0.010) (0.012)

Democratic Mayor born in District 0.015 0.005 -0.055
(0.113) (0.128) (0.150)

Dem. Mayor worked in Private Sector pre-Election -0.046 0.092 0.062
(0.160) (0.176) (0.183)

Soeharto Mayor has College Degree 0.262∗∗ 0.322∗∗ 0.486∗∗∗

(0.117) (0.134) (0.174)
Golkar wins elections -0.001 -0.003 0.595∗

(0.166) (0.222) (0.329)
1999-Election HHI -0.127 -0.141 0.018

(0.091) (0.097) (0.136)
ln(GDP per Capita 2000) -0.141 -0.048 -0.070

(0.118) (0.144) (0.181)
Education of Working Age Population 2000 -0.279 -0.168 -0.491

(0.226) (0.468) (0.734)
ln(Population 2000) 0.094 0.091 0.249∗

(0.074) (0.105) (0.138)
ln(Population Density 2000) -0.028 0.040 0.141

(0.043) (0.144) (0.200)
City -0.143 -0.022 0.133

(0.136) (0.404) (0.620)
Religious Fractionalisation 2000 0.115 0.072 -0.079

(0.077) (0.096) (0.223)
Province FE Yes Yes Yes Yes
Observations (Districts) {61,93} 51 90 49

Notes: This table analyses a range of potential determinants of whether the first democratic mayor has
a college degree. The dependent variable takes one if this is the case and zero otherwise. The unit of
observation is a district; see Section 3.3 for a description of our sample selection. In all columns we estimate
Linear Probability Models. 1999-Election HHI equals the Herfindahl-Hirschmann Index (HHI) based on
vote shares in the 1999 local legislative elections, and is scaled by its standard deviation. Education of
Working Age Population is the district average across the entire population with age 15-65 and ranges from
0 (less than primary education) to 3 (college degree) at the individual level. Religious Fractionalisation is
the HHI based on religion membership shares (Muslim, Hindu, Buddhist, Christian, Other), scaled by its
standard deviation. See Appendix-Section 3.B for details on these and the other controls. In all columns, we
exclude districts in which the first democratic mayor was elected in 1999, to avoid potential reverse causality.
The coefficients in column 1 derive from separate univariate regressions with the indicated variable as sole
regressor, Robust standard errors are in parentheses. ∗∗∗Significant at 1% level; ∗∗Significant at 5% level;
∗Significant at 10% level.
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Table 3.3: Democratisation, Mayor Education and Manufacturing Employment

Dependent variable → ln(# Employees)

(1) (2) (3) (4)
Post Election Year -0.009 -0.050∗∗∗ -0.048∗∗∗ -0.040∗∗∗

(0.009) (0.013) (0.013) (0.014)
Post × Democratic Mayor has College Degree 0.047∗∗∗ 0.049∗∗∗ 0.039∗∗∗

(0.011) (0.012) (0.014)
Post × Female Democratic Mayor -0.021

(0.024)
Post × Soeharto Mayor has College Degree -0.046∗∗∗

(0.016)
Post × Soeharto M. C.-Degree × Dem. M. C.-Degree 0.042∗

(0.022)
Election Year -0.006 -0.009 -0.007 -0.008

(0.011) (0.011) (0.011) (0.011)

Plant FE Yes Yes Yes Yes
Industry-Year FE Yes Yes Yes Yes
Province-Year FE Yes Yes Yes Yes
Sample Period 00-04 00-04 00-04 00-04
Observations 33,776 33,776 33,776 31,207
Districts 99 99 99 91
Plants 7,725 7,725 7,725 7,106
Marginal Effects:
Democratic Mayor has no College Degree -0.050∗∗∗ -0.049∗∗∗

Democratic Mayor has College Degree -0.003 0.000
Dem. M. has no C-Degree and Soeharto M. has none -0.040∗∗∗

Dem. M. has no C-Degree and Soeharto M. has one -0.085∗∗∗

Dem. M. has C-Degree and Soeharto M. has none -0.000
Dem. M. has C-Degree and Soeharto M. also has one -0.004

Notes : In this table we study the impact of local democratisation and democratic mayor education
on manufacturing plants with at least 20 employees. See Section 3.3 for a description of our
sample selection. The dependent variable is the log number of employees at the plant level. Post
Election Year takes one in the years after the democratic mayor election and zero otherwise; the
remaining variables are self-explanatory dummy variables. At the bottom of the table we display
marginal effects. The first marginal effect in column 2 is equal to the coefficient in the top row, the
second equals the sum of the coefficients in the first two rows. In column 3 we compute marginal
effects that are comparable to those in column 2. For the first marginal effect, this is achieved by
adding the coefficient estimate on Post × Female Democratic Mayor multiplied with the average
realization of Female Democratic Mayor in the concrete sample of column 3 (which equals 0.063)
to the coefficient in the top row. Similarly, the second marginal effect in column 3 is computed
as -0.048+0.049+(-0.021)*0.063=0.000. The marginal effects in column 4 equal the sum of the
relevant coefficients. Standard errors in parentheses are clustered at the district level. ∗∗∗Significant
at 1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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Table 3.6: Are employment trends similar across different types of districts pre-
democratisation?

Dependent variable → ∆ ln(# Employees)

(1) (2) (3) (4) (5) (6)
Democratic Mayor has College Degree -0.006 -0.004 -0.008 -0.010 -0.005 -0.008

(0.011) (0.008) (0.005) (0.006) (0.005) (0.006)
Democratic Mayor was elected in 1999 0.014 0.013 0.004 0.004

(0.025) (0.025) (0.014) (0.014)
Democratic Mayor was elected in 2000 0.008 0.017∗∗ 0.009 0.010 0.039

(0.011) (0.007) (0.014) (0.006) (0.011)
Democratic Mayor was elected in 2001 -0.008 0.002 -0.002 0.014 0.019 0.011

(0.017) (0.012) (0.007) (0.011) (0.006) (0.011)
Democratic Mayor was elected in 2002 0.019 0.020 0.008 0.010 0.024∗∗ 0.026∗∗∗

(0.021) (0.016) (0.013) (0.013) (0.009) (0.009)
Dem. Mayor elected in 1999 × College Degree 0.000 0.000

(.) (.)
Dem. Mayor elected in 2000 × College Degree 0.012 0.009

(0.015) (0.010)
Dem. Mayor elected in 2001 × College Degree -0.020 -0.012

(0.012) (0.011)
Dem. Mayor elected in 2002 × College Degree 0.000 0.000

(.) (.)
Selected Controls Yes Yes Yes Yes Yes Yes
Industry-Year FE Yes Yes Yes Yes Yes Yes
Province-Year FE Yes Yes Yes Yes Yes Yes
Sample Period 00-02 99-02 98-02 98-02 97-02 97-02
F-Statistic on App-Year-Dummies and Interactions 0.558 0.558 0.090 0.010 0.078 0.082
Observations 5,957 12,323 17,458 17,458 22,693 22,693
Districts 36 86 88 88 88 88

Notes : In this table we analyse whether trends in manufacturing employment before local democratisation differ
across districts with different democratisation timing and democratic mayor education. The dependent variable
equals the annual change in the log number of employees at the plant level. As regressors, we feature dummy
variables for different democratic mayor election years (the baseline is election in 2003), a dummy variable
that equals one if the democratic mayor has a college degree, and (in columns 4 and 6) interaction terms. In
addition we include a female democratic mayor dummy and a dummy that equals one if the Soeharto mayor
has a college degree, based on the results of Table 3.2. We start with a short pre-democratisation period and
then gradually extend the period of analysis as we move from left to right in the table. In column 1 we focus
on pre-democratisation trends within the sample period of our main specification. Specifically, we include all
post-1999, pre-democratisation plant-years in all districts of our main specification, i.e. all plant-years for which
PostEleckt in specification (3.1) equals zero. Since the first year in our main specification is 2000, this implies
that in column 1 we compare pre-trends across districts that democratised in 2001, 2002 or 2003. Since the last
districts democratised in 2003, the end of the sample period is 2002, both in column 1 and all further columns.
In column 2, we further include the year 1999 such that we can also include districts that democratised in 2000,
while in columns 3-4 we also include the year 1998, which allows us to also analyse districts that democratised
in 1999. Finally, we also include the year 1997 in columns 5-6 for a longer time horizon and more statistical
power. Since our dependent variable is relative to the previous year, in columns 3-4 we restrict the sample
to districts that did not split over 1997-2004 rather than 1998-2004, and in columns 5-6 to districts that did
not split between 1996-2004. The interaction terms Dem. Mayor elected in 1999 × College Degree and Dem.
Mayor elected in 2002 × College Degree are omitted because there is no variation in College Degree in these
two years within our sample. Standard errors in parentheses are clustered at the district level. ∗∗∗Significant at
1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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Table 3.9: Aggregate Industry-Level Effects

Dependent variable → ln

(
Total Employment

)
4-digit Industry


Total

Empl.
3-digit

Industry


Total

Empl.
2-digit

Industry

(1) (2) (3) (4)
Post Election Year -0.074 -0.158∗∗ -0.088 -0.153

(0.062) (0.074) (0.092) (0.125)
Post × Democr. Mayor has Coll. Degree 0.104∗∗ 0.100 0.144∗

(0.049) (0.061) (0.080)
Election Year -0.043 -0.045 -0.022 -0.038

(0.036) (0.036) (0.046) (0.063)

District FE Yes Yes Yes Yes
Province-Year FE Yes Yes Yes Yes
4-digit Industry-Year FE Yes Yes No No
3-digit Industry-Year FE No No Yes No
2-digit Industry-Year FE No No No Yes
Observations 7748 7748 5534 3644
Districts 99 99 99 99
Industries 109 109 52 22
Marginal Effects
Democratic Mayor has no College Degree -0.158∗∗ -0.088 -0.153
Democratic Mayor has College Degree -0.054 0.012 -0.009

Notes: In this table we present aggregate industry-level effects. In columns 1 and 2, the dependent variable
is the log of the total employment in a given four-digit industry in a given district and year. In column 3,
we do the same for the 3-digit industries, and in column 4 the same for the 2-digit industries. See Section
3.3 for a description of our sample selection and Table 3.3 for a description of the explanatory variables.
Standard errors in parentheses are clustered at the district level. ∗∗∗Significant at 1% level; ∗∗Significant
at 5% level; ∗Significant at 10% level.
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Appendix 3.A Additional robustness checks and results

Robustness checks

Additional control variables

In Tables 3.10-3.12, we add the control variables that we included in Table 3.2 but do not

feature in Table 3.3. The set of political controls consist of the democratic mayor’s age in the

election year, a dummy that equals one if he was born in the district, a dummy that takes one

if the mayor worked in the private sector before being elected, as well as a dummy that equals

one if Golkar won the district’s legislative elections in 1999 and a Herfindahl-Hirschmann Index

(HHI) based on the vote share of participating parties. These variables are complemented by a

set of more general district controls, specifically initial GDP per capita, population, population

density, education of the working age population, religious fractionalisation (again measured

via a HHI) and a dummy that takes one if the district is a city. With the exception of Mayor

has College Degree, in all three tables we demean all variables which are interacted with Post

based on the column-specific sample before computing the interaction. This implies that we can

compare the coefficient estimate in the top row across all columns.34 In Table 3.10, we include

the control variables separately. In Table 3.11, we show that adding all mayor-specific variables

sequentially does not change our main conclusions. Columns 5 and 6 also show that native

mayors positively impact manufacturing growth compared to non-natives, which is in line with

34Without demeaning, the estimate on Post Election Year for example in column 3 of Table 3.10 would indicate
the effect of democratisation under a mayor who has no college degree and was not born in the district. This
implies that without demeaning, the coefficients on Post Election Year in columns 1 and 3 of Table 3.10 are
estimated for different scenarios, which makes them incomparable. In contrast, demeaning ensures that the
coefficient on Post Election Year in column 3 of Table 3.10 indicates the average effect of democratisation
under a mayor who has no college degree across all districts in terms of nativeness, same as in column 1.
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the findings of Hodler and Raschky (2014). However, note that the results in Table 3.11 may

suffer from sample selection issues, because democratic mayors that are re-elected after the end

of their five-year term are over-represented – see Appendix-Section 3.B for details. Table 3.12

shows that our results are also robust to the sequential inclusion of all district-specific controls

to our baseline specification.

Dropping districts in which the democratic mayor election was delayed

In 18 out of the 99 districts in our baseline sample, the first democratic mayor was elected

six instead of five calendar years after the appointment of the last Soeharto mayor. While

the underlying reasons were arguably not always district-specific (see Appendix-Section 3.B for

details), we re-estimate our main specification without these districts. As column 2 of Table

3.13 shows, the results are highly robust to this modification.

Dropping districts that split over 1990-1997

In column 3 of Table 3.13, we drop the 8 out of 99 districts that were involved in a district split

(i.e. either split itself or “lost” a part of its territory) between 1990-1997, since these districts

might have exhibited different trends in the years after the split. The results are again very

robust to this change.

Dropping districts which are not included in the KPPOD regressions

One potential concern is that the districts for which KPPOD survey data exists for multiple

years over 2002-2004 (and thus enter our KPPOD regressions) are not representative for the

entire population of districts. One way to test the validity of this concern is to restrict the

sample underlying our manufacturing results to those districts for which KPPOD data exists



154 Chapter 3. Democratisation, Leader Education and Growth

– which we do in column 4 of Table 3.13 – and compare the results. The coefficient estimates

are very similar, which speaks against this worry.

Allowing for heterogeneous effects across mayors with undergraduate versus graduate degree

In column 5 of Table 3.13 we allow for heterogeneous effects across democratic mayors with an

undergraduate degree (which were elected in 49 out of the 99 districts in our baseline sample)

and mayors with a graduate degree (Master or PhD; 24/99 districts). To do so, we add the in-

teraction term Post × College Degree × Graduate Degree (which is de-facto equivalent to Post

× Graduate Degree) into our specification, which indicates the additional impact of graduate

degree holders relative to undergraduate degree holders. The results reveal that mayors with a

graduate degree have no significantly different effect on manufacturing employment relative to

mayors with only an undergraduate degree.

More demanding fixed effects structure

In column 6 of Table 3.13, we replace the industry-year and province-year fixed effects with

industry-year-province fixed effects. The results are robust to this most demanding specifica-

tion.

Alternative scaling of expenditure on indirect taxes

In column 7 of Table 3.13 we scale the plant census variable “expenditure on indirect taxes” by

value added rather than revenue, following Vial and Hanoteau (2010). The results are robust

to this modification, as we also discuss in footnote 28 in the main text.
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Other additional results

Time dimension of effects

In Table 3.14 we analyse how immediate and how persistent the impact of democratisation

and mayor education on employment is. This is achieved by interacting Democratic Mayor

has College Degree also with Election Year and by including lags of Election Year as well as

interactions of these lags with Democratic Mayor has College Degree. The results displayed

in column 2 indicate that already in the year in which the democratic mayor is elected, local

democratisation affects manufacturing employment. Furthermore, we observe the same het-

erogeneity with respect to mayor education as in our baseline findings. Since the democratic

mayor has only been in office for half a year on average in the election year, this is evidence of

very quick real effects. However, the coefficients are smaller in magnitude and less significant,

which indicates that it takes more than half a year for the full impact of democratisation and

democratic mayor education to unravel. This is in line with relatively small effects on indirect

tax payments and infrastructure in the election year (see columns 3 and 4, respectively).35 The

results in column 2 further suggest that the negative effect of democratisation under a lowly-

educated mayor is relatively stable and persistent over time, at least over our sample period

of five years. We draw this conclusion despite the fact that the lags of Election Year turn

statistically insignificant after the second lag; the reason we do so is that the loss of significance

appears mostly driven by decreasing statistical power as we estimate higher lags rather than a

35While these results are informative, the reason for not featuring the interaction Election Year × Democratic
Mayor has College Degree in our main specification is that the exact time of the election within a given year
and thus the extent to which leader education can have an effect varies across districts, which complicates
the interpretation of the coefficient.
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decline in the magnitude of coefficients.36 The interactions of the lags of Election Year with

the dummy variable Democratic Mayor has College Degree further indicate that the positive

employment effect of electing a college graduate rather than a less educated mayor is persis-

tent over our sample period. These findings are again consistent with the timing of effects on

indirect taxes and to a smaller extent also infrastructure (see columns 3 and 4, respectively).

Regarding the latter, the small number of observations might prevent a sharp estimation of the

time dimension of infrastructure effects.

Why do educated mayors make better policy?

We have demonstrated that educated democratic mayors increase the indirect tax burden on

local manufacturing plants by less and also have a positive impact on local infrastructure after

democratisation relative to mayors without a college degree. In this subsection we go one step

further and ask why they do so. Based on the discussion of Martinez-Bravo (2017) on public

good provision by Indonesian village heads in the 1990s, the following three potential channels

come to mind: educated leaders i) are able to obtain more funds from upper government levels,

which enables them to spend more on infrastructure and implies a smaller need for local taxes;

ii) spend more on development projects, including infrastructure projects, rather than use funds

for routine expenses; and/or iii) use existing funds and manage projects more efficiently. The

latter two channels are directly related to education, since a college degree may increase the

cognitive ability of a mayor to identify the most beneficial projects and/or save money while

36Note that the coefficient estimate on Election 5 years ago is virtually zero. This is not because the negative
effect of democratisation under a lowly-educated mayor disappears after five years, but because this coefficient
is only based on plants in districts where the democratic mayor was elected in 1999, and all of these mayors
do have a college degree. For this reason, the estimated coefficient on Election 5 years ago actually indicates
the impact of democratisation under a college graduate mayor, as is also reflected by the last marginal effect
displayed at the bottom of Table 3.14.
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ensuring a given quality. If education indeed improves such management competence, then our

results are somewhat consistent with the finding of Von Luebke (2009) that mayors with good

managerial skills “have successfully used their official powers to initiate broad-based reform

and supervise bureaucratic performance” (p.202) after democratisation and decentralisation.

However, also other channels appear possible: for example, educated mayors may also have

higher moral standards, be more genuine and/or have a stronger intrinsic interest in the wel-

fare of local citizens and performance of local businesses, whether or not this attitude was

caused by obtaining a college degree or not. Alternatively or in addition, it might be that

educated mayors were more able to foresee the introduction of direct mayor elections, and

therefore implemented better policies in order to increase their chances of re-election.37 While

we are unable to test these very specific channels mentioned in the previous two sentences, we

test the suggested mechanisms i)-iii) as closely as we can through the use of local expenditure

data from Indonesia’s Ministry of Finance. The results are presented in Table 3.15. Columns

1 and 2 show that total expenditure does not grow after democratisation for any given mayor

education level, which speaks against i) of above. Column 4 provides evidence that mayors with

a college degree increase the ratio of development over routine expenses, but the coefficient is

not statistically significant.38 A possible interpretation of this result is that both ii) and iii)

play a role in practice to some extent.

37This hypothesis is consistent with the finding of Von Luebke (2009) that mayors with strong political ambition
have been strong driving forces for local policy reform.

38The results are robust to restricting to development projects that are arguably more relevant for businesses,
specifically to the sum of expenditure on: Industry; Labor; Trade, Regional Business Development, Regional
Finance and Cooperatives; Transport; Regional Development and Settlement; Housing and Settlements;
Science and Technology; Legal Sector. These results are available upon request. See Appendix-Section 3.B
for the list of all sectors, thus also including those we exclude in this robustness check.



162 Chapter 3. Democratisation, Leader Education and Growth

Mayor election timing and characteristics of the local manufacturing sector

In Table 3.16, we correlate manufacturing employment in the year prior to the fall of Soe-

harto, i.e. 1997, with various district characteristics. In columns 1-2, we focus on the election

timing of the first democratic mayor as district characteristic. The results show that there is

no correlation between the average manufacturing employment across plants (column 1) and

total manufacturing employment (column 2) in a district and the year in which the democratic

mayor is elected. These findings complement the results displayed in Appendix-B Table 3 of

Martinez-Bravo et al. (2017) (see the discussion of our first identification assumption in Sec-

tion 3.4), bearing in mind the slightly different focus of that table. Specifically, Appendix-B

Table 3 studies correlations with the year of appointment of the last Soeharto mayor rather

than the year of election of the first democratic mayor. However, in practice this is a small

concern because in our chosen sample the democratic mayor election year is highly correlated

with the variable “Last Soeharto mayor appointment year + 5”, i.e. the scheduled democratic

mayor election year. Despite dropping districts in which the Soeharto mayor resigns before the

end of his five-year term the correlation is not equal to one because in our baseline sample we

keep those districts in which the democratic mayor election was delayed by one year. We do so

because the reason for this does not seem district-specific; see Appendix-Section 3.B for details.

Note further that our results are robust to further restricting our sample to those districts in

which the democratic mayor election occurred exactly five calendar years after the last Soeharto

mayor appointment (see Section 3.5.4).
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How representative is our sample of districts?

As we discuss in Section 3.3, in our main specifications we exclude districts that may endanger

our identification strategy and/or may conceptually not allow the estimation of our effect of

interest, namely the impact of the direct transition from the non-democratic Soeharto mayor

to the democratic mayor. In this section, we analyse whether and to what extent the result-

ing sample is representative for the entire population of 1997-districts. We start by studying

correlations between local manufacturing employment before the fall of Soeharto and the sam-

ple selection criteria mentioned in Section 3.3; see columns 3-6 of Table 3.16 for the results.

Columns 3 and 4 show that the size of the manufacturing sector in 1997 is uncorrelated with

the sample selection criteria. Columns 5 and 6 show that the growth rate of manufacturing

employment over 1990-1997 is also broadly similar across the selection criteria.39 These results

provide evidence in favor of the hypothesis that our main results are representative for the

districts we exclude. That said, one may be concerned about the fact that the coefficient on

District split in 1998-2004 is marginally significant in columns 5 and 6. One interpretation of

this result is that there are factors that determine whether a district splits which also have an

effect on manufacturing trends. If these factors also determine the impact of democratisation

on manufacturing, i.e. if there are heterogeneous treatment effects across “non-splitters” and

“splitters”, then our main results are not representative for the latter. The previous litera-

ture (see e.g. Pierskalla, 2016; Bazzi and Gudgeon, 2018) has found that districts that split

indeed differ along several characteristics from “non-splitters”. Most notably, the likelihood of

a district split decreases with population density and increases with religious fractionalisation

39Note that we only compute these growth rates for districts that did not split over 1990-1997, which results
in dropping 21 of the 292 districts.
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and the local strength of the Golkar party. We therefore test whether the local success of

democratisation depends on one or more of these factors. The results are displayed in columns

5 (strength of Golkar), 11 (population density) and 12 (religious fractionalisation) of Table

3.10. Since the interaction terms of Post Election Year with Golkar wins, Population Den-

sity 2000 and Religious Fractionalisation 2000, respectively, are not statistically significant,

there is no evidence that the success of democratisation was very different in districts that split

over our sample period. This suggests that our results are largely representative for all districts.
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Table 3.14: Time Dimension of Effects

Dependent Variable → ln(# Employees)
Indirect
Taxes /
Revenue

ln(Infra.)

(1) (2) (3) (4)
Election Year -0.003 -0.031∗ 0.0040∗∗∗ -0.194

(0.011) (0.017) (0.0013) (0.117)
Election 1 year ago -0.006 -0.057∗∗ 0.0075∗∗∗ -0.469∗∗∗

(0.021) (0.025) (0.0020) (0.088)
Election 2 years ago -0.004 -0.067∗ 0.0081∗∗∗ -0.196

(0.032) (0.034) (0.0027) (0.125)
Election 3 years ago -0.003 -0.065 0.0079∗∗ -0.028

(0.044) (0.045) (0.0036) (0.112)
Election 4 years ago -0.001 -0.060 0.0109∗∗ -0.168∗

(0.056) (0.054) (0.0044) (0.095)
Election 5 years ago -0.023 -0.007 0.0090∗ 0.000

(0.070) (0.063) (0.0050) (.)
Election Year × Democr. Mayor has College Degree 0.032∗∗ -0.0016 -0.005

(0.015) (0.0011) (0.130)
Election 1 year ago × Democr. Mayor has College Degree 0.061∗∗∗ -0.0041∗∗∗ 0.230∗∗∗

(0.016) (0.0011) (0.079)
Election 2 years ago × Democr. Mayor has College Degree 0.077∗∗∗ -0.0034∗∗∗ 0.175

(0.020) (0.0012) (0.117)
Election 3 years ago × Democr. Mayor has College Degree 0.077∗∗∗ -0.0021∗ -0.124

(0.020) (0.0013) (0.077)
Election 4 years ago × Democr. Mayor has College Degree 0.074∗∗∗ -0.0033∗∗ 0.000

(0.022) (0.0016) (.)
Election 5 years ago × Democr. Mayor has College Degree 0.000 0.0000 0.000

(.) (.) (.)
Observations 33,776 33,776 26,843 132
Districts 99 99 97 51
Marginal Effect of Democratic Mayor
with College Degree elected...
This year 0.000 0.0023∗∗ -0.199
1 year ago 0.003 0.0034∗∗ -0.239∗∗

2 years ago 0.010 0.0047∗∗ -0.020
3 years ago 0.011 0.0058∗ -0.152
4 years ago 0.014 0.0075∗ -0.168∗

5 years ago -0.007 0.0090∗ .

Notes : In this table we study the time dimension of the impact of local democratisation on manufacturing
plants with at least 20 employees. See Section 3.3 for a description of our sample selection. The dependent
variable is the log number of employees at the plant level. Note that Election 5 years ago × Democratic
Mayor has College Degree is omitted because the coefficient is only estimated based on plants in districts
where the democratic mayor was elected in 1999, and all of these mayors do have a college degree.
Standard errors in parentheses are clustered at the district level. ∗∗∗Significant at 1% level; ∗∗Significant
at 5% level; ∗Significant at 10% level.
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Table 3.15: Why do educated democratic mayors do better policy?

Dependent variable → ln(Total Expenditure)
Development Expenditure

/ Total Expenditure

(1) (2) (3) (4)
Post Election Year 0.167 0.209 0.009 -0.018

(0.147) (0.190) (0.026) (0.035)
Post × Democratic Mayor has College Degree -0.047 0.030

(0.068) (0.025)
Election Year 0.159 0.163 -0.004 -0.007

(0.164) (0.168) (0.019) (0.019)

District FE Yes Yes Yes Yes
Province-Year FE Yes Yes Yes Yes
Plant FE No No No No
Industry-Year FE No No No No
Sample Period 00-04 00-04 00-04 00-04
Observations 306 306 306 306
Districts 94 94 94 94
Marginal Effects:
Democratic Mayor has no College Degree 0.209 -0.018
Democratic Mayor has College Degree 0.162 0.012

Notes : In this table we use public expenditure data provided by Indonesia’s Ministry of Finance to
analyse why educated mayors do better policy. See Section 3.3 for a description of our sample selection
and Table 3.3 for a description of the explanatory variables. We drop the few districts in which there
was no medium- to large-scale manufacturing over our sample period, such that the included districts
are a subset of the districts in Table 3.3. Standard errors in parentheses are clustered at the district
level. ∗∗∗Significant at 1% level; ∗∗Significant at 5% level; ∗Significant at 10% level.
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The impact of democratisation vs. decentralisation

If decentralisation had a different impact on certain districts than on others and the democratic

mayor election timing of these districts would be more aligned with the timing of decentralisa-

tion, then we would (at least partly) attribute the impact of decentralisation to democratisation,

i.e. our coefficients would be biased. However, if our first main identification assumption holds,

i.e. if the timing of the democratic mayor election is exogenous to time-varying factors that

affect manufacturing outcomes conditional on our controls, then this is not the case. This is

because decentralisation affecting one district differently than another is just an example of

a time-varying district-specific factor that affects the manufacturing sector. To illustrate the

problem if the assumption does not hold – which is very unlikely – consider a simple example

of two districts, A and B, which are located in the same province and produce the same single

manufacturing good. The democratic mayor election in A occurs in 2000, while the election

in B occurs in 2003. Suppose that the democratic mayor election has no impact on the post-

election realizations of manufacturing employment, while decentralisation does, on average: A

is positively affected by decentralisation such that manufacturing employment doubles, while

B is unaffected. The specific manufacturing employment realizations in A over 2000-2004 are

{20,40,40,40,40} and in B they are {20,20,20,20,20}. Even though democratisation has no

impact, β1 would be positive, since the post-democratisation period corresponds to the post-

decentralisation period. As a second example suppose the impact of decentralisation is negative

in B, such that the outcome realizations are {20,10,10,10,10}. In this case, β1 would still be

positive, since for A local democratisation is more aligned with the timing of decentralisation

than for B. Also note that if democratisation occurred in 2000 in B and in 2003 in A, then
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β1 would be negative. In general, only if the democratic mayor election timing is randomly

assigned across A and B-type districts, then there is no bias.

Appendix 3.B Data Appendix

Manufacturing plant-level data

Data cleaning

We drop plant-years in which production worker employment is larger than total employment,

as well as plant-years in which the reported number of employees is below 20.40 Further, we

drop the few plants that have a district ID that does not correspond to any district ID we

observe in our BPS list of district IDs. As mentioned in footnote, around 3% of plants that

operated in the period 1998-2004 report two or more districts as their location over this time

period. We cannot be sure if these events are real or due to measurement error. This is because

districts split and proliferated over time in which district codes were reused and reassigned

from time to time, and while we track these changes, some errors may remain. We drop these

plants from our sample in order to address the mentioned measurement concerns, the potential

worry that certain plants self-selected into districts that democratised early, and to ensure that

plant fixed effects absorb district fixed effects in our empirical specification.

Variables used in the analysis

We use the following variables from the manufacturing plant census in our analysis: number

40The fact that only few plants had less than 20 employees made clear to us that indeed, if a plant that had
been registered the year before went below the threshold of 20 employees, it was not registered in the following
year. We conclude that realizations of employees below 20 must be typos.



3.B. Data Appendix 171

of employees; revenue (in Rupiahs); total investment; earnings per worker (total wage bill

divided by number of employees); share of revenue generated through exports; foreign ownership

in %; total factor productivity (TFP); expenditure on indirect taxes (“for example: sales

tax, establishment license, building and land tax (PBB), road user tax (SWP3D), import

duty, custom fee, etc. except income tax and personal taxes”41; and expenditure on “gifts,

donations and the like” to non-employees, which is a proxy for bribe payments. We scale the

latter two variables by total revenue and winsorise the resulting ratio at the 1% level. The

calulation of TFP is based on the method by De Loecker and Warzynski (2012) and Ackerberg

et al. (2006). First, a separate translog production function for each two-digit ISIC sector is

estimated, relating the log value added to (the log of) capital, labor, and materials (including

squared terms and all interactions) and year and four-digit-ISIC-industry fixed effects. Input

coefficients are allowed to vary by exporter and foreign ownership status. Demand for materials

proxies for unobservable productivity shocks. This yields expected industry-level output, which

then results in plant-year level deviations from expected output. In the second step, these are

regressed using GMM on its lag, capital and labor input where current labor is instrumented

with lagged labor as suggested by Ackerberg et al. (2006). Finally, the innovations of this

regression capture TFP. Value added equals output net of inputs of material and energy. Capital

is proxied with fixed assets, labor with the number of employees. All variables are expressed in

Indonesian rupiahs, deflated using five-digit industry producer price indices.

41See https : //mikrodata.bps.go.id/mikrodata/index.php/catalog/465/download/1696
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Data on mayor selection timing

We obtain information on the election timing of the first democratic mayor of all districts

in our sample from the data repository of Martinez-Bravo et al. (2017).42 Further, we need

information on the year in which the last Soeharto mayor was appointed, in order to understand

whether the last Soeharto mayor stepped down prematurely or stayed in power for longer than

five calendar years without actually being elected by the local 1999-parliament to stay in power

(we exclude the former districts to arrive at our baseline sample and further exclude the latter

in a robustness check, see column 2 of Table 3.13). For around 40% of districts, information

on the last Soeharto mayor appointment year is missing in the Martinez-Bravo et al. (2017)

data.43 We are able to fill this data for most districts with help of the district-specific Wikipedia

page. Note that we apply a quality check here: only if the Wikipedia page and the data of

Martinez-Bravo et al. (2017) indicate the same election year of the first democratic mayor or

Wikipedia indicates five calendar years between the last Soeharto mayor appointment and the

first democratic mayor election, then we conclude that the last Soeharto mayor adhered to his

term. In the few cases in which we cannot infer the appointment year of the last Soeharto

mayor from the Martinez-Bravo et al. (2017) data or from the district’s Wikipedia page, or

42Note that this repository does in fact not precisely indicate the election timing of the first democratic mayor,
but of the last mayor before the first directly elected mayor (recall that direct mayor elections were introduced
starting from 2005). For a few districts in which the democratic mayor election occurred in 1999, the mayor
in the data repository therefore does not correspond to the first democratic mayor, such that we do not have
data on the latter and have to omit the district from the sample. Note that this does not apply to all districts
in which the first democratic mayor was elected in 1999 because for some, the next election was delayed to
early 2005.

43Note that the Martinez-Bravo et al. (2017) data in fact does not indicate the appointment date or year of
the last Soeharto mayor, but of the last mayor appointed before 1999. For all districts in which the pre-1999
mayor was appointed in 1997 or earlier, the two are equivalent. For the 1998-appointments, for some districts
we are able to determine whether the appointment was done by Soeharto or the transitional government
through consulting the district-specific Wikipedia page, while the other few we are forced to omit from our
sample, as mentioned in Section 3.3.
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data is missing in the Martinez-Bravo et al. (2017) data and the Wikipedia page indicates that

the difference between last Soeharto mayor and first democratic mayor selection is not five

years, we drop the district from our analysis.

Mayor-specific variables

Democratic mayor education

Data on democratic mayor education is obtained from the data repository of Martinez-Bravo

et al. (2017), and is available for all 99 districts included in our baseline sample. The data

distinguishes between “Less than Bachelor Degree”, “Bachelor Degree”, “Master Degree” and

“PhD Degree”.

Democratic mayor gender

Data on the gender of the democratic mayor is obtained from the same data repository of

Martinez-Bravo et al. (2017), and is available for all 99 districts included in our baseline sample.

Democratic mayor age at time of election

We compute mayor age as the difference in calendar years between the year she was elected

and the birth year of the mayor. We do so because we do not know the exact date of birth

and/or date of election for some mayors. We have information on the age of the mayor for 79

of the 99 districts in our baseline sample; for 36 mayors, we obtain the mayor’s birth year from

the data repository of Martinez-Bravo et al. (2017), while for the remaining 43, we were able

to identify the birth year via online search using the name of the mayor. Note that the data

repository only provides data on democratic mayors’ year of birth (in most cases, the specific
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date of birth) for those that were in power in 2009, and this only for a sub-sample of districts.

The same is true for information on the birth district and previous occupation of democratic

mayors. Thus, we are able to infer the year of birth, birth district and previous occupation

of those first democratic mayors that were still in power in 2009 as they were re-elected for

a second term. Since these mayors appear on average more successful than others, this may

lead to additional sample selection issues beyond those that might arise due to our selection of

districts as discussed in Section 3.3.

Birth district of democratic mayor

We use information on the mayor’s birth district to distinguish native versus non-native mayors.

For 74 out of the 99 districts of our baseline sample, we have information on the birth district.

Data on 36 districts come from the data repository of Martinez-Bravo et al. (2017), while data

for the remaining 38 districts are obtained via online search.

Previous occupation of democratic mayor

We construct a dummy variable Mayor worked in Private Sector Pre-Election which equals

one if the occupation before becoming democratic mayor as indicated by Martinez-Bravo et al.

(2017) is “Businessman/Private Employee” (as opposed to “Civil Servant”, “Politician”, “Mil-

itary”, “Lecturer/Teacher”, “Celebrity” or “Other”). This way we obtain information for 32

of the 99 districts of our baseline sample. For the remaining 67 districts, we attempted to fill

the gaps via online search based on the same distinction as in the data repository, and were

successful for 34 districts.



3.B. Data Appendix 175

Education of last Soeharto mayor

Martinez-Bravo et al. (2017) provide information on the years of schooling of the last Soeharto

mayor for most districts; we thus have information on 91 of the 99 districts in our main sample.

Based on Indonesia’s education system, we use this information to infer the mayor’s level of

education in terms of degrees as follows: < 16 years of schooling → no college degree; 16 years

of schooling: bachelor degree; 18 or more years of schooling → master or PhD degree.44

District-specific variables (except KPPOD variables)

1999 election outcome variables

Our primary data source for the results of the 1999 local legislative elections is the website

pemilu.asia by Kevin Evans from The Australia-Indonesia Centre. The website provides pie

charts on the election outcomes of nearly all districts that then existed. We use this data to

compute the dummy variable Golkar wins 1999-elections =1, which equals one if Golkar obtains

the largest vote share. For two of the 99 districts in our sample, data are missing. For these dis-

tricts, we infer the share of Golkar from Sevin (2001). For both of these districts, Sevin (2001)

indicates that Golkar received more than 50% of votes, thus it is clear that Golkar wins 1999-

elections=1. We further use the election outcome data to compute the variable 1999-Elections

HHI, which is a Herfindahl-Hirschmann Index based on the vote share of participating parties.

Population

We compute population based on the population census of 2000. Data are provided by IPUMS-

44Note that in the data the highest years of schooling is 18, thus de-facto none of the last Soeharto mayors in
our sample has a PhD degree. The path to a master degree in Indonesia is as follows: 6 years primary school,
3 years elementary school, 3 years highschool, 4 years bachelor degree, 2 years master degree.
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International.

Population density

We compute population density as the ratio of population and surface area in square miles,

both measured in 2000. We use a shapefile provided by BPS to compute the latter.

GDP per capita

Data on GDP is obtained from The World Bank’s Indonesia Database for Policy and Economic

Research (INDO DAPOER). We use the data for 2000 and compute GDP per capita by divid-

ing total GDP by population as of 2000.

Education of working age population

We use the results of the 2000 population census to compute this variable based on the ed-

ucational attainment data at the individual level. At the individual level, the variable takes

either 0 (less than primary education), 1 (primary education completed), 2 (secondary educa-

tion completed) or 3 (college degree obtained). We define the working age population as the

subset of inhabitants between the age of 15 and 65.

Religious fractionalisation

Using the results of the 2000 population census, we compute religious fractionalisation as a

Herfindahl-Hirschmann Index (HHI) based on the district-specific shares of each religion. The

shares are computed based on the micro-data of individuals. The census distinguishes between

Muslims, Buddhists, Hindus, Christians and “Other”.
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Expenditure data

Expenditure data are provided by the Directorate General of Financial Considerations within

the Indonesian Ministry of Finance.45 Development Expenditure consists of expenditure on

the following sectors (see the original name in brackets): Industry (Sektor Industri); Agricul-

ture and Forestry (Sektor Pertanian Dan Kehutanan); Water Resources and Irrigation (Sektor

Sumber Daya Air Dan Irigasi); Labor (Sektor Tenaga Kerja); Trade, Regional Business De-

velopment, Regional Finance and Cooperative (Sektor Perdagangan, Pengembangan Usaha

Daerah, Keuangan Daerah Dan Koperasi); Transport (Sektor Transportasi); Mining and En-

ergy (Sektor Pertambangan Dan Energi); Tourism and Regional Telecommunication (Sektor

Pariwisata Dan Telekomunikasi Daerah); Regional Development and Settlement (Sektor Pem-

bangunan Daerah Dan Pemukiman); Environmental and Spatial (Sektor Lingkungan Hidup

Dan Tata Ruang); Education, National Culture, Trust, Sustainable God, Youth and Sports

(Sektor Pendidikan, Kebudayaan Nasional, Kepercayaan,Terhadap Tuhan Yang Maha Esa, Pe-

muda Dan Olah Raga); Population and Family Welfare (Sektor Kependudukan Dan Keluarga

Sejahtera); Health, Social Welfare, the Role of Women, Children And Youth (Sektor Kesehatan,

Kesejahteraan Sosial, Peranan Wanita, Anak Dan Remaja); Housing and Settlements (Sektor

Perumahan Dan Pemukiman); Religion (Sektor Agama); Science And Technology (Sektor Ilmu

Pengetahuan Dan Teknologi); Legal Sector (Sektor Hukum); Government Apparatus Sector and

Supervision (Sektor Aparatur Pemerintah Dan Pengawasan); Politics, Information, Communi-

cation Mass Media Sector (Sektor Politik, Penerangan, Komunikasi Media Massa); Security

and Public Order (Sektor Keamanan Dan Ketertiban Umum); Subsidies for Development in

45 see http : //www.djpk.kemenkeu.go.id/?pageid = 321
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the Sub-District (Subsidi Pembangunan Kepada Daerah Bawahan).

KPPOD data

KPPOD collected data for 134 districts in 2002, 200 districts in 2003 and 214 districts in 2004.

For 121 districts, we have data for all three years, for 6 districts we only have data for 2002

and 2003 and for 65 districts we only have data for 2003 and 2004. Naturally, we use the

panel as much as possible in our analysis (thus also include districts for which only two years

are available), but impose the same sample selection conditions as in our main analysis, and

further drop the few districts that have no medium-sized or large manufacturing over 2000-2004

and thus do not contribute to our manufacturing results. The reported scores are scaled in a

way such that they are below one and very small in magnitude. Therefore, we multiply all

reported scores by 10,000 which ensures that they are larger than one before taking the log of

the scores, such that the log score is positive. Note that no matter the nature of a specific KP-

POD variable, a larger reported score always represents an improvement rather than simply an

increase in the variable. Therefore, we change the name of the variables “Abuse of Authority”

and “Illegal Levies outside Bureaucracy” to “Absence of Abuse of Authority” and “Absence of

Illegal Levies outside Bureaucracy”, respectively, in Table 3.17. Regarding the latter, we note

that the KPPOD surveys included separate questions on the severity of illegal levies charged

by local government officials and non-governmental agents such as security officers, community

groups and gangsters. However, only the results on illegal levies charged by non-governmental

agents are published at the district level (thus the addition outside Bureaucracy in Table 3.17.)

It is mentioned in the summary of the 2003 survey results that illegal fees charged by local
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government officials were perceived to be most onerous. It appears reasonable to assume that

the higher the perceived effort of a local government to curb illegal fees outside of the bureau-

cracy, the smaller the burden of such fees charged within the bureaucracy. Below we copy the

variable descriptions from the original KPPOD (2002) description.

Infrastructure

The score on every infrastructure sub-component is in part measured through a survey of local

business actors and the consultation of a panel of experts. We report additional variable-specific

data that also determined the score in the following (see KPPOD, 2003, p.110, for all below

variables):

Availability of Streets. “Ratio of the Length of the Streets in the City/Regency over Region’s

area”

Availability of Sea Ports. “Availability or Distance to Sea Port in kilometers”

Availability of Airport. “Availability or Distance to Airport in kilometers”

Availability of Telephone Service. “Number of Telephone Lines per Capita”

Availability of Electricity Service. “Production of Electricity/KWH of Available Electricity”

Quality of Streets. “Ratio of the Length of Streets with Good Quality over Total Length of

Streets”

Quality of Sea Ports. “Type and Capacity of Sea Port and Average Departure per Week”

Quality of Airport. “Type of Airport and Average Flights per Week”

Quality of Telephone Service. “Regency/City and Province in Figures by BPS”

Quality of Electricity Service. “Regency/City and Province in Figures by BPS”
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Institutional Quality

Service Procedure. “Measures the quality of government service and professionalism of govern-

ment apparatus in providing service to business community” (KPPOD, 2003, p.108).

Abuse of Authority. “Measures the distortion of regional government apparatus in providing

service to business community” (p.108)

Consistency of Regulations. “Measures the certainty, clarity, and consistency in enforcement of

regional regulations and other policies regulating business” (p.108)

Law Enforcement. “Measures law certainty such as protection on work contract and ownership

right, consistency of court decisions especially those related to business” (p.108)

Illegal Levies Outside Bureaucracy. “Portrays regional government’s settlement of illegal prac-

tice in levy conducted by people or group of people outside bureaucracy that disturbs business”

(p.108)

Executive-Legislative Relations. “Captures problems caused by poor relations between DPRD

and Regional Government” (p.108)

Retribution / Taxes. “Analyzes the structure of levies applicable in the region, especially re-

gional tax and regional retribution” (p.108)

Development Budget / Total Budget. “Measures the commitment of regional government in

developing physical infrastructure needed to support business activities manifested in fund al-

location in development budget” (p.108)

Regional Policy and Regulation. “Assesses the quality of policies/legal products made by re-

gional government (regional regulations, Decision of Regent/Mayor, etc.) especially those re-

lated to business community. Several aspects are examined from those regulations such as
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juridical aspect, philosophy, substance, principles, and effects that might produce by said legal

products. Regulations related to service, levy, pricing, labor, and so on are the focus.” (p.108)

Details on the selection of districts

In 18 out of the 99 districts in our sample, the first democratic mayor was elected six instead

of five calendar years after the appointment of the last Soeharto mayor.46 For 10 of these

districts, the last Soeharto mayor was appointed in 1994, for 3 this occurred in 1995 and for 5

districts the last Soeharto mayor was appointed in 1997. We choose to keep these districts in

our sample, but also show in Table 3.13, column 2 that the results are robust to dropping these

18 districts. For the districts that appointed the last Soeharto mayor in 1994 and elected the

first democratic mayor in 2000, a comment by Hofman and Kaiser (2006) and the large share

of “1994-2000 districts” (10/18) suggests that the reason is not district-specific. Specifically,

in their discussion of the 2004 legislative and presidential elections Hofman and Kaiser (2006)

state that “the Ministry of Home Affairs (...) extended the tenures of regional heads during

the 2004 elections (...), believing that the absence of local elections and ongoing tenure of

incumbent regional heads will enhance stability during the election season.” Since the 1999

elections arguably occurred in an even less stable environment, it appears likely that the same

decision was made during those elections.

46We are forced to use the difference in calender years as our criterion for whether the election of the first
democratic mayor was delayed because for some districts, we do not know the exact date on which the last
Soeharto mayor was appointed.





Chapter 4

Capital Regulations and the

Management of Credit Commitments

during Crisis Times

4.1 Introduction

A significant fraction of corporate bank lending is done via credit commitments that allow

a firm to choose the actual credit usage level. Specifically, such facilities commit a bank to

lend to a firm up to an agreed amount for an agreed period of time unless the firm violates a

covenant, which makes them a particularly flexible source of debt financing. The classic credit

commitment of this form is a revolving credit line, but also delayed-draw term loans or certain

bank guarantees enable variable usage. A credit commitment that is not fully used provides

liquidity insurance, sends a positive signal on the quality of the firm (Fama, 1985) and is often

required to back up commercial paper. From the bank’s perspective, commitment fees charged
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on the unused credit portion make up an important source of revenue (Sufi, 2009; Berg et al.,

2016). These earnings come at relatively low cost for the bank as long as the commitment

remains unused, since the undrawn portion is largely off-balance sheet and must therefore be

backed by only little capital in the Basel regulatory framework. The flip side is that additional

drawdowns lead to an increase in the size of the bank’s balance sheet and thus decrease the

bank’s capital ratio. This reduces the bank’s buffer towards its minimum capital requirement,

which limits its potential to absorb future losses. Exposure to unused credit commitments may

therefore put a bank’s capital buffer at risk. While this source of risk has received virtually

no attention in the academic literature, it is far from negligible: if the usage of all credit

commitments we observe in the Austrian Credit Register at the onset of the 2008-09 financial

crisis increased to match their committed volume, the average bank would have had to increase

its capital stock by up to 8% to keep its capital buffer constant. Without raising extra capital,

the average bank would have suffered a decrease in its capital buffer by up to 20%.

In this paper we study whether and to what extent banks manage capital concerns that

come with exposure to undrawn credit commitments in periods of financial distress, and what

consequences this has on lending to the corporate sector. To the best of our knowledge, we are

the first to answer this question. We focus on crisis times because bank capital positions are

then typically weakened, raising capital is more expensive and drawdowns on credit commit-

ments are more likely, which makes the described risk of capital buffer reductions particularly

relevant. Banks can possibly adjust their credit commitment portfolio in three different ways:

upon covenant violations by firms, as the maturities of commitments expire, or – in the case

of unconditionally cancellable credit commitments – by using the right to cut or abandon the



4.1. Introduction 185

commitment unilaterally. We find that during the 2008-09 financial crisis, banks whose capital

position was hit relatively hard and whose initial capital buffer was comparatively small made

use of these options. In particular, they reduced the risk of capital buffer reductions by sub-

stantially cutting the granted credit volume to firms that did not fully use their commitment,

and the larger the unused volume, the more so. This result sheds light on a novel yet important

link between capital regulations and bank lending to the real economy.

As a second contribution, we show that controlling for a bank’s capital position, relatively

large exposure to a general liquidity dry-up affects a bank’s supply of credit commitment

volumes as well. In particular, we find that such exposure also induced banks to cut partly

or fully unused commitments at the peak of the 2008-09 crisis, thereby limiting the scope of

additional credit drawdowns and the resulting liquidity costs. Our results are conditional on

changes in firm-specific credit demand and creditworthiness as well as changes in bank-specific

unobservables during the crisis. Furthermore, we show that the credit commitment supply

of “treated” and “untreated” banks followed a common trend before the crisis. We therefore

provide causal evidence that banks actively manage both capital and liquidity risk posed by

exposure to undrawn credit commitments in periods of financial distress. From the perspective

of banking system stability, this is good news. However, the implication is that banks reduce

liquidity insurance to firms exactly when they need it most and when alternatives to bank

financing tend to be scarce. Making things worse, a reduced bank credit commitment might

also have negative effects on access to non-bank funding, either via sending a negative signal on

the firm or by making the firm unable to back up commercial paper (via an undrawn “backup

line of credit”). Our evidence thus indicates a transfer of liquidity risk from banks to firms, a
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phenomenon that has received relatively little attention so far. On the positive side, we find

that in Austria firms were largely able to substitute credit reductions during the 2008-09 crisis

via other banks and did not suffer real effects. However, this may be different in other countries

or times in which a given financial crisis has a bigger impact.

Our primary data source is the Austrian Credit Register, which documents both the volume

of granted credit and the actually used credit amount at the bank-firm level as of the end of

a given month. This allows to measure the risk of additional drawdowns for each individual

credit relationship we observe. Data are available for the universe of banks and firms operating

in Austria, as long as the bank-firm-specific credit commitment or usage exceeds e350,000.

This results in a coverage of around 90% of the total credit commitment volume granted by

banks in Austria.

Our identification strategy is to exploit the 2008-09 financial crisis as a shock of varying

degree to the capital and liquidity positions of banks. The Austrian economy is relatively

small and did not experience a domestic housing market bubble burst before or during 2008-09.

Therefore, the outbreak of the crisis was clearly exogenous and unforeseen to the Austrian

banking sector. We expect that the more a bank’s capital position is hit by the crisis and

the smaller the bank’s initial capital buffer, the more vulnerable the bank is to a capital ratio

reduction and therefore to additional credit drawdowns during the crisis. As an exogenous

proxy for the crisis effect on bank capital, we use a bank’s pre-crisis exposure to US asset

markets. Using confidential bank-level data, we show that banks with larger US asset holdings

at the onset of the crisis experienced larger total asset value losses in 2008-09. Since such

losses have to be marked to market, they directly affect a bank’s capital buffer. Besides capital
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concerns, we also expect that the more a bank’s cost of liquidity increases due to the crisis,

the more sensitive it is to additional credit drawdowns over 2008-09. To proxy for this type

of crisis exposure, we follow Ongena et al. (2015) and use a bank’s pre-crisis dependence on

international interbank funding.

We find that a one standard deviation increase in US asset exposure induces a bank with a

relatively small capital buffer to reduce the granted credit volume of the average commitment

that is not fully used by around 11% between January 2008 and December 2009. At the

same time, larger US asset exposure does not affect the credit commitment supply of banks

with a large capital buffer, and having a small capital buffer has no impact on the credit

supply of banks with no US asset exposure. Our interpretation of these results is that capital-

constrained banks, i.e. those with relatively large US asset exposure and a small capital buffer,

cut commitments with a positive undrawn volume mostly as a precautionary move to limit

further capital problems. This conclusion is supported by two additional findings. Specifically,

(i) the larger the bank-firm-specific unused credit volume, the larger the percentage reduction

in the granted credit amount by capital-constrained banks; and (ii) the more unused credit

a bank faces in the aggregate, the more it cuts individual commitments that are not fully

used. Further results suggest that our main findings are largely driven by a supply reduction

of the volume of partly or fully unused revolving credit lines. For this credit type we also

observe a particularly large increase in credit usage during the crisis. We also present evidence

suggesting that covenant violations were common in Austria over 2008-09 and observe that

50% of the average Austrian firm’s bank debt had a maturity of less than a year at end-2007.

This further illustrates that banks did have opportunities to cut commitment volumes during
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the crisis. Finally, we also find that capital- or liquidity-constrained banks do not cut credit

commitments that are fully used at the onset of the crisis, which they could do for example by

not renewing such commitments at maturity over 2008-09. We conclude that this is because

fully-used commitments pose no risk of a capital buffer reduction or additional liquidity needs,

but perhaps also because cutting such commitments is on average less feasible and more harmful

for the firm and thus potentially also for the bank.

Our main results provide an additional rationale for the policymaker’s quest to strengthen

bank capital buffers. What’s more, our findings arguably reflect that the regulatory framework

prior to the 2008-09 crisis induced banks to excessively grant credit commitment volumes that

cannot be sustained in crisis times, when both the risk and the consequences of additional credit

drawdowns are larger. In this light, the measure of Basel III to increase the capital charge on the

unused portion of most credit commitments compared to Basel II may smoothen the supply of

credit commitments over the business cycle, and thereby increase financial stability. Similarly,

the introduction of the Liquidity Coverage Ratio (LCR) in Basel III – which requires banks to

hold an adequate stock of unencumbered high-quality liquid assets – may lower the liquidity

risk posed by undrawn credit commitments and therefore limit reductions in granted credit

volumes during crisis times.

4.1.1 Contribution to the literature

We empirically establish a link between bank capital requirements and credit supply in light of

the regulatory treatment of unused credit commitments. This contribution relates to a small

literature on asset-backed commercial paper (ABCP) conduits (often called “shadow banks”).
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Assets held by ABCP conduits are similar to undrawn credit commitments in the sense that they

fully come on the balance sheet of the bank that set up the conduit only if liquidity guarantees

on these assets are used, which then decreases the bank’s capital ratio. Acharya and Schnabl

(2010) and Acharya et al. (2013) describe the motivation and risks behind ABCP conduits, while

Covitz et al. (2013) document a run on ABCP programs at the onset of the 2008-09 crisis. Our

paper also builds on Chodorow-Reich and Falato (2017), who show that banks in worse health

during the 2008-09 crisis are more likely to force a credit commitment reduction in response

to a covenant violation of a borrower, but do not touch upon the channel we introduce. More

generally, our findings confirm that bank capital is an important determinant of bank lending

behaviour (e.g. Gambacorta and Mistrulli, 2004; Berrospide and Edge, 2010; Gambacorta and

Shin, 2018). We also corroborate the finding that banks adjust their credit supply as a reaction

to changes in net worth due to exposure to certain assets and asset markets (Santos, 2010;

De Haas and Van Horen, 2012; Popov and Van Horen, 2015; Ongena et al., 2018; Acharya

et al., 2018; De Marco, 2019). Regarding capital regulations, we relate to Gropp et al. (2018)

and De Jonghe et al. (2020) who find that banks respond to an increase in their minimum

capital requirement by reducing credit supply to firms.1 Our results further confirm the results

of the literature on macro-financial feedback loops, which suggest that well-capitalised banks

cut back assets and loans less than poorly-capitalised banks as a response to adverse capital

shocks (Brunnermeier and Sannikov, 2014; Brunnermeier et al., 2016; Farhi and Tirole, 2017).

Our paper also contributes to a growing literature that deals with liquidity (as opposed to

capital) risk posed by unused credit commitments. Deposit funding can help to mitigate this

1 A general overview of empirical research on the design and impact of regulation in the banking sector is
provided by Jakovljević et al. (2015)
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risk (Kashyap et al., 2002), especially during periods of tight liquidity (Gatev et al., 2009).

Acharya and Mora (2015) highlight that in the US, banks were only able to honour credit line

drawdowns during 2007-2009 because of explicit and large support from the government and

government-sponsored agencies. Ivashina and Scharfstein (2010) document a run on credit lines

in the US after the Lehman default and find that banks responded to this drain on liquidity and

higher funding costs by reducing new lending. Cornett et al. (2011) find that banks with higher

levels of unused credit commitments managed the resulting liquidity risk by increasing their

liquid asset holdings and by reducing new credit origination during 2007-2009. Ippolito et al.

(2019) find that banks facing higher liquidity risk due to the collapse of the ABCP market in

2007-08 increased interest rates and commitment fees on previously committed corporate credit

lines upon a covenant violation by the borrower. We contribute to this literature by showing

that banks not only take action outside of their credit commitment portfolio or increase prices

on existing commitments as a response to increased liquidity risk, but also limit this risk by

reducing the granted credit volume of partly or fully unused commitments. Furthermore, we

are able to measure exposure to unused credit at the bank-firm-level rather than only at the

bank level. This improves identification as it allows us to set up an empirical specification that

controls for firm- and bank-specific unobservables of time-invariant or time-varying nature.

In a broader sense, our paper also relates to the literature studying the effect of liquidity

shocks on credit supply without focusing on unused credit (Khwaja and Mian, 2008; Schnabl,

2012; Iyer et al., 2014; Cingano et al., 2016). Last, but not least, our paper builds on the theo-

retical (Boot et al., 1987; Martin and Santomero, 1997; Holmström and Tirole, 1998; Acharya

et al., 2014) and empirical (Berger and Udell, 1995; Shockley and Thakor, 1997; Agarwal et al.,
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2006; Sufi, 2009; Jiménez et al., 2009; Demiroglu and James, 2011; Acharya et al., 2013) liter-

ature that analyses the nature, motivation and use of credit commitment – and in particular

revolving credit line – contracts.

4.2 Background and Data

Credit commitments and Basel capital regulations

Basel II, which was fully implemented in Europe in January 2008 and was practised until 2013,

requests a bank to hold capital (Tier 1 + Tier 2) worth at least 8% of its risk-weighted as-

sets. Independently of the borrower-specific risk (weight) a bank faces when granting a credit

commitment, the used portion and the unused portion of the commitment do not equally en-

ter risk-weighted assets in the Basel II framework. The used credit portion obtains a ‘credit

conversion factor’ (CCF) of 100%, which implies that it fully enters risk-weighted assets. The

unused credit portion only obtains a CCF of at most 50%, where the specific CCF depends on

the type and original maturity of the credit commitment. The unused portion of an irrevocable

credit commitment – which cannot be amended or cancelled without the borrower’s consent

before it matures – has a CCF of 20% if the original maturity is below one year and a CCF of

50% otherwise. Revocable commitments in turn face no capital charge (CCF=0%) in Basel II.

These are “unconditionally cancellable at any time by the bank without prior notice, or (...)

effectively provide for automatic cancellation due to deterioration in a borrower’s creditworthi-

ness”, thus due to a covenant violation (Basel Committee on Banking Supervision, 2006, p.26).

However, this cancellation right only holds before a firm actually draws down credit.2 While

2 This distinguishes a revocable credit commitment from an uncommitted credit facility, in which the bank can
decide not to lend after a firm’s borrowing request. Since the bank has this option, the unused portion of an
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Basel II already brought the unused portion of credit commitments more on the balance sheet

of banks compared to Basel I, Basel III continued this process for most types of commitments.

Specifically, in Basel III irrevocable commitments have a CCF of 40% irrespective of their ma-

turity and revocable commitments have a CCF of 10%.3

Bank capital and the crisis in Austria

Austrian banks suffered a deterioration of capital buffers due to losses during the crisis (Schürz

et al., 2009). These losses were quite substantial: over the 24 months of 2008-09, the banks

in our sample on average incurred a total loss worth 42% of their capital buffer as of 2008:Q1,

and the median loss was 18.6% (see Table 4.1 for these and other descriptive statistics, and

Figure 4.1 in Appendix-Section 4.A for the distribution of bank losses over time).4,5 Losses

were especially problematic since for Austrian banks raising additional capital has been diffi-

cult. Specifically, Austria’s Financial Market Stability Board has argued that “central risks for

uncommitted credit facility does not even qualify as off-balance sheet item (thus no CCF applies), such that
the bank does not have to hold capital against it.

3 In January 2007, the standardised approach and the foundation internal rating-based approach (F-IRB) of
Basel II became applicable, while the advanced internal rating-based approach (A-IRB) could be applied
from January 2008 onwards (Musch et al., 2008; Deutsche Bundesbank, 2009). The CCFs indicated in the
main text apply only to the standardised and F-IRB approach. In the A-IRB approach, banks estimate
CCFs themselves, at the individual credit commitment level. Among other factors, this is done based on past
usage-to-granted volume ratios (“usage ratios”). The general implication of this is that also in the A-IRB
approach the unused portion of the commitment must be backed with less capital than the used portion. Only
some of the very largest banks operating in Austria have adopted the A-IRB approach. Those banks face a
trade-off. While cutting a credit commitment that is not fully used reduces the risk of a sizeable drawdown,
it also raises the usage ratio, which leads to a higher future CCF. Banks that apply the A-IRB approach thus
might have a smaller incentive to cut credit commitments than banks applying the standardised or F-IRB
approach, conditional on a given current CCF. This “works against us” in finding a negative effect of capital
concerns on credit commitment supply and is therefore not a threat to identification.

4 The loss statistics are based on confidential monthly data on write-offs on loans and net value gains on security
holdings and equity shares at the bank level. By definition, net gains on security holdings and equity shares
are not affected by transactions or exchange rate changes, but instead solely reflect changes in the market
value of the underlying assets. A bank’s capital buffer is computed as Tier 1 + Tier 2 capital holdings minus
the bank’s minimum capital requirement.

5 Bank-level descriptive statistics indicated in the text and displayed in Table 4.1 are weighted based on the
frequency of the bank as lender in our main sample of bank-firm relationships.
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the Austrian banking system emanate (...) from banks’ specific ownership structures, which

would not fully ensure the adequate recapitalisation of banks in the event of a crisis” (FMSG,

2017). The background is that same as in Germany many Austrian banks are part of a banking

group, which makes it difficult for a specific group member to raise capital from financial mar-

kets without diluting the equity share of other members. Making things worse, Austrian banks

already had relatively small capital buffers as they entered the crisis (Fonseca and González,

2010). These factors possibly contributed to the weak stock market performance and large CDS

spreads of Austrian banks in 2008-09 (see Figure 4.2).6,7 The weak stock market performance

in turn reduced the amount of capital that could be raised at the expense of a given loss of

(perhaps voting) equity and thus aggravated the institutional problems caused by the banking

group structures. These considerations increase the capital risk that Austrian banks face from

unused credit, though the channel we introduce is clearly relevant in other countries as well.

To some extent the situation in Austria was improved by the government’s banking package,

which started in November 2008 and “helped prevent a liquidity squeeze and expand banks’

capital buffers” (Schürz et al., 2009, p.56). For example, the package included a e15 billion

capital injection program into financial institutions.

6 Demirgüç-Kunt et al. (2013) study a multi-country panel of banks and find that a stronger capital position
is associated with better stock market performance during the crisis.

7 Another reason for the weak stock market performance of Austrian banks was their exposure to central, eastern
and southeastern Europe (CESEE), whose financial and economic performance was regarded as uncertain by
financial markets at the time. The average Austrian bank’s exposure to CESEE assets clearly exceeded its US
asset exposure and triggered substantial news coverage during the crisis. Nonetheless, for three reasons we
do not choose CESEE exposure to proxy for the effect of the crisis on a bank’s capital position. First, it must
be doubted that losses in the CESEE region that affected the capital position of Austrian banks were purely
a result of the global financial crisis and in this sense exogenous to the Austrian banking sector. Second, we
find that pre-crisis CESEE asset holdings do not significantly correlate with total net asset value gains at
the bank level over 2008-09, which makes CESEE asset holdings a worse predictor of total losses than US
asset holdings. Third, banks that were more exposed to CESEE markets exhibited different lending trends
before the crisis than other banks. We do however feature CESEE exposure as a control variable in selected
specifications of our empirical analysis.
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Measuring a bank’s US asset exposure and capital buffer

We use a bank’s US asset holdings divided by its corresponding volume of total assets in

December 2006 as a proxy for how the bank’s capital position is affected by the crisis. This is

arguably the “cleanest”, i.e. most exogenous proxy because the origins of the crisis lie in the

United States and are not related to the Austrian banking sector. Our exposure variable is

thereby in the spirit of Peek and Rosengren (1997), Puri et al. (2011) and Ongena et al. (2018)

since it exploits an exogenous shock occurring in a distant country. Our approach also follows

the literature that uses ex-ante asset holdings to capture ex-post losses during crisis times (see

e.g. Popov and Van Horen, 2015; Ongena et al., 2018; De Marco, 2019). We define US assets

as the sum of securities and equity shares acquired from US counterparties and loans to US

counterparties.8 Data is provided by the Austrian Central Bank (OeNB), same as all other

bank-level as well as firm- and bank-firm-level data used in our analysis. US assets may be

denominated in any currency, but only assets for which the direct counterparty is located in

the United States are included.9 The measure of total assets in the denominator is the sum

of total loans, securities and equity shares.10 Although US assets only constitute 1% of total

assets in the average bank in our sample in December 2006 (see Figure 4.3 for the distribution

of the ratio), they make up 15% of capital and more than half of the average bank’s capital

buffer. What’s more, these statistics should be taken as a lower bound of the actual exposure

8 In the average bank in our sample, 50% of US assets are securities, 49% are loans and 1% are equity shares.
9 For example, if a bank buys a security that was issued in the United States but the seller is Deutsche Bank

in Frankfurt, then the security is classified as German in the data.
10The difference between this sum and a bank’s actual total assets (which we otherwise use in our analysis, see

below) consists of cash holdings, net asset value gains compared to the previous month, and “other assets”.
For simplicity, we refer to the described sum as “total assets” as well in the following. Neither US assets nor
total assets are risk-weighted in our measure.
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to US asset markets given that only direct counterparties are considered. We show that larger

US asset holdings in December 2006 are significantly associated with larger total asset value

losses at the bank level during 2008-09 (see Appendix-Section 4.B).

The extent to which a bank can absorb losses and additional credit drawdowns clearly de-

pends on its initial capital buffer. Therefore, we use confidential supervisory data to distinguish

banks with a relatively small versus large buffer at the onset of the crisis. We do so by com-

puting the ratio of a bank’s Tier 1 + Tier 2 capital holdings to its individual minimum capital

requirement.11 This variable is easy to interpret and a more precise indicator of how well a bank

can absorb losses than bank capital over total assets, which has been used by many studies but

does not take the riskiness of a bank’s asset portfolio into consideration. We measure capital

divided by the minimum requirement as of (the end of) 2008:Q1 rather than 2006:Q4 in order

to take into account the regulatory changes that came with the full implementation of Basel II

in January 2008.12 The average realisation in our sample equals 1.79 (which corresponds to a

Tier 1 + Tier 2 capital ratio of 14.3%), while the median equals 1.54 (12.3%); see Figure 4.4

for details.

Liquidity problems during the crisis: measurement and Austrian background

The 2008-09 crisis was also a crisis of liquidity. For example, the cost of unsecured interbank

funding increased sharply after the Lehman default in September 2008 (see Figure 4.5), which

was mainly driven by a rise in perceived counterparty risk. It was difficult for banks to fully sub-

stitute interbank funding with other sources of finance: the cost of issuing bonds increased and

11The two variables are reported separately in the data. We verify that the the minimum capital requirement
is equivalent to 8% of the bank’s total risk-weighted assets, in line with Basel II regulations.

12Our results are robust to measuring the ratio as of 2006:Q4, which parallels the timing of our other bank-
specific explanatory variables; see Appendix-Section 4.B.
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the sudden nature of the crisis made it impossible to increase retail deposits quickly (Brun-

nermeier, 2009). Several studies have therefore adopted pre-crisis dependence on interbank

funding as a proxy for bank-specific exposure to higher liquidity costs during the 2008-09 crisis

(see e.g. Iyer et al., 2014; Ongena et al., 2015; Cingano et al., 2016). We follow this literature

and in particular Ongena et al. (2015) by using a bank’s international interbank borrowing

divided by total assets – measured in December 2006 – as our proxy. We do so because domes-

tic pre-crisis interbank borrowing is arguably a poor proxy for exposure to increased liquidity

cost during the crisis, due to the prevalence of banking groups in Austria. The average ratio

of international interbank borrowing to total assets in our sample equals 10.3%; see Figure

4.6 for details. Figure 4.7 reveals that banks operating in Austria continuously reduced both

international interbank lending and borrowing after the Lehman default, which shows that they

were feeling the repercussions of the higher interbank funding rates. Certain relief was brought

by a e75 billion interbank market support program, which was part of the government’s bank-

ing package and was administered via a clearing bank that started operating in November 2008.

Credit register data

Our source of credit data is the Austrian credit register. The register documents all bank-

firm-specific credit relationships as of the end of a given month, as long as the granted credit

volume or the credit usage exceeds e350,000.13 Our sample includes foreign banks but not

firms outside of Austria. For a given bank-firm pair we observe the total credit volume across

all credit commitments the bank grants to the firm in a given month.14 This sum can include

13Credit usage may exceed the commitment volume since overdrawing may be possible, depending on the
bank-firm-specific contract.

14This includes both revocable and irrevocable commitments, but we do not observe whether or which fraction
of a commitment is revocable versus irrevocable. Furthermore, initial or remaining maturities as well as
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up to six different credit types: revolving credit lines, term loans, guarantees, leasing loans,

special purpose loans and trust loans. Over our sample period the register does not document

commitment volumes by credit type except for guarantees, but we do observe total credit usage

as well as usage by credit type. While the total commitment volume may include credit that

cannot be used flexibly or in parts (such as “classic” term loans), for all credit types the granted

amount may exceed the firm’s actual usage and this also occurs in practice. This is illustrated

by post-2012 data which documents the commitment volume by credit type; see Appendix-

Table 4.12 for details. Given the Basel framework, an increase in credit usage translates into

a higher capital requirement for the lending bank no matter which credit type is additionally

drawn down, with the only exception of trust loans. Such facilities are however quantitatively

negligible and we deal with this special case in our empirical analysis.15

The main dependent variable in our empirical analysis is the bank-firm-specific change in

the total credit commitment volume between January 2008 and December 2009. While the

choice of January 2008 as starting point comes at the cost of disregarding potential credit cuts

based on crisis warning signs in 2007, it prevents us from picking up the effect of regulatory

changes across Basel I and Basel II. December 2009 is chosen as end point because lending

standards and credit volumes continuously tightened from the borrower’s perspective until the

end of 2009 in Austria (see Figure 4.8) and due to a change in reporting requirements as of

covenants or covenant violations are not documented.
15Trust loans are used in almost 10% of bank-firm pairs in our sample but only account for 2.5% of total used

credit on average. We take care of this special credit type by controlling for the share of trust loan usage in
total credit usage at the bank-firm level in our empirical analysis and by dropping bank-firm pairs in which
Trust Loan Usage = Total Credit Usage = Total Commitment at the beginning of our sample period, as this
implies that no other credit type has been granted. Furthermore, in Appendix-Section 4.B we show that our
results are robust to excluding bank-firm pairs in which trust loan usage is positive. The reason why higher
trust loan usage does not imply a higher capital requirement for a bank is that here the bank only acts as
intermediary of a loan from a third-party entity and bears no risk.
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January 2010 that affects relevant credit register variables. In terms of sampling, we drop

bank-firm pairs in which the bank has less than 20 client firms at the beginning of January

2008. The motivation is to rule out the possibility that small banks belonging to a banking

group are not entirely independent in their credit decisions, and to focus on the most relevant

banks. As we explain in Section 4.3, our identification strategy also implies the omission of

firms borrowing from only one bank. The resulting baseline sample consists of 7,262 credit

commitments (bank-firm pairs). This sample contains mostly firms operating in non-financial

sectors, but also non-bank financial sector firms such as insurance companies.16 Our results are

robust to restricting the sample to non-financial borrowers (see Appendix-Section 4.B).

We measure the bank-firm-specific degree of credit usage in January 2008. 58% of commit-

ments in our sample are not fully used in this month. The average difference between granted

and used credit equals roughly e2 million across all commitments, and the median stands at

roughly e100,000; see Figure 4.9 for details. Across commitments that are not fully used, the

average unused credit volume equals around e4.7 million and the median e1 million. The

mean usage ratio equals 82% across all commitments and 60% across those that are not fully

used. Appendix-Table 4.11 shows that the volume of unused credit increases with a firm’s prof-

itability, sales/assets and relationship duration with the bank, and decreases with the firm’s

cash holdings and leverage. The mentioned post-2012 data suggest that unused revolving credit

lines typically make up most of the total unused credit commitment volume. For the average

bank in our sample, the aggregate unused credit volume across all granted commitments we

observe in the credit register makes up 4.4% of total assets in January 2008.

16See Appendix-Section 4.C for a list of all sectors represented in our sample and their respective share in terms
of bank-firm pairs.
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Firm balance sheet data

To study potential effects on corporate investment or employment, we use firm balance sheet

and income statement data. Such data are not available for all firms in our sample, since not all

of them are required to send data to the OeNB and not all remaining firms follow the invitation

to send data voluntarily. The result is an incomplete and unbalanced panel; in the year 2007 for

example, we have data for 76% of firms in our sample (see Table 4.1 for descriptive statistics).

In the subsample of firms for which we can compare real outcomes before and during the crisis,

larger and financially more sound firms are over-represented (see Appendix-Table 4.11).

4.3 Empirical Strategy

Our empirical specification shall capture potential changes in credit supply during the crisis

and possible heterogeneity across banks with different exposure to capital or liquidity problems

and across credit commitments with different usage levels. Therefore, we set up the following

estimating equation:

∆ln(Credit Commitmentij) = β1[US Exposurej × Unused V olumeij]

+β2[US Exposurej × Small Capital Bufferj × Unused V olumeij]

+β3[Small Capital Bufferj × Unused V olumeij]

+β4[Interbankj × Unused V olumeij]

+β5Unused V olumeij + β6Cij + fi + bj + εij (4.1)
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∆ln(Credit Commitmentij) approximates the percentage change in the credit commitment

volume granted by bank j to firm i between January 2008 and December 2009. US Exposurej

is the bank-specific ratio of US assets to total assets and Interbankj the ratio of international

interbank borrowing to total assets in December 2006. Small Capital Bufferj equals one if

the bank’s capital buffer is smaller than the median buffer.17 For ease of interpretation of our

coefficient estimates, Unused V olumeij is in most regressions a dummy variable that equals one

if the bank-firm-specific commitment is not fully used in January 2008. In selected specifications

we instead define Unused V olumeij to equal the log of the unused credit volume if this volume

is positive, and zero otherwise. Cij is a vector of bank-firm-level controls measured in January

2008 that includes the share of bank j in total credit usage of firm i, the duration of their

credit relationship in months, and a set of variables that each indicate the ratio of the usage of

a particular credit type to total credit usage.18 fi are firm fixed effects in the spirit of Khwaja

and Mian (2008). These absorb all firm-specific factors that lead to a change in the granted

credit commitment volume between January 2008 and December 2009, such as credit demand

or creditworthiness. The implication of their inclusion is that we restrict our sample to firms

that borrow from multiple banks in both January 2008 and December 2009. While this results

in disregarding around 50% of firms, commitments to these “single-bank firms” only make up

17% of the total credit commitment volume recorded in the credit register in January 2008.

This is because these firms are on average smaller and are being granted credit commitments

17We compute this median not across banks but across the 7,262 bank-firm pairs in our main sample. Thereby,
the number of bank-firm pairs associated with Small Capital Buffer = 1 is equal to the number of pairs
associated with Small Capital Buffer = 0. The subsample for which Small Capital Buffer = 1 includes 38
banks, while the subsample for which Small Capital Buffer = 0 includes 71 banks.

18See Section 4.2 and Table 4.1 for the different credit types. Relationship duration is censored at 97 months
since credit register data are only available to us from January 2000 onwards.
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that are smaller in volume. Their omission is therefore not a major concern in the context

of our study because on average, larger commitments have a greater potential to trigger a

quantitatively relevant capital buffer reduction and also imply larger liquidity risk. bj are bank

fixed effects that control for potential confounding factors at the bank level that affect a bank’s

change in credit supply between January 2008 and December 2009. Intuitively, the inclusion of

bank fixed effects implies that we analyse how credit commitments with distinct usage levels are

differently treated within a certain bank. For example, β1 +β2 indicates the impact of a rise in

US Exposure by one standard deviation for a bank with a small capital buffer on the supply of

credit commitments that are not fully used in January 2008, relative to the supply of fully-used

commitments in the same bank.19 If this marginal effect is negative and statistically significant,

then this is an indication that banks actively manage the risk of capital buffer reductions posed

by undrawn credit commitments. In Section 4.4 we discuss and perform additional specifications

which aim at verifying the validity of this interpretation. While including bank fixed effects

improves identification, it implies that we cannot include the bank-level variables of equation

(4.1) separately (i.e. non-interacted) into the specification and only estimate the described

relative effect. Relatedly, we are unable to estimate the direct impact of capital and liquidity

problems on the supply of initially fully-used commitments. To address these shortcomings, in

selected regressions we replace the bank fixed effects with a vector of bank-level controls and

also include the bank-level variables of equation (4.1) separately, at the expense of potentially

not being able to control for all bank-level confounding factors.20 We cluster standard errors

19β1 indicates conceptually the same but for banks with a large capital buffer. Note that these interpretations
hold when using our baseline definition of Unused Volumeij . The use of our alternative definition (log of
unused volume if positive and zero otherwise) implies that the estimated effects are relative to commitments
with a smaller unused volume in the same bank.

20The vector of bank controls includes a bank’s log total assets, liquid assets over total assets, return on assets,
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at both the firm and the bank level to account for possible serial correlation of errors within

these groups.

Conditional on the inclusion of firm fixed effects, there is one remaining identification as-

sumption that must hold such that our coefficients purely reflect supply rather than (also)

demand effects. Specifically, it must be that a firm does not disproportionally ask for a re-

duction (or increase) in the credit commitment volume during the crisis to those of its banks

that have particularly large or small capital and/or liquidity problems. For several reasons,

this appears unlikely. First of all, a change in credit demand in a firm arguably leads first and

foremost to a change in credit usage, rather than a request to change the committed amount.

This order is likely to hold especially in a crisis, since committed yet unused credit provides

insurance for unexpected liquidity needs which occur more frequently in crisis times. If any-

thing, a firm may ask for a reduction in the granted volume to save commitment fees, and then

perhaps do so with the bank that charges the highest fee. However, there is no clear rationale

that banks with larger capital or liquidity problems during the crisis charge higher commitment

fees in January 2008; and if such banks raise commitment fees over our sample period, then

this would be a supply rather than demand effect. Nonetheless, we address the concern of con-

founding bank-firm-specific credit demand in several robustness checks (see Appendix-Section

loan write-offs over total assets and CESEE assets over total assets. The latter is an important control due
to the exposure of some Austrian banks to the region, while the remaining variables are standard in the
literature. CESEE assets are defined analogously to US Assets and are also measured in December 2006 but
focus on 22 countries in central, eastern and southeastern Europe; see Appendix-Section 4.C for a complete
list. The liquidity ratio is measured in December 2006 and is computed as cash and balance with central banks
plus loans and advances to governments and credit institutions divided by total assets, following Jiménez et al.
(2012). As Iyer et al. (2014) point out, a high liquidity ratio helps to absorb subsequent liquidity shocks.
Return on assets (ROA) are measured as net income over average total assets in 2006, and also captures the
ability of a bank to take risk and absorb losses during a crisis besides the bank’s capital buffer (Cingano et al.,
2016). Loan write-offs are the total in 2006 and provide an indication of whether the bank is making losses
at the onset of the crisis and thus may be particularly sensitive to shocks during the crisis (Santos, 2010).
Total assets are measured in December 2006.
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4.B). Finally, note that the empirical strategy to test for credit substitution across banks and

real effects at the firm level are described in Section 4.4.5.

4.4 Results

4.4.1 Baseline results

Table 4.2 presents the results of estimating equation (4.1) (see columns 4-5) and adapted

versions (see columns 1-3). In column 1, we start with a simple specification without interaction

terms and with bank-level variables instead of bank fixed effects.21 The results show that by

itself, neither US Exposure, the size of a bank’s capital buffer nor dependence on interbank

funding has a statistically significant impact on credit commitment supply over 2008-09 for the

average bank-firm relationship (in terms of credit usage) in our sample. However, column 2

shows that a one standard deviation increase in US Exposure has a significantly more negative

effect on credit commitment supply in banks with a small capital buffer than in banks with

a large capital buffer. While this is a first indication of the importance of these variables, we

need to account for the bank-firm-specific unused credit volume to test our hypotheses. In

column 3, we thus include all interactions of equation (4.1), but still keep the bank variables as

separate regressors rather than include bank fixed effects. The results show that the negative

impact found in column 2 is driven by credit commitments that are partly or fully unused at

the onset of the crisis. Specifically, the coefficient on the triple interaction US Exposure ×

Small Capital Buffer × Unused Volume is negative and highly significant, and the marginal

21Furthermore, we add the bank-firm-specific credit usage ratio as additional control to the vector Cij (but do
not interact the ratio with any variable). The same we also do in column 2.
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effect at the bottom indicates that a one standard deviation increase in US Exposure leads

to a 11.4% supply reduction in the volume of partly or fully unused commitments if the bank

has a small capital buffer. Meanwhile, larger US Exposure does not affect the supply of partly

or fully unused credit commitments in banks with a large capital buffer, and having a small

capital buffer has no impact on the credit supply of banks with no US Exposure. These findings

are entirely consistent with our hypothesis that banks actively manage capital risk posed by

undrawn credit commitments, since banks that suffer losses during the crisis and have a small

cushion to absorb these losses are most affected by additional credit drawdowns. In column 4 we

replace the non-interacted bank variables with bank fixed effects, which leads to equation (4.1)

and thus our preferred specification for identification reasons. The coefficient on US Exposure

× Small Capital Buffer × Unused Volume (which has the same interpretation across columns

3 and 4, contrary to the marginal effects at the bottom) remains roughly similar, which implies

that the bank controls in columns 1-3 actually do a decent job in controlling for potential

confounding factors at the bank level.22 The results in column 5 show that the larger the

actual volume of unused credit, the more the credit commitment is cut by a capital-constrained

bank, i.e. a bank with larger US Exposure and a small capital buffer. Specifically, a bank

with US Exposure equal to one standard deviation and a small capital buffer cuts a partly or

fully unused credit commitment by 1.6 percentage points more as the unused credit volume in

the commitment doubles. As we show in Table 4.3, this negative effect continues to hold if

22The marginal effects in column 4 indicate effects that are relative to the supply of fully-used commitments,
while the marginal effects in column 3 do not have this relative interpretation. Nonetheless, the actual
estimates of the marginal effects on banks with larger US Exposure and a small capital buffer are similar
across columns 3 and 4. This is not surprising since the supply change in the granted volume of fully-used
commitments (more on these further below) by such banks is small (and as we verify, statistically insignificant),
as we can infer from the sum of the coefficients on US Exposure and US Exposure × Small Capital Buffer in
column 3.
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we restrict the sample to commitments that are not fully used. The key take-away, which is

consistent with banks worrying more about sizeable drawdowns, is that a larger unused volume

does not only imply a larger credit cut in absolute (Euro) terms, but also in percentage terms.

This result is another piece of evidence in favour of our hypothesis.23

In terms of implications for firms, we note that the magnitude of credit commitment cuts

does not imply acute credit constraints on the average holder of a partly or fully unused

credit commitment who borrows from a capital-constrained bank – even if the firm is fully

using all its other credit commitments. This is because the average ratio of credit usage to

the granted volume across credit commitments that are not fully used equals around 60% in

January 2008. However, capital-constrained banks reduce liquidity insurance to their borrowing

firms by reducing credit commitment supply, and the magnitude is clearly not negligible.

The results in column 3 of Table 4.2 also show that commitments that are fully used in

January 2008 are not cut by capital-constrained banks over 2008-09. This is in line with our

hypothesis since these commitments do not pose the risk of additional drawdowns. However,

also other factors may contribute to this result. For example, our data reveal that fully-used

commitments on average contain a comparatively large volume of term loans, which typically

have a longer maturity and are thus harder to cut within a given period than for instance

23Note that this result also implicitly provides a robustness check regarding confounding bank-firm-specific
credit demand. Specifically, in columns 3 and 4 it would pose an identification problem if (i) the unused credit
volume were typically larger in bank-firm pairs in which the bank is more capital- or liquidity-constrained and
(ii) lower credit demand induced firms to effectuate a reduction in the granted credit amount more often in
those banks in which it has a larger unused credit volume. However, this potential critique is not applicable
in column 5 because here the specific volume of unused credit enters the equation and is therefore controlled
for. To understand the degree of robustness, we can compare the magnitude of the coefficient estimate on US
Exposure × Small Capital Buffer × Unused Volume in column 5 to the one in column 4 by multiplying the
estimate of column 5 by the average of ln(Unused Volume) across commitments with a positive unused volume,
which equals 6.73. The computation yields -0.017 × 6.73 = -0.114, which is very similar to the estimate of
-0.106 in column 4. Therefore, the results in column 5 provide strong evidence against the described potential
identification concern.
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revolving credit lines. Furthermore, while directly freeing capital, not rolling over fully-used

commitments imposes larger financial constraints on the average firm. This may harm the

bank via affecting the firm’s health or inducing it to switch lender. However, none of these

alternative explanations speak against our hypothesis, as they do not directly imply that banks

should instead cut commitments that are not fully used.

The results in Table 4.2 also show that liquidity problems negatively affect the growth rate of

the volume of partly or fully unused commitments during the crisis. However, the coefficient on

Int’l Interbank Borrowing × Unused Volume and the marginal effect at the bottom of column 3

suggest that this only occurs relative to the supply of fully-used commitments. Specifically, we

find that banks that depend more on interbank funding significantly increase the supplied credit

volume in initially fully-used commitments over 2008-09 relative to other banks, but do not do

the same in commitments that are not fully used. This might reflect that receiving support

from the government’s interbank support package was conditional on increasing credit supply,

and in order to have more control over their liquidity position, participating banks chose to

rather increase the supply of term loans (which are usually fully-used, see Appendix-Table 4.12)

than of commitments that would be used less. To investigate this point further (and for other

reasons), in Section 4.4.3 we analyse credit supply around the peak of the interbank market

freeze, which occurred shortly after the Lehman default but before the start of the interbank

support package. Over this shorter time horizon of only two months, liquidity-constrained

banks do actually cut credit commitments with a large unused credit volume, relative to other

banks. At the same time, they do not cut or raise the granted volume of commitments that

are fully-used or have a small unused volume. Taken together, these findings and the results
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of Table 4.2 provide evidence that also liquidity-constrained banks actively manage the risk of

additional credit drawdowns during crisis times.

Finally, we observe that the coefficient on Unused Volume is always negative and statistically

significant in Table 4.2. Since in all tables we subtract the sample- (thus column-) specific

mean from all bank variables before performing the regressions, this coefficient indicates the

effect for the average bank in terms of our included bank variables.24 The negative coefficients

therefore suggest that not only credit commitment volumes offered by more capital- or liquidity-

constrained banks, but also credit volumes granted by the average bank fall between January

2008 and December 2009. It is not impossible that this at least partially reflects demand effects,

i.e. that some firms ask their banks for a smaller commitment volume to save fees on unused

credit during the crisis. However, this per se is not a threat to identification: only if firms do

so more often with more capital- or liquidity-constrained banks then the estimates on our key

interaction terms in equation (4.1) are contaminated by demand effects, and as we discuss in

Section 4.3, there is no particular reason to believe so.

4.4.2 Additional evidence

In Table 4.3 we present the results on additional specifications that provide further tests on our

hypotheses. Column 1 reveals that the capital buffer does not matter for liquidity-constrained

banks in terms of credit commitment supply. This speaks against the possibility that conditional

on a given dependence on interbank funding, weakly-capitalised banks face (considerably) larger

24Demeaning is useful because it allows us to always compare the coefficient on Unused Volume across all
columns and because it makes the computation of marginal effects more simple and transparent in the presence
of multiple interaction terms. Note that demeaning has no impact on the estimation and interpretation of
the coefficients on the interaction terms and bank-specific variables.
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liquidity constraints than other banks. More importantly, the finding further strengthens the

interpretation that US Exposure matters because it proxies for losses during the crisis, as

we also verify more directly in Appendix-Section 4.B. In columns 2-4 we incorporate a bank’s

aggregate volume of unused credit across all of its client firms in January 2008 into the analysis.

The results show that as this volume increases by one standard deviation, a bank cuts an

individual commitment with a given unused credit volume (we use our continuous version

of Unused Volumeij) by up to one percentage point more, irrespective of the bank’s crisis

exposure.25 Column 3 further provides weak evidence that more unused credit at the bank

level leads to larger credit supply cuts in capital-constrained banks: a corresponding four-

tuple interaction term that we add is negative though marginally insignificant.26 All of these

additional findings are intuitive and corroborate the hypothesis that banks actively manage

their capital position in view of exposure to unused credit. The results on an additional

interaction term we include in column 4 speak against the hypothesis that liquidity-constrained

banks reduce credit commitment supply by more if they face more aggregate unused credit.

However, the corresponding test may not have enough statistical power due to a high correlation

between aggregate unused credit and interbank funding dependence. In column 5 we return to

estimating equation (4.1) but restrict the sample to commitments that are not fully used to have

a more homogeneous sample, and again use the continuous version of Unused Volumeij. The

estimates on capital-constrained banks remain negative and statistically significant. Finally,

we note that the coefficient on Int’l Interbank Borrowing × Unused Volume turns insignificant

in column 5. This is consistent with the earlier result that over 2008-09 the supply reduction

25 In Appendix-Section 4.B we show that this effect is clearly not driven by bank size.
26We also add all other resulting relevant interactions but do not report their coefficients in column 3 to save

space.
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of partly or fully unused commitments by more liquidity-constrained banks only holds relative

to the supply of fully-used commitments (see column 3 of Table 4.2).

4.4.3 Credit commitment supply around the Lehman default

In Table 4.4 we narrow the period of analysis down to August - October 2008, the two months

around the Lehman default. This is useful for two reasons. First, the Lehman default triggered

substantial bank losses (see Figure 4.1) and a sharp rise in interbank funding rates (see Figure

4.5). Meanwhile, no other unrelated event of similar relevance occurred between August and

October 2008, and public policies responding to the Lehman default were not yet implemented

by the end of October. Second, for the short period around the Lehman default it is even more

unlikely than in our baseline period that bank-firm-specific demand confounds our results,

because the crisis had not yet fully reached Austria’s real economy. In columns 1, 2 and 3 of

Table 4.4 we repeat the analysis of columns 3, 4 and 5 of Table 4.2, respectively, but reduce the

study period to August-October 2008 (as always, assessed at end-month) and measure bank-

firm-level variables in August 2008. Based on these regressions we observe no effects on credit

commitment supply. In columns 4-6, we test the hypothesis that at this stage of the crisis, “as

a first step” constrained banks only target credit commitments with a relatively large unused

credit volume, as they pose larger capital and liquidity risk. Specifically, we define Unused

Volumeij to equal one if the unused credit volume exceeds the variable’s 25th percentile based

on positive unused volume realisations in our baseline sample (which equals around e240,000),

and zero otherwise.27 The results largely confirm the hypothesis. Over the two-month period,

27 In column 8 of Appendix-Table 4.8, we use this definition also for our baseline sample period, and find that
the results are robust to this modification.
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banks with a one standard deviation larger US Exposure and a small capital buffer reduce the

granted credit amount of commitments with a large unused credit volume by 2.1%, relative

to otherwise similar banks that also have a small capital buffer. Furthermore, a one standard

deviation increase in interbank funding dependence induces banks to cut commitments with

a large unused volume by 3.3 percent between August and October 2008 (see the marginal

effects in column 4 for both results). Again, the coefficients are roughly similar in our preferred

specification with bank fixed effects (see column 5). In column 6 we drop firms in traded

sectors, which are the first to feel the real repercussions of the crisis in the fall of 2008 (OeNB,

2009a).28 Thereby we create a sample in which, over the short time horizon we study in Table

4.4, confounding changes in the demand for granted credit volumes are even more unlikely than

in the sample of all firms. The results are even more pronounced than those on all firms in

column 5, which further dispels potential doubts about the presence of supply effects. Based

on the sample of non-traded sector firms, we find for example that a one standard deviation

rise in US Exposure induces banks with a small capital buffer to cut credit commitments with

a large unused volume by 7.6%, relative to commitments that are fully-used or have a small

unused credit volume.

Finally, Figures 4.10 and 4.11 reveal that August - October 2008 is not only the period in

which credit commitment volumes granted by constrained banks fall the most over 2008-09, but

also a period in which credit usage increases particularly strongly. Notably, revolving credit

28The excluded traded sectors are (see ÖNACE 2008 sector classification): agriculture; mining; manufacturing;
wholesale & retail trade; information & communication; financial & insurance services (we exclude banks
and other credit institutions); other economic services. The remaining non-traded sectors are: energy supply;
water supply; construction; transportation & storage; accommodation & food services; other economic ser-
vices; education; health; arts, entertainment & recreation; professional, scientific & technical activities; public
administration. Note that we use short sector names here; see Appendix-Section 4.C for the full names.
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line drawdowns rise by around 7% only between September and October 2008, an increase that

does not fall short of the rise in the US over this period (see Ivashina and Scharfstein, 2010).

This combined evidence may suggest that at least at the peak of the crisis, credit commitment

cuts are to some degree a response to actual credit drawdowns, but we cannot be sure about

this.

4.4.4 Which credit types are cut?

In the first part of this subsection we exploit the available credit register data to gain an

impression on which credit commitment types (such as revolving credit lines versus term loans)

are cut by capital- or liquidity-constrained banks. The results are presented in Table 4.5.

Column 1 repeats our baseline findings from column 4 of Table 4.2 for comparison. In column

2, we make use of the fact that we observe the granted volume of credit guarantees and estimate

equation (4.1) with the change in the log of this variable between February 2008 (the month

when data becomes available) and December 2009 as dependent variable.29 The coefficients

are close to zero and not statistically significant. In column 3, the dependent variable is

the change in log term loan usage over 2008:01 - 2009:12.30 Term loan usage provides an

indication of the granted term loan amount since these two variables are typically equivalent or

very similar.31 Again, the coefficients are relatively close to zero and statistically insignificant.

29We measure Unused Volumeij as of February 2008 in this specification. The dummy equals one if the firm has
unused volume of any credit type with the bank, as in our baseline specification. We only feature relationship
duration and the bank’s share in total credit usage of the firm (both as of 2008:02) in the vector Cij .

30The corresponding specification is equation (4.1). Again, Unused Volumeij is defined as in our baseline
specification and Cij only contains relationship duration and the bank’s share in total credit usage of the firm
(as of 2008:01).

31We infer this from the post-2012 credit register data in which the granted volume by credit type is documented.
Specifically, over 2013-2014, 82% of term loans are fully used, and the average ratio of term loan usage to the
granted term loan amount is equal to 96% (see Appendix-Table 4.12).
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Finally, in column 4 we use our standard dependent variable but restrict the sample to bank-firm

relationships in which term loan usage equals zero while revolving credit line usage is positive

(in January 2008). In this specification we use the continuous version of Unused Volumeij (log

if positive and zero otherwise), since the great majority of commitments in the resulting sample

are not fully used. Even though there are only around 200 degrees of freedom in this regression,

the coefficient on the triple interaction term US Exposure × Small Capital Buffer × Unused

Volume is statistically significant at the 10% level, and more than three times larger than the

corresponding coefficient based on our full sample (see column 5 of Table 4.2).32 Considering

that trust loans, leasing loans and special purpose loans are quantitatively unimportant (see

Table 4.1 and Appendix-Table 4.12), the overall results of Table 4.5 therefore clearly suggest

that constrained banks mostly or exclusively cut revolving credit lines.

While we do not have granular data on covenants and covenant violations, remaining matu-

rities or on whether a commitment is unconditionally cancellable (revocable), another question

that does arise is how banks in Austria “manage” to reduce credit commitment supply over

2008-09. In this regard Figure 4.13 plots the development of two common covenants over

time for Austrian firms in a European comparison, using the BACH (Bank for the Accounts

of Companies Harmonized) database. These covenants are a firm’s interest coverage ratio

(ebitda/interest on financial debt) and a leverage ratio computed as net debt/ebitda (see also

Chodorow-Reich and Falato, 2017).33 While the leverage ratio increases only slightly during the

32Note further that the estimated magnitude of the coefficient is arguably a lower bound of the true effect. This
is because revolving credit lines that are not used at all are not represented in the sample but on average
pose larger capital and liquidity risk. Over the 24 months of 2013-2014, an average of 14% of revolving credit
lines are completely unused.

33ebitda stands for earnings before interest, tax, depreciation and amortisation. Net debt equals debt minus
cash and cash equivalents. The two ratios are the principal covenants studied by Chodorow-Reich and Falato
(2017). Due to data availability, our leverage ratio differs slightly from the one in their paper. The interest
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crisis, the interest coverage ratio is markedly lower in 2008-09 compared to previous (and later)

years. Therefore, covenant violations by Austrian firms during the crisis may have provided

a non-negligible “opportunity” for their banks to reduce the volume of (conditionally revoca-

ble) credit commitments. Based on the results of Chodorow-Reich and Falato (2017) it also

appears possible that constrained banks in our sample forced a commitment reduction based

on covenant violations that were tolerated before the crisis. Furthermore, our results may be

partly driven by banks cutting unconditionally revocable commitments. In terms of empirical

relevance, the two types of revocable credit commitments together made up a fair share of total

commitment volumes at the beginning of the crisis; this is revealed by data from the public

annual reports of large Austrian banks.34 Expiring maturities are another potential candidate

for explaining the commitment volume cuts we find – in this case banks simply roll over the

commitment with a smaller granted credit volume. The reason is that 50% of the average

Austrian firm’s bank debt was due to be settled within 12 months as of end-2007. While this

share is comparable to a European average (46%), it is much higher than for example in France

(27%) or the United States, where only 10% of bank loans had a remaining maturity of less

than a year at the start of the crisis (Chodorow-Reich and Falato, 2017).35

coverage ratio must not fall below a certain value, while the leverage ratio must not exceed a certain value.
34For example, for Austria’s second-largest bank as of 2007, the share of revocable to total credit commitment

volume equalled 38% in end-2007, and rose to 53% by end-2008.
35We use the BACH database to compute the indicated statistics on Austria and other European countries.

The results on Austria are very similar when using the matched balance sheet data we have for a subset
of firms in our baseline sample: as of end-2007, we then obtain short-term bank debt ratios of 51% (simple
average across firms) and 49% (weighted average, using the firm’s relative frequency in our bank-firm sample
as weight). Based on the sample in which revolving credit lines play a larger role (see column 4 of Table 4.5),
the average ratio is even higher at 68% (69%). The reported ratios that are computed using BACH data are
a weighted average across all sectors in BACH, using the sector’s relative frequency in our baseline sample
of bank-firm pairs as weight. Besides Austria, BACH contains data on Belgium, Czech Republic, Denmark,
Germany, France, Italy, Poland, Portugal, Slovakia and Spain.
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4.4.5 Credit substitution and real effects

In this section we study whether firms can substitute “lost” credit commitment volume in a

troubled bank with additional credit from a more healthy bank (either an existing or new

lender), and analyse potential effects on firm investment and employment. To do so, we follow

the approach of previous literature, for example Cingano et al. (2016). As dependent variable

we use the change in the total credit commitment volume of a firm across all of its banks

(thus not only those in our baseline sample) between January 2008 and December 2009. On

the right-hand side, we compute weighted averages of the bank variables that we include in

column 3 of Table 4.2 across all of the firm’s banks, using the share of bank-specific credit

usage in total credit usage as a bank’s weight. To control for changes in firm-specific credit

demand or creditworthiness over our sample period, we include the estimate of the firm’s

fixed effect (i.e. of the firm dummy) from our baseline specification (see Table 4.2, column

4). Furthermore, we include a vector of firm-level controls which parallels the vector Cij in

our bank-firm-level specifications.36 The results are presented in column 1 of Table 4.6. They

indicate that firms with banks that have on average larger US Exposure and a smaller capital

buffer face a lower growth in their total credit commitment volume than firms with US-exposed

banks with a large capital buffer. In that sense, firms are not entirely unaffected by having

more capital-constrained banks, but the results merely indicate that credit growth is (not

significantly different from) zero for such firms, rather than in fact positive. In column 2

we restrict the sample to firms that (in January 2008) have unused credit volume in all of

their commitments that feature in our baseline bank-firm-level regression; in column 3 we only

36This vector includes total credit usage divided by total granted credit across all banks of the firm in January
2008, as well as firm-level ratios of usage to granted credit for the different credit types.
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include the remaining firms, which fully use at least one of those commitments. The results

show that the findings in column 1 are entirely driven by the prior type of firms, which is

in line with our bank-firm-level evidence. However, column 4 shows that the results are not

robust to the inclusion of ‘main bank fixed effects’, which control for potential unobserved

bank characteristics.37 Furthermore, columns 1-4 show no effect of reduced firm-level credit

availability for firms whose banks are on average more liquidity-constrained. Overall, the

hypothesis that firms are able to substitute away credit reductions can thus not be rejected.

In line, columns 5-8 indicate no effects on firm investment and employment, based on our

unrepresentative sample of firms for which we have information on these variables for the

relevant years.38

4.4.6 Robustness Checks

In Appendix-Section 4.B, we perform and discuss a wide range of robustness checks. Most

importantly, we show that (i) banks that are more capital- or liquidity-constrained during the

crisis do not exhibit different trends in credit commitment supply than other banks before

the crisis; and (ii) our results are robust to alternative specifications that further address the

37The ‘main bank’ of a firm is defined as the bank with the largest share in total credit usage of the firm.
Including main bank fixed effects implies that identification stems from differences in US Exposure, the
size of the capital buffer and interbank funding dependence across the remaining banks, which makes the
specification rather demanding on the data (see also Cingano et al., 2016).

38To measure effects on employment we compute the log change in the number of employees between 2007
and 2009. A drawback of this measure is that it does not capture potential reductions in working hours,
which is the main margin of employment adjustment in Austria during the 2008-09 crisis (Stiglbauer, 2010).
For investment we compute the difference in total investment in fixed assets over 2008-09 divided by total
assets in 2007 and total fixed asset investment in 2005-06 divided by total assets in 2004. On the right-hand
side we include several firm controls as well as province fixed effects (Austria is divided into nine provinces)
and sector and legal form fixed effects. Firm controls include log assets, return on assets, sales/assets,
cash holdings/assets, leverage (assets/capital), and current assets/assets. Sector fixed effects distinguish 18
principal sectors of the Austrian industry classification ÖNACE 2008 (see Appendix-Section 4.C for details).
Legal form fixed effects distinguish 12 different legal forms, of which “limited liability company”, “public
corporation” and “limited partnership” are the most common.
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potential concern of confounding bank-firm-specific credit demand.

4.5 Conclusion

In this paper we shed light on a novel channel through which bank capital regulations affect

lending to the real economy in crisis times. We departed by highlighting that exposure to

undrawn credit commitments may put a bank’s capital buffer at risk, since additional credit

drawdowns increase the size of the bank’s balance sheet. This is particularly problematic during

periods of financial distress, since the capital position of banks is then typically weakened,

raising capital is more costly and drawdowns on credit commitments are more likely. We then

showed that banks whose capital position is hit relatively hard during the 2008-09 financial crisis

and whose initial capital buffer is low reduce the risk of capital buffer reductions by substantially

cutting the volume of partly or fully unused corporate credit commitments over 2008-09. While

this is good news from the perspective of banking system stability, it implies a reduction of

liquidity insurance to firms exactly at a time in which they need it most. On the positive side,

our evidence suggests that firms are able to substitute the loss in credit via other banks and we

do not find negative real effects at the firm level. However, this result may not hold in other

countries or times in which a given financial crisis has a bigger impact. Generally speaking, our

results therefore provide an additional rationale for the regulator’s quest to strengthen bank

capital buffers, as has been done to some extent since the 2008-09 crisis. What’s more, at

least from the viewpoint of financial stability our findings justify the higher capital charge on

the unused portion of most credit commitment types in Basel III, and may call for a further

increase. This is because a higher capital charge makes banks more reluctant ex ante to grant
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excessively high credit commitment volumes that cannot be sustained during crisis times. This

in turn limits liquidity risk transfers from banks to firms and reduces the impact of potential

runs on unused credit commitments on banks in periods of financial distress. Last, but not

least, our results highlight an additional benefit of countercyclical capital buffers, since lower

minimum capital requirements during crisis times (relative to normal times) may limit credit

commitment cuts that aim at preventing capital buffer reductions. As a second contribution,

we showed that controlling for a bank’s capital position, larger liquidity problems during crisis

times induce banks to reduce the supply of partly or fully unused credit commitments to

decrease liquidity risk. The introduction of the Liquidity Coverage Ratio (LCR) in Basel III

may weaken such effects and thereby also increase financial stability.
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4.6 Tables

Table 4.1: Descriptive Statistics

Mean Median Min Max sd N
I: Bank-Firm Variables

∆ ln(Credit Commitment) 2008:01 - 2009:12 -0.047 -0.051 -8.569 7.110 0.753 7,262
Granted credit – Used credit (in ’000 e) 2,051 96.5 -428,113 529,643 15,112 7,262
...if granted credit > used credit 4,689 1,000 1 529,643 16,927 4,229
Unused Credit Volume (Dummy) 0.582 1 0 1 0.493 7,262
Unused Credit Volume (ln if positive and zero otherwise) 3.918 4.570 0 13.180 3.680 7,262
Used credit / Granted credit 0.822 0.962 0 1.815 0.404 7,262
Share of bank in total credit usage 0.289 0.209 0 1 0.270 7,262
Relationship duration in months 65.228 75 1 97 33.627 7,262
% of Revolving Credit Line usage in total credit usage 0.186 0 0 1 0.330 7,262
% of Term Loans 0.578 0.796 0 1 0.442 7,262
% of Guarantees 0.184 0 0 1 0.341 7,262
% of Trust Loans 0.025 0 0 1 0.127 7,262
% of Leasing Loans 0.011 0 0 1 0.105 7,262
% of Special Purpose Loans 0.016 0 0 1 0.122 7,262
∆ ln(Credit Commitment) 2008:08 - 2008:10 -0.005 0 -5.789 3.336 0.302 9,249
∆ ln(Credit Guarantees) 2008:02 - 2009:12 -0.044 0 -6.532 6.878 1.038 984
∆ ln(Term Loan Usage) 2008:01 - 2009:12 -0.021 -0.071 -7.575 8.029 0.788 4,008
II: Bank Variables (stats weighted based on bank frequency in sample)

Required cap. rise if full drawdowns (s.t. granted=used credit) 2008:01 0.080 0.060 -0.014 1.086 0.112 109
% Fall in capital buffer if full drawdowns 2008:01 -0.199 -0.107 -1.409 0.029 0.277 109
Net asset value gains 2008-09 / Capital Buffer 08:Q1 -0.419 -0.186 -12.29 0.680 1.226 108
US Assets / Total Assets 2006:12 0.011 0.009 0 0.051 0.010 109
US Assets / Tier 1+2 Capital 2006:Q4 0.155 0.102 0 1.412 0.176 109
US Assets / Capital Buffer 2006:Q4 0.515 0.300 0 5.754 0.668 109
International Interbank Borrowing / Total Assets 2006:12 0.103 0.076 0 0.262 0.091 109
Tier 1+2 Capital / Capital Requirement 2008:Q1 1.787 1.537 1.099 3.039 0.548 109
Tier 1+2 Capital / Risk-weighted Assets 2008:Q1 0.143 0.123 0.088 0.243 0.044 109
Tier 1 Capital / Risk-weighted Assets 2008:Q1 0.100 0.078 0.044 0.218 0.045 109
Granted credit – Used Credit 2008:01 (in ’000 e) 954,092 871,397 -83,597 3,178,949 978,004 109
(Granted credit – Used Credit) / Total Assets 2008:01 0.044 0.036 -0.009 0.211 0.038 109
Total Assets 2006:12 (in billion e) 36.001 11.325 0.155 129.920 46.395 109
Liquid Assets / Total Assets 2006:12 0.220 0.206 0.018 0.646 0.122 109
Return on Assets 2006 0.005 0.004 -0.006 0.014 0.002 109
Loan Write-offs / Total Assets 2006 0.000 0.000 0 0.004 0.000 109
CESEE Assets / Total Assets 2006:12 0.082 0.047 0 0.807 0.109 109
III: Firm Variables

Total Assets (in millon e) 134.436 27.091 1.954 4,108 416.214 1,718
Employment 279.576 82 1 23,045 964.228 1,718
Return on Assets 0.100 0.064 -0.128 0.407 0.134 1,718
Sales / Assets 1.148 1.012 0.000 3.353 0.997 1,718
Cash holdings / Assets 0.043 0.015 0.000 0.228 0.062 1,718
Assets / Capital (Leverage) 4.509 3.211 -0.539 16.505 3.960 1,718
Current Assets / Assets 0.468 0.475 0.036 0.949 0.303 1,718
Number of Banks 2008:01 4.183 3 2 60 4.481 2,266
∆ ln(Total Credit Commitment Volume) 2008:01 - 2009:12 -0.030 -0.021 -3.966 2.937 0.521 2,266
Investment 08+09/Assets 07 – Investment 05+06/Assets 04 -0.013 -0.002 -1.727 1.301 0.236 636
ln(Employment 2009) – ln(Employment 2007) 0.017 0.008 -7.199 3.549 0.473 1,084

Notes : This table provides descriptive statistics based on our sample. Granted credit – Used credit and all variables below in Panel
I, except the last three, are measured in 2008:01. Used credit / Granted credit (which is not used in the analysis and only listed for
illustration) is winsorised from above at the 5% level to reduce the impact of outliers. Relationship duration in months is censored at 97
months since we only have data from 2000:01 onwards. The usage shares of the different credit commitment types is computed based
on the 6,838 commitments for which total credit usage is larger zero (in our regressions, we define the usage shares of the remaining
7,262–6,838=424 commitments to be zero to prevent dropping these observations). Liquid Assets are those with a maturity of less than
one year. Capital Buffer refers to (Tier 1+2 Capital – Capital Requirement). Required capital rise if full drawdowns and % Fall in capital
buffer if full drawdowns are based on all commitments of the included banks observed in the credit register. The numbers are an upper
bound as the underlying assumption is that all observed credit commitments are revocable. The corresponding lower bound is half of the
indicated values, and holds assuming that all credit commitments are irrevocable and have an original maturity of more than one year.
Negative values indicate that (some of) the bank’s client firms were overdrawing their commitments in 2008:01. Firm-specific variables,
except the last four, are measured as of end-2007 and winsorised at the 5% level. Balance sheet data is not available for all firms. Numbers
that are larger than 1,000 are rounded to the nearest integer to save space.
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Table 4.2: Supply of credit commitments during the 2008-09 financial crisis

Dependent variable → ∆ln(Credit Commitmentij) 2008:01 - 2009:12

Definition of Unused Volumeij → Dummy = 1 if positive
ln(UV)

if UV>0
o/w=0

(1) (2) (3) (4) (5)
US Exposure 0.004 0.045∗ 0.026

(0.012) (0.023) (0.024)
Small Capital Buffer -0.033 0.034 -0.012

(0.024) (0.037) (0.049)
US Exposure × Small Capital Buffer -0.060∗∗ -0.009

(0.025) (0.030)
US Exposure × Small Capital Buffer × Unused Volume -0.129∗∗∗ -0.106∗∗ -0.017∗∗∗

(0.040) (0.046) (0.006)
US Exposure × Unused Volume -0.003 -0.017 0.001

(0.024) (0.024) (0.003)
Small Capital Buffer × Unused Volume -0.030 -0.019 -0.003

(0.041) (0.044) (0.007)
Int’l Interbank Borrowing 0.008 0.005 0.067∗∗

(0.026) (0.025) (0.027)
Int’l Interbank Borrowing × Unused Volume -0.108∗∗∗ -0.098∗∗∗ -0.011∗∗∗

(0.023) (0.023) (0.003)
Unused Volume -0.159∗∗∗ -0.153∗∗∗ -0.032∗∗∗

(0.022) (0.023) (0.004)
Bank-Firm Controls Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes
Bank Controls Yes Yes Yes No No
Bank FE No No No Yes Yes
Observations 7,262 7,262 7,262 7,262 7,262
# Banks 109 109 109 109 109
# Firms 2,266 2,266 2,266 2,266 2,266
Marginal Effects on credit commitment supply
(col.4: relative to commitments with no unused credit volume;
col.5: rel. to commitments with smaller unused credit volume)
1sd Rise in US Exposure if large capital buffer 0.045∗

1sd Rise in US Exposure if small capital buffer -0.016
1sd Rise in US-Exp if large c-b & comm. not fully (col.5:less) used 0.023 -0.017 0.001
1sd Rise in US-Exp if small c-b & comm. not fully (col.5:less) used -0.114∗∗∗ -0.123∗∗ -0.016∗∗∗

1sd Rise in Int’l Interb. Borr. if comm. not fully (col.5:less) used -0.040 -0.098∗∗∗ -0.011∗∗∗

Notes : This table shows the results of estimating equation (4.1) (see columns 4-5) and alternative specifications (see
columns 1-3). The dependent variable is the change in the log of the maximum amount of credit firm i can obtain from
bank j, between January 2008 and December 2009. The sample consists of credit commitments (bank-firm pairs) granted
by banks with at least 20 client firms in January 2008, to firms that borrow from at least two banks in January 2008 and
December 2009. Bank-specific variables are measured at the latest possible time in 2006, except the capital buffer, which
is measured in 2008:Q1. Small Capital Buffer equals one if the buffer is smaller than the median, based on our baseline
sample of 7,262 bank-firm pairs; it is thus a weighted median across the banks in our sample. US Exposure is defined as the
sum of securities and equity shares acquired from counterparties located in the United States and loans to US customers
– in whichever currency – divided by the bank’s total amount of securities, shares and loans. Int’l Interbank Borrowing is
scaled by total assets. All continuous bank variables are first scaled by their standard deviation in our sample of bank-firm
pairs, and all bank variables are demeaned using the column-specific sample. Unused Volume and Bank-Firm Controls are
measured in January 2008. In columns 1-2, Bank-Firm-Controls additionally includes the ratio of total credit usage to
total granted credit. Standard errors are clustered at the bank and firm level and reported in parentheses. ∗∗∗ Significant
at 1% level; ∗∗ Significant at 5% level; ∗ Significant at 10% level.
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Table 4.3: Additional Evidence

Dependent variable → ∆ ln(Credit Commitmentij) 2008:01 - 2009:12

Definition of Unused Volumeij →
Dummy=1
if positive

ln(Unused Vol.) if UV>0, otherwise =0

Sample → All Bank-Firm Relationships
R’ships
where
UV>0

(1) (2) (3) (4) (5)
US Exposure × Unused Volume -0.013 0.000 -0.000 0.017

(0.023) (0.004) (0.006) (0.013)
US Exp. × Small Capital Buffer × Unused Volume -0.130∗∗ -0.019∗∗∗ -0.018∗∗∗ -0.043∗∗

(0.051) (0.006) (0.007) (0.017)
Small Capital Buffer × Unused Volume -0.020 -0.001 -0.001 -0.001

(0.043) (0.005) (0.006) (0.015)
Int’l Interbank Borrowing × Unused Volume -0.098∗∗∗ -0.007∗ -0.007 -0.013

(0.022) (0.004) (0.005) (0.011)
Int’l Interbank Borr. × Small Cap-Buffer × Unused Vol. 0.034

(0.042)
Total Unused Volume at Bank Level × Unused Volume -0.010∗∗∗ -0.007∗∗∗ -0.008∗∗

(0.003) (0.003) (0.004)
US Exp. × Small C-B × Unused Vol. × Total Bank-Level UV -0.015 -0.014

(0.010) (0.012)
Int’l Interbank Borr. × Unused Vol. × Total Bank-Level UV 0.001

(0.006)
Unused Volume -0.150∗∗∗ -0.032∗∗∗ -0.032∗∗∗ -0.032∗∗∗ -0.064∗∗∗

(0.024) (0.004) (0.004) (0.003) (0.008)
Bank-Firm Controls Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes
Bank Controls No No No No No
Bank FE Yes Yes Yes Yes Yes
Additional Relevant Interactions NA NA Yes Yes NA
Observations 7,262 7,262 7,262 7,262 3,514
# Banks 109 109 109 109 105
# Firms 2,266 2,266 2,266 2,266 1,262
Marginal Effects on supply of partly or fully unused
credit commitments
(col.1: relative to commitments with no unused credit volume;
col.3-5: rel. to commitments with smaller unused credit volume)
1sd Rise in US Exposure if large capital buffer -0.013 NA 0.000 -0.000 0.017
1sd Rise in US Exposure if small capital buffer -0.143∗∗ NA -0.019∗∗∗ -0.019∗∗∗ -0.027∗

1sd Rise in International Interbank Borrowing -0.098∗∗∗ NA -0.007∗ -0.007 -0.013

Notes : In this table, we present the results on additional specifications to further test our hypotheses. The dependent variable
is the change in the log of the maximum amount of credit firm i can obtain from bank j, between January 2008 and December
2009. The sample consists of credit commitments (bank-firm pairs) granted by banks with at least 20 client firms in January
2008, to firms that borrow from at least two banks in January 2008 and December 2009. Bank-specific variables are measured
at the latest possible time in 2006, except (i) the capital buffer, which is measured in 2008:Q1, and (ii) Total Unused Volume
at Bank Level, which is measured in 2008:01 and equals the difference between total credit granted and total credit used
across all client firms of the bank. Small Capital Buffer equals one if the buffer is smaller than the median, based on our
baseline sample (see Table 4.2). See Table 4.2 for a description of the other bank-level explanatory variables. All continuous
bank variables are first scaled by their standard deviation based on our baseline sample (see Table 4.2), and all bank variables
are demeaned using the column-specific sample. Unused Volume and Bank-Firm Controls are measured in January 2008. In
columns 3 and 4, we include all other relevant interactions that result from the inclusion of the four-tuple interaction term,
but do not report their coefficients to save space. Standard errors are clustered at the bank and firm level and reported in
parentheses. ∗∗∗ Significant at 1% level; ∗∗ Significant at 5% level; ∗ Significant at 10% level.
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Table 4.4: Zooming in: Supply of credit commitments around the Lehman default

Dependent variable → ∆ln(Credit Commitmentij) 2008:08 - 2008:10

Definition of Unused Volumeij →
Dummy = 1

if positive

ln(UV)
if UV>0
o/w=0

Dummy=1 if > 25th percent-
ile across positive values

Sample → All Firms
Non-

Traded
(1) (2) (3) (4) (5) (6)

US Exposure -0.004 -0.020
(0.008) (0.013)

Small Capital Buffer -0.012 -0.019
(0.013) (0.014)

US Exp. × Small Capital Buffer 0.011 0.020
(0.012) (0.013)

US Exp. × Small Cap-Buffer × Unused Volume -0.012 -0.002 -0.002 -0.046∗∗ -0.041∗∗ -0.111∗∗∗

(0.021) (0.024) (0.003) (0.018) (0.018) (0.027)
US Exp. × Unused Volume -0.007 -0.016 0.000 0.025∗∗∗ 0.019∗∗ 0.035∗∗

(0.011) (0.013) (0.002) (0.009) (0.008) (0.016)
Small Capital Buffer × Unused Volume 0.010 0.025 0.002 0.003 0.010 0.007

(0.014) (0.015) (0.002) (0.014) (0.013) (0.026)
Int’l Interbank Borrowing -0.000 0.003

(0.012) (0.010)
Int’l Interbank Borrowing × Unused Volume -0.014 -0.008 -0.002 -0.036∗∗∗ -0.031∗∗∗ -0.062∗∗∗

(0.014) (0.013) (0.002) (0.011) (0.010) (0.016)
Unused Volume -0.057∗∗∗ -0.061∗∗∗ -0.011∗∗∗ -0.061∗∗∗ -0.064∗∗∗ -0.079∗∗∗

(0.009) (0.009) (0.001) (0.008) (0.008) (0.015)
Bank-Firm Controls Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes
Bank Controls Yes No No Yes No No
Bank FE No Yes Yes No Yes Yes
Observations 9,249 9,249 9,249 9,249 9,249 2,718
# Banks 110 110 110 110 110 102
# Firms 2,811 2,811 2,811 2,811 2,811 837
Marginal Effects on supply of partly or fully
unused credit commitments
(col.2: rel. to commitm. with no unused volume;
col.3: rel. to commitm. with smaller unused vol.;
col.5-6: rel. to commitm. with u. vol. < 25th pctl)
1sd Rise in US Exposure if large capital buffer -0.011 -0.016 0.000 0.004 0.019∗∗ 0.035∗∗

1sd Rise in US Exposure if small capital buffer -0.013 -0.019 -0.002 -0.021∗ -0.022 -0.076∗∗∗

1sd Rise in International Interbank Borrowing -0.015 -0.008 -0.002 -0.033∗∗∗ -0.031∗∗∗ -0.062∗∗∗

Notes : In this table, we narrow down the period of analysis to the two months around the Lehman default. The dependent
variable is the change in the log of the maximum amount of credit firm i can obtain from bank j, between August 2008 and
October 2008. Non-Traded represents the sample of firms that operate in a non-traded sector; see Section 4.4 for details.
The sample consists of credit commitments (bank-firm pairs) granted by banks with at least 20 client firms in August 2008,
to firms that borrow from at least two banks in August 2008 and October 2008. Bank-specific variables are measured at
the latest possible time in 2006, except the capital buffer, which is measured in 2008:Q1. Small Capital Buffer equals one
if the buffer is smaller than the median, based on our baseline sample (see Table 4.2). See Table 4.2 for a description of
the other bank-level explanatory variables. All continuous bank variables are first scaled by their standard deviation based
on our baseline sample (see Table 4.2), and all bank variables are demeaned using the column-specific sample. Unused
Volume and Bank-Firm Controls are measured in August 2008. Standard errors are clustered at the bank and firm level
and reported in parentheses. ∗∗∗ Significant at 1% level; ∗∗ Significant at 5% level; ∗ Significant at 10% level.
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Table 4.5: The development of different observed credit types during the 2008-09 crisis

Dependent variable →

∆ln
Total Credit
Commitm.ij
08:01-09:12

∆ln
Granted

Guaranteesij
08:02-09:12

∆ln
Term Loan

Usageij
08:01-09:12

∆ln
Total Credit
Commitm.ij
08:01-09:12

Definition of Unused Volumeij → Dummy = 1 if positive
ln(UV)

if UV>0
o/w=0

Sample → All Bank-Firm Relationships

Credit Line
but no

Term Loan
Usage

(1) (2) (3) (4)
US Exposure × Unused Volume -0.017 -0.026 0.001 0.026

(0.024) (0.193) (0.030) (0.019)
US Exposure × Small Capital Buffer × Unused Vol. -0.106∗∗ 0.020 -0.061 -0.060∗

(0.046) (0.160) (0.058) (0.034)
Small Capital Buffer × Unused Volume -0.019 -0.152 -0.046 -0.005

(0.044) (0.198) (0.065) (0.024)
Int’l Interbank Borrowing × Unused Volume -0.098∗∗∗ 0.100 -0.058 -0.013

(0.023) (0.210) (0.036) (0.018)
Unused Volume -0.153∗∗∗ 0.335∗∗∗ 0.170∗∗∗ -0.023∗

(0.023) (0.113) (0.033) (0.012)
Bank-Firm Controls Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes
Bank Controls No No No No
Bank FE Yes Yes Yes Yes
Observations 7,262 984 4,008 465
# Banks 109 51 107 46
# Firms 2,266 400 1,244 202
Marginal Effects on supply of partly or fully
unused credit commitments
(col.1-3: rel. to commitments with no unused volume;
col.4: rel. to commitments with smaller unused volume)
1sd Rise in US Exposure if large capital buffer -0.017 -0.026 0.001 0.026
1sd Rise in US Exposure if small capital buffer -0.124∗∗ -0.006 -0.060 -0.034
1sd Rise in International Interbank Borrowing -0.098∗∗∗ 0.100 -0.058 -0.013

Notes : In this table we investigate the development of different credit types, to the extent that our data permits this.
For comparison, in column 1 we repeat the baseline results of column 4 of Table 4.2. The dependent variable in column
2 is the change in the log of the maximum volume of guarantees firm i can obtain from bank j, between February 2008
(data for January is not available) and December 2009. The dependent variable in column 3 is the change in the log of
bank-firm-specific term loan usage between 2008:01 and 2009:12. In column 4, we estimate the specification of column 1
based on the sample of commitments in which term loan usage equals zero and revolving credit line usage is larger zero. In
all columns, we only include banks with at least 20 client firms at the beginning of the column-specific sample period and
firms that have at least two banks at the beginning and end of the column-specific sample period. Small Capital Buffer
equals one if the buffer is smaller than the median, based on our baseline sample (see Table 4.2). See Table 4.2 for a
description of the other bank-level explanatory variables. All continuous bank variables are first scaled by their standard
deviation based on our baseline sample (see Table 4.2), and all bank variables are demeaned using the column-specific
sample. Unused Volume and Bank-Firm Controls are measured in January 2008 in columns 1, 3 and 4 and in February
2008 in column 2. In columns 2 and 3, Bank-Firm Controls only includes relationship duration and the bank’s share in
total credit usage of the firm. Standard errors are clustered at the bank and firm level and reported in parentheses. ∗∗∗

Significant at 1% level; ∗∗ Significant at 5% level; ∗ Significant at 10% level.
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Appendix 4.A Figures

Figure 4.1: Bank-level net asset value gains, 2005-2010
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(Scaled by Capital Buffer in 2008:Q1)
Net Asset Value Gains 2005-2010

Notes : This figure shows the distribution of the sum of total loan write-offs and net gains
on security and equity share holdings, scaled by the bank’s capital buffer at the end of the
first quarter of 2008, at the bank level across all banks in our baseline sample. The buffer is
computed as the difference between the bank’s Tier 1 + Tier 2 capital holdings and its minimum
capital requirement. For each month over our time period, the graph shows the 25th and 75th

percentile as well as the median. The underlying sample is the 7,262 credit commitments of
our main sample, thus the realisation of a bank is weighted based on its number of client firms.
Net gains on security holdings and equity shares are not affected by transactions or exchange
rate changes but solely reflect changes in market values. June 2005 is chosen as starting point
because data becomes available in this month. Source: OeNB.
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Figure 4.2: CDS spreads and stock market performance of Austrian banks

Notes : This graph is borrowed from OeNB (2009b). The left panel shows the development of
Credit Default Swaps (CDS) spreads of three major Austrian banks. The right panel displays
the development of two Austrian banks’ and the overall Austrian stock market performance,
in an international comparison. ITRAXX SR FINANCIAL 5Y CDS index is the brand name
for the family of credit default swap index products covering different regions – the present
graph plots the European index. The ATX index is the most important stock market index of
the Vienna Stock Exchange. The Dow Jones EURO STOXX Banks Index is an index of stock
market prices of the major banks within the European Union, and is weighted based on the
market capitalisation of the included banks. SR stands for senior debt.
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Figure 4.3: Distribution of US Assets / Total Assets

Notes : This figure displays the distribution of the bank-level variable US Assets / Total Assets
in December 2006. The underlying sample is the 7,262 bank-firm pairs of our main sample,
thus the realisation of a bank is weighted based on its number of client firms. The blue vertical
line indicates the median across our sample, while the red vertical line displays the mean. The
height of a given bar indicates the fraction of credit commitments granted by banks for which
US Assets / Total Assets lies within the given interval of width 0.002. Source: OeNB.



4.A. Figures 227

Figure 4.4: Distribution of Tier 1+2 Capital / Capital Requirement

Notes : This figure displays the distribution of the ratio that provides the basis for computing
our dummy variable Small Capital Buffer. The underlying sample is the 7,262 bank-firm pairs
of our main sample, thus the realisation of a bank is weighted based on its number of client
firms. The blue vertical line indicates the median (below which a bank has Small Capital
Buffer=1), while the red vertical line displays the mean. The height of a given bar indicates
the fraction of credit commitments granted by banks for which Tier 1 + 2 Capital / Capital
Requirement lies within the given interval of width 0.2. For illustrative purposes, the data are
winsorised from above at the 99% level, but the mean and median are computed based on the
original data. Source: OeNB.
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Figure 4.5: The cost of interbank funding 2007-2009

Notes : This figure is borrowed from Cingano et al. (2016) and depicts the spread between
the unsecured (“Euribor”) and secured (“Eurepo”) interbank lending rates between 2007 and
2009 for different maturities. Original source: European Central Bank.
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Figure 4.6: Distribution of International Interbank Borrowing / Total Assets

Notes : This figure displays the distribution of International Interbank Borrowing / Total Assets
in December 2006. The underlying sample is the 7,262 bank-firm pairs of our main sample,
thus the realisation of a bank is weighted based on its number of client firms. The blue vertical
line indicates the median across our sample, while the red vertical line displays the mean. The
height of a given bar indicates the fraction of credit commitments granted by banks for which
International Interbank Borrowing / Total Assets lies within the given interval of width 0.02.
For illustrative purposes, the data are winsorised from above at the 99% level, but the mean
and median are computed based on the original data. Source: OeNB.
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Figure 4.7: International interbank borrowing and lending 2005-2010

Notes : This figure depicts the development of total international interbank borrowing and
lending, respectively, across all banks operating in Austria. Both series are scaled by total
international interbank borrowing in January 2005, and then multiplied by 100. Source:
OeNB.
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Figure 4.8: Lending standards and volumes of Austrian banks

Notes : This figure depicts lending standards of Austrian banks over time based on data
from the Austrian version of the Euro area bank lending survey, administered by the
European Central Bank. Furthermore, the figure shows the development of credit volumes
(as reported by the bank), in relative terms to the previous quarter. A negative number
indicates a deterioration/tightening from the perspective of the borrower compared to the
previous quarter. The larger the magnitude of the negative number, the stronger the
deterioration/tightening. Source: OeNB.
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Figure 4.9: Distribution of (granted credit – used credit) at the bank-firm level

Notes : This figure shows the distribution of the difference between granted credit and used
credit in thousand Euros across our main sample of 7,262 credit commitments (bank-firm
pairs). The blue vertical line indicates the median, while the red vertical line displays the
mean. The height of a given bar indicates the fraction of credit commitments that have a given
unused credit volume within the given interval of e200,000. Note that the x-axis tick to the
left of the tick showing the median of 96.5 indicates zero. The mass of commitments in the
negative range are being overdrawn by the respective firms. For illustrative purposes, the data
are winsorised at the 95% level, but the mean and median are computed based on the original
data. Source: OeNB.
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Figure 4.10: Credit usage by type 2008-2009

Notes : In this figure we plot the development of the usage of total credit and of the three most
important credit types, which jointly make up about 95% of total credit usage (see Table 4.1),
over 2008-2009. The basis for computing the respective sums is our baseline sample of 7,262
credit commitments (bank-firm pairs). The volumes are normalised by the respective usage
volume in January 2008. Note that increased usage of credit guarantees does not reflect that
the bank actually steps in and repays debt of the firm to another party. Rather, it reflects that
the firm makes use of the option to have the bank do so in case this is needed. Used guarantees
in this exact sense (thus the bank has not yet stepped in to repay the debt) are fully on the
bank’s balance sheet, same as for example the used portion of a revolving credit line. Source:
OeNB.
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Figure 4.11: Credit commitment volumes 2008-2009
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Notes : In this figure we plot the development of granted credit volumes between January
2008 and December 2009 for different types of banks and credit commitments. The basis for
computing the respective sums is our baseline sample of 7,262 credit commitments (bank-firm
pairs). The volumes are normalised by the granted volume in January 2008. High stands for
above-median, based on the baseline sample of 7,262 commitments. Low and Small stand for
below-median, based on the same sample. Source: OeNB.
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Figure 4.12: Credit commitment volume and usage 2008-2009

Notes : In these four graphs we plot the development of granted credit volumes and usage levels
over 2008:01 - 2009:12 for different types of banks and credit commitments. The top-left graph
shows the total granted credit volume as well as the total usage across all banks and firms in the
sample based on which we estimate our main specification. Both the granted volume and credit
usage are normalised by the granted volume in January 2008, same as in the other graphs. In
the top-right graph, we plot the total granted credit volume and usage of credit commitments
that are not fully used and are granted by banks with above-median US Exposure; in the
bottom-left graph we further restrict banks to those with a below-median capital buffer. In the
bottom-right graph we focus on credit commitments that are not fully used and are granted
by banks with above-median dependence on international interbank funding. In all cases, the
median is computed based on our baseline sample of 7,262 credit commitments. Source: OeNB.
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Figure 4.13: Development of common covenants over time
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Notes : The top two graphs show the development of common covenants over 2004-2012. The
bottom two graphs reveal the driving forces of these covenant developments. Data is obtained
from the BACH (Bank for the Accounts of Companies Harmonized) database, which contains
aggregated and harmonized information on the annual accounts of the non-financial corpora-
tions of selected European countries. Besides the Austrian data, for comparison we also plot
the simple average development across the five other countries for which data is available over
2004-2012: Belgium, Czech Republic, France, Portugal and Spain. EBITDA stands for earn-
ings before interest, tax, depreciation and amortisation. Net debt equals debt minus cash and
cash equivalents. A single country-year realisation is computed on the basis of sector-specific
values. In particular, we compute a weighted average across all sectors for a given country-year;
the weight assigned to a specific sector equals its share across the credit commitments in our
baseline sample that are granted to firms in non-financial sectors (which is true for around 75%
of commitments). A given sector-year realisation represents firms of all sizes.
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Appendix 4.B Robustness Checks

Testing for common trends before the crisis

We can only interpret our coefficients as reflecting active credit commitment management by

banks in order to lower capital or liquidity risk during a financial crisis if our key explanatory

variables do not affect lending in normal times. Specifically, it is necessary that we observe a

common trend in the supply of partly or fully unused credit commitments before 2008-09 across

banks with different capital and/or liquidity concerns during the crisis. We test whether this

is the case by regressing the change in the credit commitment volume granted by bank j to

firm i between January 2005 and December 2006 on the right-hand side variables of equation

(4.1). The motivation for choosing this early period and thus disregarding the year 2007 is to

avoid picking up the impact of regulatory changes due to the (partial) implementation of Basel

II in January 2007. The bank-specific regressors are measured at the same time as in our main

specification to ensure that the “treatment” is equally defined. Bank-firm-specific variables are

measured in January 2005. The results are reported in column 1 of Table 4.7. The hypothesis

that the lending behavior of “treated” and “non-treated” banks follow the same trend before

the crisis cannot be rejected; all interaction terms and marginal effects are not significantly

different from zero. In column 2, we only include the aggregate volume of unused credit at the

bank level (same as in column 2 of Table 4.3) as of January 2005, and derive the same conclu-

sions. Interestingly, the results in both column 1 and 2 of Table 4.7 show that the volume of

partly or fully unused credit commitments granted by the average bank (in terms of 2008-09

crisis exposure) significantly falls over 2005-06, similarly as over 2008-09 (see Table 4.2). In

order to check whether this may be explained by seasonality, in column 3 we analyse the period
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December 2004 - December 2006, but the coefficient remains virtually identical. Therefore, the

results might indicate a supply-driven anticipation effect of the implementation of (most of)

Basel II in January 2007, which made unused credit more expensive for banks as it was required

to be backed by more capital. In columns 4 and 5 we re-estimate the specifications underlying

columns 5 and 6 of Table 4.4, respectively, for the period August - October 2006. Again the

interaction terms and marginal effects are insignificant, providing further evidence of common

credit supply trends before the crisis.39

Bank-firm-specific credit demand

The success of firm fixed effects in controlling for confounding firm-level credit demand hinges

on an assumption. Specifically, it is necessary that in 2008-09 a firm does not disproportionally

ask those of its banks with particularly large or small capital or liquidity problems during the

crisis for a modification of the granted credit commitment volume. As we discuss in Section 4.3,

there is no particular reason to believe so, but nonetheless we estimate three robustness checks

on the results of Table 4.2 to further address such concerns. In our first check (see column

2 of Table 4.8; column 1 reports the baseline results of column 4 of Table 4.2) we compare

credit commitment supply in bank relationships that are relatively similar to each other in a

given firm and thus might be characterised by more similar firm demand patterns during the

crisis. This is achieved by adding interaction terms of the firm fixed effects and a dummy

which takes the value one if a positive fraction of the credit commitment is used as a revolving

credit line in January 2008, which holds true for 39% of commitments. While the coefficient

39Also in columns 4-5, the coefficient on Unused Volume is negative and statistically significant, which again
might indicate an anticipation effect of the Basel II implementation.
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on the triple interaction term US Exposure × Small Capital Buffer × Unused Volume turns

marginally insignificant, this is driven more by an increase in the standard error following a

reduction in degrees of freedom by around 25% than by a reduction in the coefficient size.

Therefore, it appears fair to conclude that our results pass this robustness check. Another way

to address confounding demand effects is to study a more homogeneous sub-sample of credit

commitments with regard to the unused credit volume. The underlying idea is that bank-firm

demand is also more homogeneous in such a sample, and thus any potential correlation between

bank-firm demand and the bank variables in equation (4.1) also becomes less of a concern. Our

first specification in this spirit is in fact estimated in column 5 of Table 4.3, where we only

include the sub-sample of commitments that are not fully used and use the continuous version

of Unused Volumeij (log if positive and zero otherwise). Another, more simplistic approach

is to exclude fully-used commitments and also entirely drop Unused Volumeij from equation

(4.1), and instead estimate the specification underlying column 2 of Table 4.2. The results

on this regression are presented in column 3 of Table 4.8. In column 4 we estimate a similar

specification which takes the idea of a homogeneous sample one step further by only including

commitments with an unused volume above e1 million, which is the median across partly or

fully unused commitments based on our baseline sample. In both columns the interaction term

US Exposure × Small Capital Buffer is negative and highly significant, which provides further

evidence that our baseline results reflect credit commitment supply cuts by capital-constrained

banks. The coefficients on Int’l Interbank Borrowing are negative but not statistically signifi-

cant, which parallels the results in column 5 of Table 4.3 and is consistent with the discussed

results in column 3 of Table 4.2.
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Other robustness checks

In column 5 of Table 4.8 we include all banks into the sample, thus also those with less than

20 client firms in January 2008. In column 6 we measure the ratio underlying the computation

of Small Capital Buffer as of (the end of) 2006:Q4, in order to parallel the timing of our other

bank-specific variables. In column 7 we exclude credit commitments with a positive usage of

trust loans, for which it is not true that an increase in drawdowns leads to a capital ratio

reduction for the granting bank (see footnote 15 in the main text). In column 8 we re-define

Unused Volumeij to equal one if the unused credit volume exceeds the variable’s 25th percentile

among positive realisations in our main sample – which equals e285,000 – and zero otherwise.

In column 9 we restrict the sample to non-financial firms (borrowers). The results are robust

to all of these modifications.

Robustness checks on results in Table 4.3: Bank-level unused credit volume and bank size

In columns 2-4 of Table 4.3, we include a bank’s aggregate unused credit volume across all of its

client firms into our specification. We do not scale this variable by bank size or another variable

in order to parallel our unscaled continuous measurement of Unused Volumeij in columns 2-4 of

Table 4.3. While this implies that our measure is positively correlated with bank size, here we

show that bank size is clearly not driving the findings in Table 4.3. The results are presented

in Table 4.9. In column 1, we repeat the results of column 2 of Table 4.3 for comparison. In

column 2, we regress the dependent variable of Table 4.3 on the interaction of Unused Volumeij

and bank size (measured by total assets), as well as the vector Cij and the fixed effects of

equation (4.1). The results show that larger banks do not cut credit commitments with a given
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unused volume by more than others over 2008-09. In column 3, we additionally include Total

Unused Volume at Bank Level × Unused Volume. The results show that a one standard devia-

tion increase in aggregate unused credit at the bank level leads to a 0.9 percentage point larger

cut in the volume of an individual credit commitment with a given unused credit volume. The

magnitude and statistical significance of this effect are very similar to column 2 of Table 4.3.

Furthermore, column 3 of Table 4.9 again reveals no effect of bank size on credit commitment

supply.

US asset holdings and gains and losses over time

In this subsection we show that higher US asset holdings at the onset of the crisis are signifi-

cantly associated with larger total losses during the crisis. This analysis is based on confidential

monthly data on write-offs on loans and net value gains on security holdings and equity shares

at the bank level. By definition, net gains on security holdings and equity shares are not

affected by transactions or exchange rate changes, but instead solely reflect changes in the

market value of the underlying assets. We compute the bank-specific sum of net value gains

on security holdings and equity shares minus write-offs on loans (“net gains” in the following)

over the 24 months of 2008 and 2009. This is regressed on the sum of US securities, equity

shares and loans on the bank’s balance sheet in December 2006. Both variables are measured

in Euros rather than in logs because net asset value gains may be positive or negative, and

not all banks hold US assets. The results are reported in Table 4.10. In column 1 we include

all banks for which data exists, while in column 2 we restrict the sample to the 109 banks

that are included as lenders in our baseline sample of 7,262 credit commitments. In column
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3 we perform a weighted regression, in which a bank’s weight equals its relative frequency as

lender in our baseline sample. The coefficient is negative and statistically significant in all

three columns. The coefficient in our preferred specification (see column 3) indicates that a e1

increase in pre-crisis US asset holdings is on average associated with a e2.1 loss during the crisis.
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Table 4.7: Robustness check: Common trends pre-crisis?

Dependent variable →

∆ln
Credit

Commitmentij
05:01 - 06:12

∆ln
Credit
Comm.ij

04:12-06:12

∆ln
Credit

Commitmentij
06:08 - 06:10

Definition of Unused Volumeij →
= 1 if

positive

ln(UV)
if UV>0
o/w=0

= 1 if
positive

= 1 if > 25th percentile
across positive values

Sample → All Firms
Non-

Traded

(1) (2) (3) (4) (5)
US Exposure × Unused Volume 0.002 -0.007 0.002 -0.007

(0.023) (0.028) (0.010) (0.018)
US Exposure × Small Capital Buffer × Unused Vol. 0.003 0.045 0.012 0.020

(0.045) (0.055) (0.018) (0.031)
Small Capital Buffer × Unused Volume -0.032 -0.053 0.010 0.021

(0.042) (0.042) (0.018) (0.032)
Int’l Interbank Borrowing × Unused Vol. -0.032 -0.017 -0.012 0.001

(0.030) (0.031) (0.013) (0.016)
Total Unused Volume at Bank Level × Unused Vol. -0.001

(0.002)
Unused Volume -0.096∗∗∗ -0.022∗∗∗ -0.096∗∗∗ -0.043∗∗∗ -0.067∗∗∗

(0.022) (0.004) (0.024) (0.010) (0.019)
Bank-Firm Controls Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes
Bank Controls No No No No No
Bank FE Yes Yes Yes Yes Yes
Observations 6,811 6,811 6,689 9,061 2,869
# Banks 100 100 99 105 100
# Firms 2,100 2,100 2,062 2,676 781
Marginal Effects on supply of partly or fully
unused credit commitments
(col.1&3: rel. to commitm. with no unused volume;
col.4-5: rel. to commitm. with unused vol.<25th pctl)
1sd Rise in US Exposure if large capital buffer 0.002 NA -0.007 0.002 -0.007
1sd Rise in US Exposure if small capital buffer 0.005 NA 0.038 0.013 0.013
1sd Rise in Int’l Interbank Borrowing -0.032 NA -0.017 -0.012 0.001

Notes : In this table, we test for common trends in the supply of credit commitment volumes before the crisis across more
versus less capital- or liquidity-constrained banks during the crisis. In columns 1 and 2, the dependent variable is the change
in the log of the maximum amount of credit firm i can obtain from bank j, between 2005:01 and 2006:12. The sample
consists of credit commitments granted by banks with at least 20 client firms in 2005:01, to firms that borrow from at least
two banks in 2005:01 and 2006:12. In column 3 we compute the dependent variable over the horizon 2004:12 - 2006:12
and in columns 4-5 we do so for the period 2006:08 - 2006:10. As in our main specification, in all columns bank-specific
variables are measured at the latest possible time in 2006, apart from the bank’s capital buffer (2008:Q1) and Total Unused
Volume at Bank Level (2008:01). Small Capital Buffer equals one if the buffer is smaller than the median, based on our
baseline sample (see Table 4.2). See Tables 4.2 and 4.3 for a description of the other bank-level explanatory variables. All
continuous bank variables are first scaled by their standard deviation based on our baseline sample, and all bank variables
are demeaned using the column-specific sample. Unused Volume and Bank-Firm Controls are measured in 2005:01 (columns
1-2), 2004:12 (column 3) or 2006:08 (columns 4-5), respectively. Standard errors are clustered at the bank and firm level
and reported in parentheses. ∗∗∗ Significant at 1% level; ∗∗ Significant at 5% level; ∗ Significant at 10% level.
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Table 4.9: Robustness check: Credit commitment supply, bank-level unused credit and bank
size

Dependent variable → ∆ln(Credit Commitmentij) 08:01 - 09:12

Definition of Unused Volumeij → ln(Unused Vol.) if UV>0, otherwise =0

(1) (2) (3)
Total Unused Volume at Bank Level × Unused Volume -0.010∗∗∗ -0.009∗∗∗

(0.003) (0.003)
Bank Assets × Unused Volume -0.006 -0.004

(0.004) (0.004)
Unused Volume -0.032∗∗∗ -0.032∗∗∗ -0.031∗∗∗

(0.004) (0.004) (0.004)
Bank-Firm Controls Yes Yes Yes
Firm FE Yes Yes Yes
Bank Controls No No No
Bank FE Yes Yes Yes
Observations 7,262 7,262 7,262
# Banks 109 109 109
# Firms 2,266 2,266 2,266

Notes : In this table, we perform two robustness checks on the results in column 2 of Table
4.3, which are repeated in column 1 of this table for comparison. Total Unused Volume at
Bank Level equals the difference between total granted credit and total used credit across all
client firms of the bank. All bank variables are first scaled by their standard deviation in our
sample, and then demeaned using the column-specific sample. Standard errors are clustered at
the bank and firm level and reported in parentheses. ∗∗∗ Significant at 1% level; ∗∗ Significant
at 5% level; ∗ Significant at 10% level.
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Table 4.10: Bank-level US assets and gains and losses during the crisis

Dependent Variable → Net Total Asset Value Gains 2008-09j

Sample → All Banks Banks in our sample

Weighting → All banks have equal weight
Weighted using

frequency of bank
in main sample

(1) (2) (3)
US Assets 2006:12 -1.303∗ -1.328∗ -2.061∗∗∗

(0.665) (0.678) (0.434)
Observations (Banks) 347 108 108

Notes : In this table, we analyse the correlation between pre-crisis US asset holdings and total
net asset value gains during the crisis at the bank level. The latter variable specifically equals
the total net asset value gains incurred by a bank due to changes in the market value of securities
and equity share holdings (but not due to exchange rate changes) and/or write-offs of loans over
the 24 months of 2008-09. US Assets equals the sum of US securities, equity shares and loans
on the bank’s balance sheet, in whichever currency. Both variables are measured in Euros. In
column 1, we include all banks operating in Austria that are required to report the relevant
data. In column 2, we restrict the sample to those banks that feature in our baseline sample
of 7,262 credit commitments (see Table 4.2, and note that one of the 109 banks is omitted due
to lack of data on net asset value gains and loan write-offs). In column 3, we weight every
observation by the relative frequency (thus number of client firms) of the bank as lender in
that baseline sample. Robust standard errors are reported in parentheses. ∗∗∗ Significant at
1% level; ∗∗ Significant at 5% level; ∗ Significant at 10% level.
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Appendix 4.C Data Appendix

Table 4.11: Firm-level determinants of unused credit volume and balance sheet data availab.

Dependent variable →
ln(UV)

if UV>0
o/w =0

∆ Inv.
not miss.

∆ Empl.
not miss.

(1) (2) (3)
Return on Assets 0.236∗∗∗ 0.032∗∗ 0.044∗∗∗

(0.074) (0.013) (0.013)
Assets 0.040 0.032∗∗ 0.048∗∗∗

(0.069) (0.012) (0.010)
Sales / Assets 0.412∗∗∗ 0.006 0.097∗∗∗

(0.099) (0.016) (0.015)
Cash Holdings / Assets -0.206∗∗∗ -0.032∗∗ -0.004

(0.076) (0.012) (0.011)
Assets / Capital (Leverage) -0.178∗∗∗ -0.055∗∗∗ -0.059∗∗∗

(0.064) (0.011) (0.012)
Current Assets / Assets -0.092 0.079∗∗∗ 0.066∗∗∗

(0.097) (0.016) (0.016)
Relationship Duration 0.337∗∗∗

(0.071)
Bank FE Yes No No
Observations 5,650 1,718 1,718
# Firms 1,718 1,718 1,718
# Banks 109 NA NA

Notes : This table analyses the respective correlation between three variables of interest and
firm characteristics. Our analysis is based on the 7,262 bank-firm relationships that feature in
our main sample, though not all of them enter the specification due to limited firm-level data
availability. The dependent variable in column 1 is measured in January 2008. ∆ Inv. not miss.
equals one if for the specific firm we are able to compute the dependent variable of columns
5-6 of Table 4.6, and zero otherwise. ∆ Empl. not miss. equals one if we are able to compute
the dependent variable of columns 7-8 of Table 4.6. The sample in columns 2 and 3 consists
of the 1,718 firms in our baseline sample for which balance sheet data is available for the year
2007. Firm balance sheet variables are measured at the end of 2007, winsorised at the 5%
level and scaled by their standard deviation based on the sample of 1,718 firms. Relationship
Duration is measured in January 2008, censored at 97 months (since credit register data are
only available to us from January 2000 onwards) and scaled by its standard deviation based
on our baseline sample of 7,262 credit commitments. See Table 4.1 for the standard deviation
of the used variables. Standard errors are reported in parentheses and are cluster-robust at
the bank and firm level in column 1 and robust in columns 2-3. ∗∗∗ Significant at 1% level; ∗∗

Significant at 5% level; ∗ Significant at 10% level.
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Table 4.12: Additional descriptive statistics for the period 2013-2014

Mean Median Min Max sd N
I: Used / Granted

Credit by Credit Type

Total 0.808 0.976 0 1.001 0.296 482,109
Revolving Credit Lines 0.501 0.556 0 1 0.416 258,575
Term Loans 0.958 1 0 1 0.158 330,123
Guarantees 0.786 1 0 1 0.324 168,289
Trust Loans 0.882 1 0 1 0.267 7,724
Leasing Loans 0.999 1 0 1 0.028 5,957
Special Purpose Loans 0.945 1 0 1.008 0.145 10,654

II: Contribution to
Unused Credit Volume
in % by Credit Type

Revolving Credit Lines 0.670 1 0 1 0.436 275,382
Term Loans 0.149 0 0 1 0.340 275,382
Guarantees 0.160 0 0 1 0.333 275,382
Trust Loans 0.006 0 0 1 0.069 275,382
Leasing Loans 0.000 0 0 1 0.008 275,382
Special Purpose Loans 0.016 0 0 1 0.123 275,382

Notes : From 2013 onwards, the Austrian Credit Register also contains information on the
granted credit volume by credit type. We pool the monthly data over the 24 months January
2013 - December 2014 (the latter is the last month for which data are available to us) and
compute descriptive statistics, which are presented in this table. Used / Granted Credit in
Panel I is winsorised from above at the 5% level to reduce the impact of outliers on the
statistics. The statistics in Panel II are based on commitments in which the total unused credit
volume is larger zero.

Sectors of the firms (borrowers) in our baseline sample

Firms in our baseline sample of bank-firm pairs operate in the following sectors (ÖNACE

2008 sector classification): manufacturing (26% of bank-firm pairs); financial and insurance

services (we exclude banks and other credit institutions) (24%); wholesale and retail trade,

repair of motor vehicles and motorcycles (16%); professional, scientific and technical activities

(7%); construction (7%); transportation and storage (6%); accommodation and food services
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(3%); electricity, gas, steam and air-conditioning supply (2%); other economic services (2%);

water supply, sewerage, waste management and remediation (2%); information and communi-

cation (1%); human health and social work activities (<1%); other services (<1%); mining and

quarrying (<1%); arts, entertainment and recreation (<1%); agriculture, forestry and fishing

(<1%); education (<1%); public administration and defence, compulsory social security (<1%).

List of CESEE countries

Albania, Azerbaijan, Bulgaria, Belarus, Croatia, Czech Republic, Estonia, Georgia, Hungary,

Kazakhstan, Kyrgyzstan, Latvia, Lithuania, Macedonia, Moldova, Montenegro, Poland, Ro-

mania, Russia, Serbia, Slovakia, Slovenia.

Tracking bank mergers and changes in bank identifiers

We track bank mergers and split-ups and resulting changes in bank identifiers over 2004-2009.

For our main specification, we track changes between January 2008 and December 2009. Data

on bank mergers, splits and identifier changes is provided by the OeNB. While especially mergers

have been quite common over 2004-2009 (around 10 cases per year), the typical merger is a

very small bank (which hardly appears in the credit register) being taken over by a larger bank.

Therefore, it turns out that in practice there is no case of a merger that we have to consider in

our analysis.

In the case of bank splits, by which we mean bank j splitting from bank k such that both j

and k remain thereafter, several cases must be distinguished. If firm i has a credit commitment

with k in January 2008 and a commitment with only k in December 2009, we ignore the split.

If firm i has a credit commitment with k in January 2008 and a credit commitment with only
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j in December 2009, we treat j and k as one bank, from the perspective of i (one case=split,

which affects 47 credit commitments). If i has a credit commitment with k in January 2008 and

credit commitments with both j and k in December 2009, we sum all commitment variables

across j and k for December 2009 (one split, which affects 27 commitments).
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Conclusion

In this dissertation I have analysed the economic consequences of macroeconomic, political and

financial shocks on non-financial firms. Since these firms crucially shape the real economy of

most economies of the world, my analysis has clear macroeconomic implications. At the same

time, in terms of methodology I have exploited the advantages of using highly granular micro-

data, which give a plausibly causal interpretation to the coefficient estimates in this thesis. A

key finding of my dissertation is that the effect of a given shock varies greatly across different

types of firms and across different regions in which the firm is located, even within one country.

For example, I find that producers of non-traded goods are able to benefit from a mining boom

in their region even if local wages are pushed up by the mining sector. To the contrary, traded

goods producers are not able to do so because they cannot pass on higher wages to consumers,

and thus significantly reduce employment if a mining boom leads to an increase in local wages.

In a similar vein and again based on Indonesian data, I present evidence that a political regime

change from dictatorship to democracy especially impacts large, exporting and foreign-owned
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manufacturing firms. I also present several reasons for this, which are relevant especially for

developing countries. These findings provide important information for policymakers since the

mentioned types of firms are often considered to be particularly relevant for overall economic

growth. Identifying such fine differences across firms would not be possible without the use

of highly granular data and suitable identification strategies throughout the thesis, and helps

policymakers to design more targeted and suitable interventions. The findings of Chapter 2

for example suggest that a more continuous growth pattern of exporting manufacturing firms

– which tend to be particularly important for overall economic growth – would be achieved by

a stimulus package to such firms in mineral-rich regions during periods of high minerals prices.

While I believe that my dissertation does a good job in answering the defined research

questions, needless to say there are also several limitations worth discussing. To a large extent,

these shortcomings are manifested in the inability to pin down certain channels or mechanisms

even more convincingly, and arise due to lack of appropriate data. Chapter 2 for example would

benefit from granular panel data on mining wages and mining employment in Indonesia, as this

would allow to test more directly whether and to what extent these two variables increase

during different types of mining booms. To my knowledge, there is in general very scarce

empirical evidence on the elasticity of supply of minerals mining and potential heterogeneity

across different minerals in this regard, which future research will hopefully change. The

conclusions in Chapter 4 could be sharper if we had data on granted commitments at the

specific credit type level or information on the maturity of individual credit commitments.

More conceptually, Chapter 4 leaves the question of the optimal capital charge on unused credit

commitments unanswered. In particular, while our results suggest that the increased charge via
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the implementation of Basel III was a good decision and will enhance future financial stability,

it remains unclear whether this increase was large enough. Future research by myself or others

should try to present numbers and optimal solutions in the context of this fundamental trade-off

between stability and growth, both in the specific application of Chapter 4 and more generally.

All three chapters rely on a difference-in-difference (DiD) estimator to identify plausibly

causal effects. Considering the rising popularity of other methods in the economics science such

as regression discontinuity design (RDD) or randomized controlled trials (RCT), the question

arises if DiD is the optimal technique to address the questions of this thesis. I argue that the

answer is generally yes. On the one hand, it is true for example that the causal interpretation

of the coefficients in Chapter 3 would be stronger if mayors with different education levels had

been randomly assigned across Indonesian districts in an RCT fashion – despite the limitations

of the method (see e.g. Deaton and Cartwright, 2018). However, this would obviously be

a huge intervention that could not be justified by the provision of a cleaner answer to my

research question, and would also be in sharp conflict with democratisation. More generally,

the use of RCTs is more realistic when the treatment is at the individual person or firm level

(for example within one region) rather than at the regional level as in Chapters 2 and 3. In

Chapter 4, it would improve identification if exposure to a financial crisis or even adherence to

Basel regulations could be randomly assigned across banks, but again the economic and ethical

consequences of both would clearly outweigh the benefits. Concerning the use of an RDD,

the institutional backgrounds in my chapters simply do not provide a conceptual basis for this

method. Considering these drawbacks and given that the settings in my studies may largely

be regarded as quasi-natural experiments, DiD appears to be the most suitable identification
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strategy to achieve the research goals of this dissertation.

Throughout my PhD, I have often felt the need to defend and justify my diverse research

portfolio towards other researchers. However, I have been lucky that key figures in my PhD

were very positive and supportive of this approach. While being demanding at times, I believe

that I have learned a lot from absorbing different literatures and presenting in front of distinct

crowds during my PhD. Furthermore, I have experienced that a broad research orientation can

open many different doors. Nonetheless, in the future I wish to link my fields of interests more

closely together. In this regard I am very happy to have recently started a joint project on

resource windfalls and financial intermediation in Brazil from a political economy perspective.

This project and others to come will benefit from my diverse research experience and hopefully

make a significant contribution to still relatively immature literatures at the cross-section of

development economics, finance and political economy.
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Summary

Non-financial firms are the backbone of most modern economies. To understand the economic

consequences of macroeconomic, political and financial shocks, it is therefore crucial to under-

stand the impact of such shocks on those firms. This thesis makes several contributions in

this regard. Chapter 2 shows that mining booms drive the employment of local manufacturing

firms, and provides theoretical and empirical evidence that their effect crucially depends on the

labour intensity of local mining and the type of firm. Chapter 3 demonstrates that democrati-

sation can negatively affect firms if the newly elected leader has little education, for which

several underlying mechanisms are revealed. Chapter 4 sheds light on a novel channel through

which bank capital regulations affect credit supply to firms in periods of financial distress.





Samenvatting (Summary in Dutch)

Niet-financiële ondernemingen vormen de ruggengraat van de meeste moderne economieën. Om

de economische gevolgen van macro-economische, politieke of financiële schokken te begrijpen,

is het daarom van cruciaal belang om de impact van deze schokken op dergelijke ondernemingen

te doorgronden. Dit proefschrift levert in dit verband verschillende bijdragen. Ondernemingen

kunnen direct worden getroffen door schokken zoals veranderingen in de grondstoffenprijzen,

verschuivingen in het politieke regime of een financiële crisis. Bovendien kan de impact wor-

den overgedragen via andere economische actoren, zoals financiële ondernemingen, waaraan de

meeste economieën (en economen) tien jaar geleden pijnlijk werden herinnerd door de Grote

Recessie. In dit proefschrift analyseer ik zowel directe als indirecte transmissiemechanismen.

Het resultaat is een proefschrift dat zich uitstrekt over meerdere deelgebieden van de literatuur,

zoals de literatuur over de economie natuurlijke hulpbronnen, ontwikkelingseconomie, politieke

economie en financiële bemiddeling. Centraal in alle analyses staat de economische welvaart en

het gedrag van ondernemingen in economisch ongebruikelijke tijden.

De belangrijkste bijdrage van Hoofdstuk 2 is het identificeren van heterogeniteit in ex-

tractiemethoden van natuurlijke hulpbronnen als een cruciale factor die helpt de veelheid aan

inzichten in de ‘Dutch Disease’-literatuur te verklaren. Onze resultaten laten zien dat een
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lokale mijnbouwboom vrijwel geen opwaartse druk op de lonen veroorzaakt wanneer de win-

ning van lokale mineralen relatief kapitaalintensief is. Bovendien profiteren zowel producenten

van verhandelbare als niet-verhandelbare goederen in termen van werkgelegenheid. Wanneer

de arbeidsintensiteit echter hoog is drijft een mijnbouwboom de lokale lonen op. Als gevolg

daarvan neemt de werkgelegenheid van producenten die verhandelbare goederen produceren

af omdat deze producenten de gestegen loonkosten niet door kunnen berekenen aan de con-

sumenten.

Hoofdstuk 3 laat zien dat de prestaties van de Indonesische ondernemingen onder de eerste

democratisch gekozen burgemeesters van een lokaal district cruciaal en positief afhangen van

het opleidingsniveau van de burgemeester. We laten zien dat de werkgelegenheid in de industrie

met vijf procent daalt als de democratische burgemeester geen universitair diploma heeft, terwijl

er geen gevolgen zijn voor de werkgelegenheid wanneer de burgemeester universitair geschoold

is. Aanvullend – op enquêtes gebaseerd – bewijs suggereert dat dit wordt verklaard door relatief

slechte voorzieningen van lokale infrastructuur en een hogere belastingdruk in districten met

burgemeesters zonder universitair diploma.

Hoofdstuk 4 onderzoekt de gevolgen van het feit dat volgens de Bazelse kapitaalregels kredi-

etopnemingen van ondernemingen de kapitaalbuffer van de kredietverlenende bank vermindert.

Het hoofdstuk levert nieuw bewijs dat banken met kapitaalbeperkingen tijdens de financiële

crisis van 2008-2009 grote verlagingen van de kapitaalbuffer als gevolg van kredietopnemingen

voorkwamen door een aanzienlijke vermindering van kredietverplichtingen die niet volledig wer-

den benut. Rekening houdend met verschillen in de kapitaalpositie van banken komen we ook

tot de conclusie dat dat banken met grotere liquiditeitsproblemen tijdens de crisis dergelijke
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kredietverplichtingen aanzienlijk hebben verlaagd. Hoewel dit een bewijs is van actief risi-

cobeheer door banken, is de implicatie een vermindering van de liquiditeitsverzekering voor

ondernemingen precies op het moment dat ze die het hardst nodig hebben.
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