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1. The cohesin complex  
 
Successful cell division requires the tightly controlled duplication and subsequent equal 
distribution of the DNA. In the synthesis phase (S-phase) of the cell cycle, every chromosome 
is copied, which creates two identical sister chromatids. In order to provide each daughter cell 
with the right set of chromosomes, these sister chromatids remain connected until 
metaphase, when they are bipolarly attached to the mitotic spindle. Next, in anaphase, the 
sister chromatids are separated and pulled towards opposite poles of the cell. Prior to 
anaphase, ‘cohesion’ between the two sister chromatids is ensured by a circular protein 
complex called ‘cohesin’, most likely via co-entrapment of two DNA strands inside one huge 
ring, although other models have also been proposed (paragraph 2). 
 
Most cohesin components and regulators are conserved in different species (Box 1). The 
complex consists of three core subunits: SMC1A and SMC3, two members of the structural 
maintenance of chromosomes family, and a non-SMC subunit, sister chromatid cohesion 1 
(Scc1/RAD21). The long SMC proteins possess similar structures, folding back on themselves 
by antiparallel coiled coils. SMC1A and SMC3 bind each other directly at their hinge domains. 
Their amino and carboxyl termini form ATPase heads1,2, which are bridged by RAD21 (Figure 
1)3. The C-terminus of RAD21 binds the SMC1A head domain, whereas the N-terminus 
interacts with SMC3 coiled coil domain4,5. In addition, the cohesin complex harbourstwo 
differentclasses of Huntingtin/EF3/PP2A/Tor1 (HEAT) structural repeat containing subunits, 
the stromal antigens proteins SA1/SA2, as well as PDS5A/PDS5B. The first non-core cohesin 
subunit is either SA1 or SA2, which binds the complex through two SA-binding motifs in 
RAD213,6,7. The second HEAT-repeat containing cohesion protein is either PDS5A or PDS5B.  
 
SA1 and SA2 share 70% homology and are at least in part functionally redundant 6but there 
are some functional differences. SA2 appears to be more ubiquitously expressed 8. Cohesin-
SA1 is particularly involved in gene regulation and replication of the telomeres whereas 
cohesin-SA2 is associated predominantly with sister chromatid cohesion 9,10. Furthermore, 
SA1-depleted Hela cells fail to repair double-strand breaks while the depletion of SA2 has no 
effect on successful repair 11. Particularly STAG2, the gene that encodes SA2, is frequently 
mutated in human cancer (see Section 4). However, a detailed understanding of its biological 
functions and the way its inactivation contributes to cancer is still missing 12. As mentioned 
above, the PDS5 proteins contain a highly conserved HEAT-repeat domain, comprising a 
binding site for RAD21 13. The two vertebrate PDS5 proteins, PDS5A and PDS5B, with 70% 
sequence homology 14,15,16, can interact with both Cohesin-SA1 and Cohesin-SA2 complexes 
15. Interestingly, PDS5 proteins are dynamically involved in cohesion maintenance as well as 
cohesin release, through regulatory interactions with Sororin and WAPL, respectively. 
Knockout of PDS5A or PDS5B in mice causes embryonic lethality in the perinatal stage as a 
result of organ malformation and developmental disorder similar to a rare genetic disorder, 
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Cornelia de Lange Syndrome (CdLS), but no obvious sister chromatid cohesion defects were 
observed in these cells 17.  
 

Figure 1: Structural composition of 
the cohesin complex.The SMC1A 
protein (blue) is connected via its 
hinge domain to SMC3 (red). Both 
proteins are folded back onto 
themselves to form their parts of 
the DNA entrapping proteinaceous 
ring structure, which also includes 
RAD21 (in green). RAD21 binds the 
HEAT repeat containing proteins 
SA1/SA2 and PDS5A/B, as well as 
the cohesin removal catalyzing 
enzyme WAPL (which also contains 
HEAT repeats). 
 
 

However, another mouse study revealed that both PDS5A and PDS5B are involved in sister 
chromatid cohesion by undermining ESCO2 and Sororin activities. Cells from PDS5B null mice 
displayed aneuploidy and an impaired spindle assembly checkpoint 18. This study proposed that  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2:  Different compositions of the cohesin complex. Cohesin-SA1-PDS5A and cohesin-SA1-
PDS5B are predominantly responsible for telomere cohesion. The Cohesin-SA2-PDS5B complex 
is specially associated with centromere cohesion. Arm cohesion requires both SA and PDS5 
proteins to interact with the cohesin complex 18. 
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both cohesin-SA1-PDS5A and cohesin-SA1-PDS5B are associated with telomere cohesion, 
whereas cohesin-SA2-PDS5B is particularly involved in centromere cohesion. Establishment of 
arm cohesion requires the simultaneous cooperation of each of the SA and PDS5 proteins 18 
(Figure 2). PDS5B also interacts with Haspin, a protein kinase phosphorylating Histone H3 during 
mitosis which is required to protect centromere cohesion 19,20. 
 
2. Models of DNA Entrapment by Cohesin 

The cohesin complex topologically holds two DNA segments together 4,21. Several models have 
been proposed for how this is achieved, including the “embrace model”, “bracelet model” and 
“snap model”. The embrace model (Figure 3A), in which cohesin embraces the two sister 
chromatids within a single ring, is the most accepted and arguably the simplest model 3. The 
other models are based on the concept of cohesin oligomerization 22,23. The bracelet model 
(Figure 3B) proposes that a set of SMC1A/SMC3 heterodimers of different cohesins are 
connected by RAD21, establishing oligomeric filaments in a bracelet-like fashion that wrap 
around the two sister chromatids and entrap them without getting closed 22. In the snap model 
(Figure 3C), two cohesin complexes, each binding one sister chromatid, are interconnected via 
their coiled-coil domains 23. 

 

 

 

 

 

 

 

 

 

 
 
 
Figure 3: Models of DNA entrapment. (A) in the embrace model, one cohesin ring embraces two 
sister chromatids. (B) in the bracelet model, cohesin rings form multimeric filaments that are 
wrapped around DNA. (C) in the snap model, each sister chromatid is bound by one cohesin 
complex, which bind each other through the coiled coil domains of SMC3. 
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BOX 1. Overview of proteins involved in Sister Chromatid Cohesion 

Cohesion complex proteins are evolutionary conserved. Some of their encoding 
genes have been found to be mutated in human developmental syndromes such 
as Cornelia de Lange Syndrome (CdLS), Roberts Syndrome (RBS), CAID (Chronic 
Atrial and Intestinal Dysrhythmia) and WABS (Warsaw Breakage Syndrome). Also 
see Chapter 2 of this thesis. 
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3. The regulation of sister chromatid cohesion 
 
3.1 Cohesin loading The cohesin complex is found to be enriched in pericentromeric regions as 
well as in cohesin-associated regions (CARs) that are 1-4 kb long and spread with 2-35 kb gap 
intervals along chromosome arms 24–28. Studies in yeast have revealed that cohesin loading onto 
DNA already occurs in telophase and is mediated by the dedicated and highly conserved ‘loader 
complex’ SCC2/SCC4, called NIPBL/MAU2 in humans 29–33. Heterozygous mutations in NIPBL are 
the main cause of CLdS (see Chapter 2 of this thesis) 34,35. Although SCC2-SCC4 is shown to load 
cohesin in a DNA sequence non-specific way in vitro 36, evidence in vivo suggests that preferred 
loading sites may exist. For example, human NIPBL was shown to interact with the Mediator 
complex, a transcriptional co-activator, to facilitate cohesin loading at promoter regions 37. 
Furthermore, budding yeast SCC2-SCC4 collaborates with the chromatin remodeling complex, 
which leads to cohesin loading at nucleosome-free regions 38, and Xenopus SCC2-SCC4 can bind 
the MCM2-7 pre-replication origin complex and Cdc7-Dbf4 kinase 39. These factors may support 
the loading of cohesion at specific locations on chromosomes. Apart from site-specific loading 
preferences, cohesin positioning may also be affected by regulation of its ‘sliding’ over the 
chromatin. Analysis of the mouse genome indicates that cohesin rings can either be ‘pushed’ 
forward by RNA polymerases or may passively diffuse along DNA, until they either encounter 
CTCF boundaries or are unloaded by WAPL 40. 
 
SCC2 and SCC4 contain HEAT-repeats and tetricopeptide-repeats respectively, which are motifs 
important for chromosome association and chromosome dynamics 16,41. Protein 
crystallography studies revealed that the flexible N-terminus of SCC2 is enclosed by SCC4’s 
tetricopeptide-repeats that form a cylindrical-shape 41,42. How DNA enters the cohesin ring is 
under debate. At the moment three possible entry gates have been proposed, either the hinge 
domain 43,44 or the sites where RAD21 interacts with SMC1A or SMC3 45,46. Figure 4A displays 
one of these models, in which the hinge domain forms the entry gate. The SCC2-SCC4 loader 
complex stimulates cohesin’s ATPase activity, resulting in the separation of SMC1A and SMC3 
hinge and subsequent DNA entrapment 36,47–49. Both cohesin loading in vivo and DNA 
entrapment in biochemical reconstitution systems are shown to be ATP-dependent 36,37, 
suggesting that the opening gate is associated with the actions of the SMC ATPase head 46. 
Indeed, experiments in budding yeast showed that ATP hydrolysis is essential for cohesin-DNA 
association 2,43. Using in vitro cysteine-cross-linking experiments, Chapard et al. recently 
provided evidence for dynamic compartmentalization of the cohesin ring, involving 
engagement of SMC1/3 head, ATP hydrolysis and SMC3 acetylation 50. They propose that sister 
DNAs are entrapped in a so-called K compartment, a sub-compartment between the SMC1/3 
heads and the kleisin subunit (SCC1 in yeast) 50. 
 
3.2 Cohesion establishment and maintenance In G1 phase of the cell cycle, cohesin continuously 
cycles to entrap and release DNA, the latter being dependent on cohesin’s antagonist WAPL. 
To ensure long-term stability of sister chromatid cohesion, the cohesin rings that hold the sister 
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chromatids together must be stably closed. This so-called ‘cohesion establishment’ occurs in 
concert with the passing DNA replication fork and requires local inhibition of WAPL activity 18,51. 
Cohesion establishment is dependent on the acetylation of SMC3 on two highly conserved 
Lysines near its ATPase domain (K112/K113 in yeast and K105/K106 in humans), a process 
which is mediated by Eco1 in yeast and both ESCO1 and ESCO2 in humans. These acetylations 
inhibit the ATP binding and hydrolysis cycle of cohesin after it has entrapped DNA, thereby 
strengthening the association of cohesin with the other sister chromatid or trigger cohesin 
oligomerization 52. In animal cells, both acetylated cohesin and DNA replication also result in 
the recruitment of Sororin via the FGF (phenylalanine-glycine-phenylalanine) motif of PDS5. 
This interaction causes conformational changes in the cohesin complex, which then dislocates 
and removes WAPL from the cohesin complex (Figure 4B) 51,53. Studies in yeast showed that, 
beside Eco1, several other replication fork stability factors, such as AND-1/Ctf4, Timeless/Tof1, 
Tipin/Csm3 and Claspin/Mrc1 contribute to the timely establishment of sister chromatid 
cohesion 54–56. Pair-wise depletion of these factors lead to sister chromatid cohesion defects 57. 
At the molecular level, these proteins may contribute to cohesin acetylation, suggesting they 
influence the activity or positioning of Eco1 or the ESCO1/2 enzymes 58. These experiments 
point to the existence of critical connections between the regulation of DNA replication and the 
establishment of sister chromatid cohesion. 
 
3.3 The prophase pathway At the beginning of mitosis, most of the cohesion complexes are 
removed from chromosome arms, in a process that may facilitate proper anaphase and support 
recycling of cohesion subunits. The dissociation of cohesin from DNA is regulated in a stepwise 
fashion via two pathways (Figure 4C,D). Arm cohesin is removed in prophase and 
prometaphase, whereas centromeric cohesin is removed at the metaphase-to-anaphase 
transition. During prophase and prometaphase, several mitotic kinases, including PLK1, CDK1 
and Aurora B are promoting the removal of arm cohesin through phosphorylation of SA2, 
Sororin, PDS5 and WAPL59–67. Subsequently, WAPL binds PDS5 and opens the RAD21-SMC3 
interface in an ATPase dependent manner (Figure 4C) 15,68. The exact molecular mechanism by 
which these phosphorylations make cohesin vulnerable to WAPL activity is not clearly 
understood. 

Recently, studies in yeast suggested that a sub-population of cohesin loses its ability to connect 
sister chromatids (‘cohesiveness’), while it remains bound to DNA, involving de-
phosphorylation of  RAD21 69. This requires a cooperation between WAPL and phosphatase 
PP4. PP4 dephosphorylates Rad21 phospho-Serine 164 and/or 165, exposing these amino acids 
to WAPL unloading activity 69. However, the kinase responsible for RAD21 phosphorylation still 
needs to be identified. Future studies will further unravel the detailed molecular mechanism of 
cohesin unloading in prophase, such as identification of the regulatory enzymes involved and 
their targets and how specific protein modifications might affect stable interactions between 
cohesin and sister chromatids. 
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Figure 4: Cohesin’s regulation during different phases of cell cycle. (A) SCC2 and SCC4 proteins 
are responsible for the loading of cohesins on DNA, either via the opening of the hinge domain 
or the or opening of the RAD21-SMC3 interaction (not shown) in an ATP-dependent manner. (B) 
Acetylation of the cohesin subunit SMC3 by ESCO1 and ESCO2 is important for establishment of 
sister chromatid cohesion. This leads to the recruitment of sororin, which removes WAPL from 
cohesin and thereby neutralizes its antiestablishment activity. (C) In prophase, cohesin rings are 
removed in a phosphorylation-dependent manner from chromosome arms, whereas 
centromere cohesins are protected from this pathway by phosphorylated SGOL1 and PP2A 63. 
(D) The presence of only centromere cohesins but not arm cohesins results in the typical X-shape 
chromosomes. At the metaphase-to-anaphase-transition, the protease Separase is responsible 
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for cleavage of RAD21, to remove the remaining cohesins from the centromere and allow 
separation of the sister chromatids. In order to reset cohesion process, HDAC8 needs to 
deacetylate cohesins, preparing them for the next cell cycle. 
 
3.4 Sister chromatid separation Centromere cohesins are required to resist the pulling forces 
that are generated by the mitotic spindle in prometaphase, when all chromosomes are being 
attached to microtubules from opposite poles, in a process called chromosome bi-orientation 
(Figure 5). Simultaneously, the spindle assembly checkpoint (SAC) inhibits the metaphase-to-
anaphase transition. The SAC is kept active by kinetochores that are not bioriented, stimulating 
production of the mitotic checkpoint complex (MCC), composed of BubR1, Bub3, Mad2 and 
Cdc2070,71. Mad2, together with its binding partner Mad1 and checkpoint kinase Mps1, 
supports SAC activation and localization at unattached kinetochores 72. Both the appropriate 
attachments of sister chromatid kinetochores to the mitotic spindle and the generated pulling 
tensions help to silence the SAC, resulting in the disassembly of the MCC and release of Cdc20. 
Cdc20, in a way supported by its phosphorylation by Cyclin B1-Cdk1, interacts with the 
Anaphase-Promoting Complex/Cyclosome (APC/C) 70,71,73–75, a multisubunit E3 ubiquitin ligase 
that targets numerous substrates to the proteasome, through a D-box (RxxLxxxxN) or a KEN-
box (KENxxxN) degron 7677,78. Two important APC/C substrates at the metaphase to anaphase 
transition are Securin and Cyclin B1. Securin degradation allows the release of the protease 
Separase, leading to RAD21 cleavage and separation of sister chromatids, whereas Cyclin B1 
degradation inactivates Cdk1, leading to cytokinesis and mitotic exit 79–82. In order to reset 
cohesin, HDAC8 (Hos1 in yeast), a zinc-dependent deacetylase, needs to  deacetylate SMC383,84 
and prepare cohesin complexes for the next cell cycle. Once SMC3 is de-acetylated, new 
assembly of remaining cohesin complexes and their DNA replication-associated acetylation is 
required for passage through the next cell cycle. 
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Figure 5: Stepwise cohesin dissociation and sister chromatid segregation. The bulk of arm 
cohesins are removed in a phosphorylation-dependent manner in prophase. However, 
centromere cohesins are protected from this pathway by Cdk1, phosphorylating SGOL1 and 
PP2A 63. At the metaphase-to-anaphase-transition, the APC/C degrades Securin, which releases 
the protease Separase. Separase cleaves RAD21 to remove the remaining centromere cohesins.  
 
4. Cohesion Regulatory Proteins 

 
4.1. WAPL (Wings-Apart Like) stimulates the release of cohesin from DNA by binding to the 
SMC3 ATPase domain and promoting the opening of the SMC3-RAD21 interface in an ATPase-
dependent manner 51,85–87. The C-terminal domain of WAPL contains HEAT repeats that are very 
important for its specific binding to cohesin, whereas its N-terminal domain seems to be less 
specific, interacting with both PDS5 and cohesin 88. WAPL knockout mice are not viable 89,90 and 
its depletion in human cells results in hyper-cohesion, segregation errors and a p53-dependent 
G2-arrest in the next cell cycle or aneuploidy if p53 is absent 89,91,92. Moreover, single molecule 
dynamics experiments show that WAPL (but also PDS5) negatively regulates cohesin 
translocation 93, and WAPL depletion causes the differential expression of more than thousand 
different genes 90. In addition to WAPL, cohesin core subunits and other regulatory factors are 
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also involved in gene regulation. For a more extensive review of this research field see Zhu et 
al., 2019 94. WAPL overexpression is reported in cancer, e.g. cervical cancer and invasive 
squamous cell carcinoma 89,95 and WAPL-overexpressing cells develop tumors when injected 
into nude mice 89. These observations suggest that WAPL may somehow act as an oncogene. 
Recently, depletion of WAPL (similar to depletion of PDS5A/B) was demonstrated to affect 
normal replication fork progression. This suggests that removing cohesins, which are located 
ahead of DNA replication forks, is necessary to guarantee smooth and unperturbed DNA 
replication 95, or facilitate rapid replication-associated repair in case of DNA replication stress. 
Indeed, depletion of WAPL leads to MRE11-dependent DNA-double strand breaks (DSB) 
accumulation. This study pinpoints a new and exciting role for WAPL in replication fork 
progression and maintaining genomic stability 95. 
 
4.2 Sororin Whereas no Sororin ortholog is present in yeast, it is essential for establishment and 
maintenance of sister chromatid cohesion during DNA replication in metazoans 96,97. Key to this 
function is its ability to counteract the cohesin unloading activity of WAPL. Studies in Xenopus 
egg extracts, Hela cells and plants showed that sororin becomes dispensable upon depletion of 
WAPL 51,98,99. Sororin interacts with SA2 through twelve C-terminal amino acids of Sororin 100, 
and with both  PDS5A and PDS5B via their FGF motif 51. This latter  interaction is facilitated by 
both DNA replication and by acetylation of SMC3 51,98, causes conformational changes in the 
cohesin complex and dislocates WAPL from PDS5, thereby stabilizing cohesion 43,51,85,101. 
Remarkably, Ladurner et al showed that the interaction of Sororin with cohesin, rather than 
cohesin acetylation, is limiting for how many cohesin complexes remain stably associated with 
chromatin during    G2-phase 102. This interaction is shown to be transient, allowing only a 
limited portion of cohesin complexes to bind chromatin, suggesting that unbound cohesins 
might be required for other functions 102. Altered RNA splicing contributes to the regulation of 
Sororin protein levels and mutations in splicing factors are shown to cause decreased Sororin 
pre-mRNAs and subsequent  chromatid cohesion defects 103,104. Interestingly, Sororin is also 
reported to play a role in DNA damage repair, where siRNA mediated depletion of Sororin in 
oocytes induced high level of γH2AX foci formation 105. 
Sororin depletion is shown to cause both cohesion defects and decreased cohesin-chromatin 
binding 51,88,97. Furthermore, WAPL depletion reduces Sororin and SGOL1-PP2A requirement 
for the establishment of sister chromatid cohesion and protection of centromeric cohesins, 
respectively 51,88,97.   
 
4.3 The acetylating ESCO1/ESCO2 enzymes  All members of the Eco (Establishment of Cohesion) 
family proteins possess a PCNA-interacting protein (PIP) motif. PCNA (Proliferating Cell Nuclear 
Antigen) is a DNA sliding clamp that tethers replicative polymerases to the DNA. The PIP-box in 
yeast Eco1 is essential for both sister chromatid cohesion and Eco1-chromatin interaction 106. 
Eco1 also interacts with many other components of the replication fork, including the 
replication factor C complex (RFC), which loads PCNA onto DNA, the DNA helicase Chl1 
(ChlR1/DDX11 in humans) and the Okazaki fragment maturation flap endonuclease 1 (FEN1) 
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55,58,106,107. Eco1 moves with the replisome during replication106 and in humans, ESCO1 and 
ESCO2-deficient cells exhibit DNA replication defects as a consequence of impeded cohesin 
acetylation 108. Recently, ESCO2 (but not ESCO1) was shown to interact with the main 
replicative helicase, MCM2-7, enabling ESCO2 to travel with replicating replisomes and 
acetylating cohesive cohesin in the vicinity of the replication fork 109,110. In addition, ESCO2-
MCM interaction saves ESCO2 from proteasomal degradation, which is promoted post-
replicatively by an E3 ubiquitin ligase complex (CUL4A-DDB1-VPRBP) and the APC/C 110.  These 
observations all fit with a role of Eco1 orthologues in establishing sister chromatid cohesion 
during DNA replication.  
 
ESCO1 and ESCO2 are both zinc-finger-containing proteins with a highly conserved 
acetyltransferase domain but differ in their N-termini 111. Although they are both to some 
degree required for SMC3 acetylation, they appear to have partially non-overlapping functions 
112. ESCO1 and ESCO2 are regulated differently during the cell cycle: whereas ESCO1 is 
continuously expressed, ESCO2 expression peaks at S- and G2-phase. Depletion of ESCO1 
results in milder cohesion defects as compared to ESCO2 depletion. In line, ESCO1 is found to  
acetylate cohesin in a replication-independent manner and co-localizes with cohesin at CTCF 
sites, associated with genome wide transcription silencing 113. Moreover, only ESCO1 appears 
to be dependent on PDS5 to acetylate SMC3 114, suggesting that ESCO1 may have developed 
an alternative mechanism to specifically contribute to cohesin’s role in gene transcription. 
Interestingly, while ESCO2 knockout is embryonic lethal in mice 112, bi-allelic inactivation of 
human ESCO2 is observed in patients with the cohesinopathy Roberts Syndrome (Chapter 2 of 
this thesis). 
 
4.4 The DNA Helicases Chl1 and DDX11 DDX11/ChlR1, called Chl1 in yeast, are members of the 
iron-sulfur containing helicase family, which includes Xeroderma pigmentosum group D (XPD), 
FANCJ and RTEL1 (Figure 6). These proteins are intimately involved in maintaining genomic 
stability and their mutant forms cause rare genetic syndromes126. 
 
 
 
 
 
 
 
 
 
 
Figure 6: Schematic representation of different human iron-sulfur containing helicases. Black 
refers to conserved helicase domains. Green: Fe-S domain; blue: insertions which are only 
present in DDX11 and FANCJ; red: Timeless binding domain; gray: Arch domain). 
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Bi-allelic mutations in DDX11 cause a rare developmental disorder, the cohesinopathy Warsaw 
Breakage Syndrome (WABS) (discussed in Chapter 2). WABS mitotic chromosomes display 
defective sister chromatid cohesion but the molecular basis of this observation is not 
understood. Several studies in both human and yeast cells showed genetic and physical 
interactions of DDX11 with replication-associated proteins 55,107,115.  These include the DNA 
sliding clamp PCNA, Ctf18-RFC, implicated in both replication fork stabilization and sister 
chromatid cohesion, Ctf4 (a replication factor), FEN-1 (a structure specific endonuclease-1) 
107,116,117 and the Fork Protection Complex (FPC), which is composed of Timeless and Tipin and 
is associated with the stabilization of the replication forks 118. Biochemical studies elucidated 
a role of PCNA and its loader Ctf18-RFC in enhancing DDX11 helicase activity, extending its 
unwinding capacity from 100bp to 500bp 106,108,117. Studies in budding yeast reported that Chl1 
is associated with Ctf4 through a CIP-box (Ctf4-interacting protein), which is also present in two 
other Ctf4-interacting proteins (DNA polymerase α p180 polypeptide and Sld5 GINGS subunit) 
involved in DNA replication54. Furthermore, FPC deficiency results in cohesion defects which 
are rescued by DDX11 overexpression 55,116,119–122, and similar to FPC also DDX11 contributes to 
stabilizing stalled replication forks 123,124.  
 
Consistent with this, DDX11 is able to unwind “difficult to replicate” DNA structures like 
hairpins, found in 5’ flap structured DNA 125, and antiparallel G-quadruplex (G4) DNA, thereby 
contributing to genomic stability 126.  Chapter 5 and 6 of this thesis describe that DDX11 
contributes to both replication fork progression and sister chromatid cohesion. 
 
Apparently, DDX11 performs its sister chromatin cohesion role in concert with DNA replication. 
While the exact mechanism of DDX11 involvement in sister chromatid cohesion, coupled to 
DNA replication, needs to be further explored, two main models have been proposed 107,54. 
Since replication fork progression is continuously confronted with DNA lesions and replication 
obstacles, the first model proposed an important role for DDX11 helicase activity. It suggests 
that DDX11 helicase activity is involved in resolving DNA secondary structures, such as G4 DNA 
and hairpins structures, formed on the lagging strand 125,107. The secondary DNA structures 
would hamper normal replication fork progression and Okazaki fragments maturation, thereby 
affecting both normal sister chromatid cohesion and chromosomal stability. The second model 
proposes a distinguishable DDX11 role in sister chromatid cohesion by physical interaction with 
cohesin via Ctf4 54. In this model, physical interaction between DDX11 during S phase positions 
cohesin in a way which enables cohesin to embrace sister chromatids as well as facilitates 
cohesin acetylation. 
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5. Non-canonical functions of cohesin 
 
5.1 The role of cohesin in chromosome compaction Chromosome compaction is predominantly 
mediated by the condensin protein complex, another member of the SMC protein family. 
Condensin is a ring-like protein complex like cohesin, composed of two core subunits, SMC2 
and SMC4 and three non-SMC subunits; a kleisin CAP-H, heat-repeat containing CAP-D2 and 
CAP-G 127. However, different studies showed that also cohesin plays a role in chromosome 
compaction128–130. For example, studies in yeast, using single-molecule experiments, 
demonstrated that cohesin was able to compact DNA 129, and a recent study revealed a 
cooperation between cohesin and condensin maintaining chromosome organization and 
chromosome compaction 130. Cohesin is believed to regulate compaction of the entire mitotic 
chromosomes, through intra-arm loops. Studies using Hi-C also show a genome-wide 
involvement of condensin in regulating chromosome compaction131 (Gibcus et al Science 2018). 
Moreover, the cohesin unloading protein WAPL contributes to chromosome compaction 
activity of cohesin in meiosis 132. 
 
5.2 The role of cohesin in DNA damage repair Cohesin complexes are recruited to double strand 
break (DSB) sites in S and G2 phase to establish de novo cohesion in yeast 133,134 and human 
cells 135,136in order to facilitate homologous recombination and activation of the S-phase 
checkpoint 137–139. Heterozygous deletion of RAD21 in mice leads to defective homologous 
recombination and increased sensitivity to ionizing radiation 140. In budding yeast, Scc1 is shown 
to be phosphorylated by Chk1 upon DNA damage which subsequently promotes its acetylation 
by Eco1 to re-establish sister chromatid cohesion141. Experiments in both human and mouse 
cells demonstrated that in response to DNA damage, SMC1A and SMC3 are phosphorylated by 
ATM/NBS1 and ATR, two key kinases that regulate S-phase checkpoint activation and DNA 
repair 142,143. ATM phosphorylates SMC1A at Ser957 and Ser966 in an NBS1-dependent fashion 
137 and SMC3 at Ser1067 and Ser1083 143. SMC3-pSer1067 is reduced upon depletion of the 
checkpoint kinase Chk2, contributing to the idea that Chk2 regulates the intra S-phase 
checkpoint through SMC3 phosphorylation 143. Vice versa, mammalian cohesin facilitates 
activating Chk2 phosphorylation on Thr68 144, indicating a positive feedback loop.  
 
Cohesin depletion results in both deregulation of gene expression, dysregulation of genes 
involved in DNA-damage response as well as aberrant spreading of phosphorylated Histone 
H2AX, which is involved in the DSB response 145. Additionally, cohesin contributes to the 
stabilizing and restart of stalled replication forks 146, and cohesin was recently reported to 
regulate histone modification and transcription in response to DSBs 145.  
 
Additional post-translational modifications of cohesin may be important. For example, in 
response to the DNA damage response, SUMOylation of different components of cohesin 
complex are believed to play a role in stabilization of a DNA template at the damage sites 147. 
SCC1 is shown to be SUMOylated by SUMO E3 ligase Mms21/Nse2 at many lysine residues in 
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its C-terminus, e.g. after treating cells with the DNA damaging agent methyl methanesulfonate 
(MMS) or in the presence of double stranded breaks 148. In conclusion, cohesin plays a 
prominent role in regulating the responses to DNA damage, which represents an important 
aspect of its involvement in genetic diseases and tumorigenesis. Future studies are required to 
shed light on the exact molecular mechanisms and how these different post-replicative 
modifications are coordinated.  
 
5.3 The role of cohesin in the regulation of gene transcription NIPBL-mutated cells of both mouse 
and human have normal sister chromatid cohesion but show aberrant gene expression 149–151. 
In mammalian cells, cohesin is reported to have 25.000 to 120.000 binding-sites in intergenic 
regions, from which 50 to 70% co-localize with the CCCTC-motif binding factor CTCF 152–155. 
CTCF has 11 zinc finger domains which are important for DNA binding and functions as a 
chromatin insulator. Its interaction with cohesin appears to be crucial to counteract 
transcriptional activation 152. Conversely, cohesin/CTCF-binding sites are also important for the 
long-range interaction of chromatins, facilitating contacts between promoters and distal 
enhancers to promote transcription 156. Also, cohesin is reported to play a main role in forming 
chromatin loops through extrusion, contributing to genome organization by creating spatial 
domains 157,158. This loop-extrusion model proposes that cohesin (or cohesins) produce these 
loops, a process which stops upon encountering CTCF binding sites on both sides of the loop 
158.  Furthermore, cohesin also mediates contacts between transcription factors and enhancers 
37,159 (Figure 7). Cohesin  co-localizes with estrogen receptor alpha (ER) in cancer cells and two 
transcription factors, HNF4A and CEBPA, in liver cells, suggesting its involvement in tissue-
specific oncogenic gene transcription 160. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Cohesin involvement in transcriptional regulation and loop-formation. Cohesin binding 
enables CTCF to execute either transcriptional activation or repression by forming chromatin 
loops. A: If a chromatin loop brings the enhancer and promoter in proper vicinity, it triggers 
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transcriptional activation. B: If the loop keeps the enhancer and promoter distant, 
transcriptional repression takes place. 
 
6. Cohesion and Cancer 

6.1 Summary Accumulating evidence suggests that cohesin mutations play an important role in 
the development of several types of cancer. However, cohesion deregulation could have many 
different effects, such as genomic instability, aneuploidy, changes in gene expression, enhanced 
susceptibility to DNA damage or deregulated stem cell differentiation 161–164. Which of these 
are most relevant for tumorigenesis remains unknown 162,164 . Barber et al. were the first to 
report somatic mutations in SMC1A, SMC3 and NIPBL in colorectal cancer 165.  Later, mutations 
of SMC1A, SMC3, RAD21 and SA2 were found in different forms of leukemia 166–168, as well as 
many other types of cancers 169–177. In particular, STAG2 (the gene encoding SA2) is a pivotal 
tumor suppressor gene 178,179 found to be mutated in acute myeloid leukemia, glioblastoma 
multiforme, Ewing sarcoma, melanoma, cervical carcinoma, urothelial carcinomas, colorectal 
cancer, endometrial carcinoma and renal-cell carcinoma 166,180–186.  
 
6.2 STAG2 mutations in development and tumorigenesis Since the STAG2 gene is located on the 
X-chromosome, one of which undergoes X-inactivation in females 187, one mutational hit may 
be sufficient to disturb its function. Initial studies in human glioblastoma cells showed that 
STAG2 mutations were linked to genomic instability and aneuploidy, including monosomies, 
trisomies and de novo translocations. Transcriptional profile analysis in these cell lines 
suggested that STAG2 did not affect gene transcription 185. STAG2 inactivation was also shown 
to cause aneuploidy in bladder cancer and colorectal cancers 182,185,186,188. By contrast, other 
studies reported nearly diploid karyotypes in STAG2 mutated cancers, including acute myeloid 
leukemia, bladder cancer and breast cancer, suggesting no correlations between SA2 mutations 
and aneuploidy 161,168,182,189–192.  
 
Interestingly, experiments in different cell lines showed that tumor-derived STAG2 mutations, 
including truncating and missense mutants, do not have a detectable effect on sister chromatid 
cohesion and ploidy. The mutant SA2 proteins were able to interact with cohesin complexes as 
efficiently as WT SA2 protein 161,193, suggesting that the tumorigenic effect of STAG2 
inactivation is unrelated to the cohesion complex.  Of note, STAG2 mutated glioblastoma 
multiforme cells exhibited decreased protein levels of other cohesin subunits, as well as 
reduced interactions of WAPL, PDS5A and PDS5B with the cohesin ring 193. Recently, 
experiments in STAG2-deficient cell pairs (glioblastoma, Ewing sarcoma and hTERT) were 
shown to display increased sensitivity to a panel of chemotherapeutic agents and small 
molecule inhibitors 194. STAG2 deficiency correlated with a significant decrease in cell survival, 
accompanied with accumulating DNA double-strand breaks and replication fork collapse. 
 
STAG2 is also associated with a new syndrome in three female patients with loss‐of‐function 
heterozygous mutations in STAG2, identifying STAG2 as a dosage sensitive gene 195. The 
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patients suffer from developmental and nervous system abnormalities, microcephaly, 
deafness, craniofacial abnormalities and congenital heart defects. Surprisingly and unlike 
previous findings 185, the absence of functional SA2 in the patient cells does not result in 
obviously defective sister chromatid cohesion. Consistent with a model in which STAG2 
contributes to other cellular effects than replicative sister chromatid cohesion, STAG2 
duplications have also been reported to affect individuals clinically 196,197. Recently, also a male 
patient with an inactivating STAG2 mutation has been reported, who suffers from dysmorphic 
features such as developmental delay, microcephaly and polydactyly 198.  
 
Taken together, these studies suggest a complicated involvement of SA2 in different biological 
processes like transcription, sister chromatid cohesion and tumorigenesis. The fact that only 
one individual is diagnosed with an inactivating STAG2 mutation thus far and SA2 is proposed 
to affect the patient’s development in a dosage sensitive manner suggests that entire loss of 
STAG2 might be lethal. Creating mouse models with various STAG2 mutations would enable us 
to answer these important questions. How STAG2 mutations cause tumorigenesis remains 
unclear. However, as 85% of STAG2 mutations in cancer are reported to be truncating, 
disrupting the coding sequence, it is proposed to be a tumor suppressor gene. Also aneuploidy, 
in case this is a true result of SA2 depletion, could be the main driver of cancer. Yet, not all 
STAG2 mutated cancer cells exhibit aneuploidy and genomic instability. Importantly, SA2 is the 
only cohesin subunit that interacts directly with a transcription insulator, CTCF 199 and this role 
of SA2 in transcription regulation could underlie its involvement in tumorigenesis and human 
development, probably through counteracting transcription activation of tumor suppressor 
genes and important developmental genes respectively. Taken together, further studies are 
required to substantiate these preliminary findings about SA2 involvement in the new 
cohesinopathy syndrome and tumorigenesis.   
 
6.3 Clinical exploitation of cancer cells with mutations in the Cohesin components The existence 
of impaired cohesion in tumor cells may provide a unique treatment opportunity. Indeed, 
combined impairment of sister chromatid cohesion and DNA replication synergistically affects 
viability in yeast, C. elegans and human cells 200–203. In addition, PARP inhibitor sensitivity was 
found in cells with mutations in SMC1A148, STAG2 204 and DDX11 (Chapter 3 of this thesis). In 
Chapter 4 of this thesis, we unravel a particular sensitivity to partial APC/C inhibition in cancer-
derived cells showing cohesion weakness in metaphase spreads. Our results point to a model 
in which cancers displaying reduced sister chromatid cohesion are prone to enter a fatal arrest 
upon a mild mitotic delay, presumably caused by a trigger of premature sister chromatid 
cohesion, keeping the SAC active. This may have implications for future treatment options of 
tumor cells with impaired sister chromatid cohesion (also see chapter 7 of this thesis, box 1). 
Together, these findings suggest that cohesin-mutated tumors may possess specific 
sensitivities, which can specifically be targeted and create clinical benefits, for example for half 
a million patients worldwide with cohesin/STAG2-mutated tumors 12.  
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7. Aims and outline of this thesis 

This thesis is centered on the DNA helicase DDX11. In 2010, bi-allelic mutations in the DDX11 
gene were identified to underlie Warsaw Breakage Syndrome (WABS) and WABS cells displayed 
increased sensitivity to a number of DNA damaging drugs as well as spontaneous sister 
chromatid cohesion. Sequence analysis classified DDX11 as a FeS cluster DNA helicase, but its 
exact functions were incompletely understood. This thesis aimed to further elucidate the 
molecular activities and genetic interactions of DDX11, as well as the cellular and clinical 
consequences of DDX11 deficiency. Moreover, as defective sister chromatid cohesion is an 
emerging feature of tumor cells, DDX11 deficient cells served as a suitable model system to 
identify putative weak spots of cohesion defective cells as a lead for the development of novel 
cancer therapeutics. 

Chapter 1 provides a general introduction of the regulation of sister chromatid cohesion and an 
overview of the molecular regulation of the cohesin complex. In chapter 2, we discuss the 
current understanding of the different syndromes related to cohesion dysfunction 
(‘cohesinopathies’) and their clinical features, genetic causes as well as their possible links with 
cancer predisposition. In chapter 3, we show that DDX11, as well as the Fanconi gene FANCM, 
are determinants of PARP inhibitor sensitivity. Genetic interactions of DDX11 are explored in 
Chapter 4 and 5. Chapter 4 reveals that DDX11 deficiency is synthetically lethal with impaired 
APC/C activity, due to cohesion fatigue resulting from prolonged metaphase duration in the 
presence of pulling forces of the mitotic spindle. We also demonstrate that tumor cells with 
cohesion defects can selectively be killed with the APC/C inhibitor apcin. In chapter 5, we show 
synthetic lethality of DDX11 and the acetyltransferase ESCO2, which is causally related to 
severely enhanced loss of sister chromatid cohesion. We also demonstrate that DDX11 is 
required for normal replication fork progression, hinting to a role for DDX11 at DNA replication 
forks. In chapter 6, we identify multiple new WABS patients and provide evidence that residual 
DDX11 activity is probably present in all WABS patients. We show that the helicase activity of 
DDX11 is essential for sister chromatid cohesion, which is in contrast with other reports. This 
chapter also reveals G-quadruplexes to be in vivo substrates for DDX11, possibly in the context 
of DNA replication forks. Finally, chapter 7 provides a summary and discussion of the findings 
presented in this thesis, as well as future perspectives. 

 

 

 

 

.  
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Abstract 

Cohesin is a multi-subunit protein complex associated with various aspects of multiplication and 
organization of the genome, including timely chromosome segregation, DNA replication, DNA 
damage repair, and control of gene expression. Mutations in regulators and structural 
components of the cohesin complex may impair or disrupt sister chromatid cohesion, such as 
observed in a class of genetic instability syndromes called cohesinopathies. Clinically, 
cohesinopathies are associated with a spectrum of developmental aberrations such as growth 
and mental retardation, microcephaly and congenital abnormalities. Thus far, four cohesinopathy 
syndromes have been identified. The most severe, Roberts/SC phocomelia syndrome (RBS), is 
caused by bi-allelic mutations in ESCO22.Cornelia de Lange syndrome (CdLS) is a result of 
mutations in SMC1A, SMC3, RAD21, HDAC8 or NIPBL 3-8. Warsaw Breakage Syndrome (WABS) is 
associated with mutations in ChlR1/DDX11 9-14,15. Chronic Atrial and Intestinal Dysrhythmia 
(CAID), a recently characterized cohesinopathy syndrome, is caused by mutations in SGOL1 16. 
Finally, disorders related to altered SA2 dosage have been described17-19. How mutations in 
cohesin subunits or its interacting partners lead to a range of clinical symptoms observed in these 
cohesinopathies is not well understood. In this review, we discuss the current understanding of 
the different cohesinopathy syndromes including clinical features, genetic causes, underlying 
biology and their possible links with cancer predisposition. 

 

Cohesin functions and molecular architecture 

Cohesinopathy syndromes are related to impaired function of the cohesin protein complex. The 
large, circular structure of cohesin enables it to entrap chromosomes and thereby regulate 
multiple aspects of their organization.The canonical function of cohesin is to facilitate sister 
chromatid cohesion upon DNA duplication: keeping newly synthesized sister chromatids 
together from S phase until the spindle checkpointhas ensured their proper bi-orientation on 
the mitotic spindle prior to their controlled segregation in anaphase. The inter-molecular 
activity of cohesin that is needed to connect sister chromatids may also underlie its contribution 
to homologous recombination in post-replicative cells, possibly by keeping the repair template 
in close proximity of the broken strand 20. In addition, cohesin possesses an intra-molecular 
activitythat promotes the formation of loops, which contributes to DNA condensation 21 and 
also mediates transcriptional insulation by CTCF binding 22,23. Finally, cohesin may have 
distinctive roles in rDNA looping, rRNA synthesis and regulated protein translation 24-26. 

The core of the cohesin ring is composed of SMC1A, SMC3 and RAD21. RAD21 also interacts 
with SA1 or SA2 and with PDS5A or PDS5B. The PDS5 subunits control cohesin’s association with 
chromatin. DNA loading into pre-assembled cohesin rings is promoted by the loader complex, 
composed of NIPBL and MAU2 27,28, whereas its release from DNA can be catalyzed by WAPL 
and PDS529,30. The acetyltransferases ESCO1 and ESCO2 acetylate SMC3, which leads to stable 
closure of cohesin rings around duplicated chromosomes right after the DNA replication fork 
by counteracting the effects of WAPL 31,32. Multiple phosphorylation events stimulate WAPL-
dependent cohesin removal from chromosome arms during prophase. Cohesion around 
centromeric rings is specifically resistant to WAPL activity, as it is protected by the PP2A 
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phosphatase, which is specifically recruited to centromeres by SGOL1 33,34. When cells have 
properly aligned their chromosomes at the metaphase plate, these centromeric cohesin rings 
are subsequently removed through proteolytic cleavage by Separase, a protease that is 
liberated from its inhibitor Securin by Securin protein degradation at the metaphase to 
anaphase transition 35. Deacetylation of SMC3 is subsequently mediated by HDAC8, which 
presumably enables efficient recycling of WAPL released cohesin complexes to be used in 
subsequent G1 phases. Mutations in a number of these cohesin components and regulators 
underlie several related developmental syndromes(Figure 1). Here we discuss the clinical 
features, genetic causes and cellular characteristics of these cohesinopathies, as well as their 
possible association with genomic instability and cancer predisposition. 
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1. Cornelia de Lange Syndrome 

1.1 Clinical features and genetics 

Cornelia de Lange Syndrome (CdLS), also known as Brachmann de Lange Syndrome, is caused 
by autosomal dominant or X-linked mutations in NIPBL, SMC1A, SMC3, RAD21 or HDAC8 3,4,6-

8,36,37 and occurs in an estimated 1:10,000 live births 38. CdLS patients display diverse clinical 
symptoms, involving various degrees of growth defects, intellectual disability, specific facial 
features, hearing loss and malformations in the upper extremities, heart and gastrointestinal 
systems 39,40.  

The diagnosis of CdLS is mainly based on clinical abnormalities.Despite the known clinical 
features, mild cases of CdLS are not easy to recognize 40,41. In order to certify the diagnosis, 
mutational analysis of the known CdLS genes is required. Since CdLS patients commonly carry 
NIPBL mutations, the sequence analysis of this gene is usually the initial step in DNA diagnostics 
3,8,36, followed by sequencing of other candidate genes. Nevertheless, 20-30% of CdLS patients 
cannot be diagnosed due to the presence of somatic mosaicism or mutations in as yet 
unidentified genes 42,43. 

The majority (around 65%) of CdLS cases is caused by mutations in NIPBL 26. Deletions or 
mutations resulting in truncated NIPBL are correlated with more severe clinical abnormalities. 
On the other hand, patients with less damaging mutations, e.g. missense mutations and a 
common 3bp (in-frame) deletion in the SMC3 gene, display milder forms of CdLS 44,45. It is worth 
to note that the position of the mutations within the gene may also correlate with disease 
severity. For example, deletion of exon 32 of NIPBL, which encodes a portion of the HEAT 
domain, gives rise to more severe clinical symptoms than the deletion of some other exons (e.g. 
exons 35-47) 45. Recently, the X-linked gene HDAC8 was found to be mutated in 5% of CdLS. 
These HDAC8 CdLS patients display moderate clinical abnormalities 36. The type of mutations 
identified thus far are missense mutations, nonsense mutations, frameshift mutations and 
chromosomal micro-deletions 46-48. In addition, the hitherto reported mutations in the RAD21 
gene are missense mutations, frameshift mutations and whole exon deletions 36,49. Similar to 
SMC1A and SMC3 mutations these correlated with mild clinical phenotypes, although this 
conclusion is based on fewer CdLS cases diagnosed. Noteworthy, three CdLS patients with 
somatic mosaicism of mutated NIPBL and SMC3 genes were reported. While this small number 
precludes conclusions about genotype-phenotype correlation in these mosaic patients 43,50,51, 
nevertheless, taken together, the clinical severity of CdLS generally seems to correlate with the 
severity of the underlying mutations.  

 

1.2 Affected cohesin functions in Cornelia de Lange Syndrome 

How mutations of either cohesin core subunits (SMC1A, SMC3 and RAD21) or its regulatory 
genes (NIPBL, HDAC8) cause CdLS, is not yet clear. Possibly, cohesin’s role in the regulation of 
gene expression, particularly those in developmental programs, might underliethe symptoms 
of CdLS 52,53. Indeed, studies from vertebrate animal models, mice and zebrafish, have 
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demonstrated that NIPBL deficiency caused global gene expression changes, which are strongly 
correlated with CdLS-like developmental abnormalities 54. Also, cells from CdLS display no 
obvious signs of defects in mitotic sister chromatid cohesion (Figure 2), which suggests that 
mainly non-replicative functions of cohesin are affected in these patients 55.  Cohesin has 
multiple functions that contribute to transcription regulation, such as acting as a 
facilitatorbetween promoters and distal enhancers, as well as stabilizing chromatin loops 56,57.  
Consistent with this, NIPBL-mutated cells from mouse, human and other organisms are shown 
to have dysregulated gene expression but normal sister chromatid cohesion 52,53. 1501 genes 
were demonstrated to be differentially expressed in CdLS cells, compared to control 52, and 
expression of certain genes was tightly associated with clinical severity of CdLS. 

 

Figure 2.Examples of sister 
chromatid cohesion defects in 
lymphoblast cell lines of CdLS, 
RBS and WT.(A)Examples of 
metaphase chromosomes 
with normal and railroad 
appearance, as well as 
premature chromatid 
separation (PCS) (B) Both 
CdLS cell lines show normal 
sister chromatid cohesion, 
comparable to WT. By 
contrast, the positive control, 
an RBS-derived cell line, 
shows defective sister 
chromatid cohesion. Analysis 
of is sister chromatid 
cohesion has been described 
previously 58. 

 

1.3 Cornelia de Lange syndrome and cancer predisposition 

Single tumors were reported to co-occur with CdLS 59-62, including superasellar germinoma, 
papilloma of the choroid, adenocarcinoma of the esophagus, Wilms tumor and infantile 
haemangioendothelioma of the liver 59-61,63. Nevertheless, the cancer incidence in CdLS patients 
does not appear to be increased significantly 62,64, suggesting that mutations in cohesion 
pathways associated with CdLS do not predispose to aneuploidy, genomic instability and 
cancer65.  
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2. Roberts/SC phocomelia syndrome 

 

2.1 Clinical features and genetics 

Roberts/SC Phocomelia Syndrome (RBS) was first reported in 1919 by Johan B Roberts, who  
described three siblings born to consanguineous Italian parents 66. Later, a very similar disease 
was described with ESCO2 mutations, called Pseudothalidomide or SC Phocomelia Syndrome 
67.  At first, researchers regarded Roberts and SC Phocomelia Syndromes as two separate 
disorders but Zergollern and Hitrec concluded they overlapped as Roberts-SC Phocomelia 
syndrome 68. Approximately 150 cases of RBS are reported worldwide. Life expectancy for RBS 
covers a fairly large range,varying from death at birth to approximately 30 years old. 

Clinically, RBS is characterized by very diverse abnormalities that differ between affected 
individuals, even among the members of the same family. The majority of patients with RBS 
have shortened arm- and leg-bones (hypomelia), microcephaly, craniofacial defects, mental 
retardation and growth retardation 69,70. The diagnosis of RBS is based on the clinical 
abnormalities, mutational analysis of the ESCO2 gene and cytogenetic testing, where 
metaphase spreads are analyzed for sister chromatid cohesion. RBS metaphase cells are mainly 
characterized by specific loss of cohesion at their centromeres, leading to so-called railroad (RR) 
chromosomes (Figure 2, Figure 4). RBS diagnosis, based only on clinical manifestations may be 
challenging because the RBS clinical phenotypes overlap with the clinical abnormalities of 
multiple other diseases, including Fanconi anemia and Cornelia de Lange syndrome 71. 

The different types of ESCO2 mutations that have been reported so far lead either to total loss 
of protein expression or to impairment of its acetyltransferase activity. Interestingly, from the 
approximately thirty different types of ESCO2 mutations that have been confirmed, the 
majority were homozygous inactivating mutations (Figure 3A). In addition, several compound 
heterozygous mutations have been identified, of which 66% creates frameshift variants 72 
(Figure 3B). Both the types and the locations of the ESCO2 mutations do not predict the diseases 
severity, suggesting that there might be no correlations between genotype and phenotype 70. 
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Figure 3.(A) Illustration of the ESCO2 gene and the positions of homozygous mutations so far 
documented 73. (B) List of compound heterozygous mutations identified in different RBS patients 
27. 

 

2.2 Affected cohesin functions in Roberts syndrome 

ESCO1 and ESCO2 (the two vertebrate homologs of yeast Eco1) are both zinc-finger-containing 
proteins with a highly conserved acetyltransferase domain and only differ in their N-termini74. 
Studies in various model organisms shed light on the involvement of ESCO2 in different 
biological processes. For example, mouse models revealed that loss of ESCO2 results in 
termination of development at pre-implantation and post-implantation stages of embryos 75. 
Importantly, gene expression profiling in yeast and human suggested that the absence of Eco1 
or ESCO2, respectively, inhibited protein translation and altered expression pattern of 1600 
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genes76. Experiments in yeast,zebrafish, and human cells showed that Eco1/ESCO2 mutations 
induce aberrant nucleolar arrangement, thereby reducing the production of ribosomal RNA 
(rRNA) 24,77. At the cellular level, RBS metaphase cells are characterized by defects in sister 
chromatid cohesion (Figure 4). An early study showed that RBS cells havereduced proliferation 
rates, which may be an explanationfor the growth retardation of RBS patients 78. In addition, 
ESCO2 has also been reported to interact with proteins involved in neurogenesis 79. Of note, 
ESCO2 knockdown in zebrafish was recently reported to affect tissue and bone development 
by downregulating the expression of the cx43/gja1 gene80, which  encodes a member of 
connexin protein family. Cx43/gja1 is reported to be involved in intercellular communication 
and physiological processes such as normal embryonic development and coordinated 
contraction of hearth muscles 81. Thus, reduced proliferation resulting from mitotic defects and 
elevated levels of apoptosis 82, reduced rRNA levels, impaired protein production and neural 
differentiation may all contribute to the clinical phenotypes in RBS. 

 

 

Figure 4.Examples of sister chromatid cohesion analysis in RBS cells. Sister chromatid cohesion 
defects in RBS cells, RBS+ESCO2 cDNA and wild type cells. All RBS cells show defective sister 
chromatid cohesion, mostly railroads (RR) and some premature chromatid separation (PCS). 
Cohesion defects in RBS cells are rescued by the transfection of ESCO2 cDNA 71 (for sister 
chromatid analysis see legends of figure 2). 

 

2.3 Roberts syndrome and cancer predisposition 

Cohesin and cohesin-interacting proteins are intimately involved in maintaining genome 
stability by preventing aneuploidy and gross chromosome alterations, which are considered to 
be hallmarks of cancer 83-85. Some early studies reported a little higher frequency of aneuploidy 
and abnormal nuclear morphology in a number of RBS cases 78. However, comparing multiple 
studies with RBS cells, there appear to be remarkably few connections between ESCO2 
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mutations and increased aneuploidy86,87. Notably, RBS cells show hypersensitivity to DNA 
damaging drugs like Mitomycin C, Camptothecin, Etoposide, and gamma radiation, suggesting 
that ESCO2 may play a role in different DNA repair pathways to preserve genome integrity 88,89. 
So far, only three RBS individuals have been reported to develop cancer 69,90,91. Recently, low 
expression of ESCO2 was reported in colorectal cancer to be associated with lymphatic and 
distant metastasis, accompanied with shorter overall/disease-free survival 92. In zebrafish, 
ESCO2 mutations may result in genomic instability, aneuploidy, activation of DNA damage 
response and apoptosis 82. Taken together,evidence linking ESCO2 mutations and RBS to 
aneuploidy and cancer development is limited. Attempts by our group (in collaboration with 
the group of Hein te Riele, NKI-AVL, Amsterdam) and others to generate RBS mouse models 
failed 93. Heterozygous mice appeared to develop normally, but bi-allelic ESCO2 inactivation 
was lethal at pre-implantation stage 93. Developing animal models with inducible and/or tissue-
specific possibilities to knock-out ESCO2 might shed light on the question whether ESCO2 
mutations contribute to aneuploidy and cancer. However, Hein te Riele’s group showed that 
induced inactivation of ESCO2 was incompatible with proliferation of murine intestinal stem 
cells in vivo or mouse embryonic fibroblasts in vitro (data not shown).     
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3. Warsaw Breakage Syndrome 

3.1 Clinical features and genetics 

Warsaw breakage syndrome (WABS) was first diagnosed by our group in 2010 in a 14 years old 
male patient from Poland 14. Afterwards, 22 more individuals were diagnosed to suffer from 
WABS 10-14, 15[table 1].  WABS is caused by bi-allelic mutations in the iron-sulfur containing 
helicase homologuous to yeast Chl1, named ChlR1 or DDX11. 

 

Table1. Overview of DDX11 mutations found in WABS patients thus far. 

*Fetus: (from WABS07 no material for DDX11 mutation analysis)   

 DDX11 Mutations 
 

Protein Predicted 
effect 

Location Reference 

WABS01 IVS22+2T>C 
c.2689_2691del 

p.Cys754Profs*9 
p.Lys897del 

frameshift 
in frame 
deletion 

Intron 22 
Exon 26 

van der Lelij, P. et al 
(2010) 

Case 2 
(3 patients) 

c.788G>A p.Arg263Gln missense 
Exon 7 

Capo-Chichi, J-M. et 
al (2013) 

Case 3 IVS5+ 1G >A  
c.1888delC 

splice site 
p.Arg630Glyfs*23 

- 
frameshift 

Intron 5 
Exon 19 

Bailey, C. et al 
(2015) 

Case 4 IVS19-1G>A 
c.1523T>G 

splice site 
p.Leu508Arg 

- 
missense 

Intron 19 
Exon 16 

Eppley, S et al 
(2017)  

Case 5 
Patient 1 
 
Patient 2 
 
Patient 3/4 
 
Patient 5 

c.606delC  
c.2372G>A 
 
c.1133G>C 
 
c.2576T>G 
 
c.2576T>G 

p.Tyr202* 
p.Arg791Gln 

 
p.Arg378Pro 

 
p.Val859Gly 

 
p.Ala880Glyfs*94 

frameshift 
missense 

 
missense 

 
missense 

 
frameshift 

Exon 5 
 
 
Exon 23 
 
Exon 10 
 
Exon 26 
 

 
 
 
Alkhunaizi E, et al 
(2018) 

Case 6 
(2 patients) 

c.907_920del 
c.2507T > C 

p.Lys303Glufs*22 
p.Leu836Pro 

frameshift 
missense 

Exon 9 
Exon 25 

Bottega R, et al 
(2019) 

Case 7 
(2 patients) 

IVS1763‐1G>C splice site - Intron 17 
 

Rabin R, et al (2019) 

WABS02 c.169G>C 
IVS26-1G>A 

p.Gly57Arg 
splice site 

missense 
- 

Exon 3 
Intron 25 

Chapter 3 

WABS03 c.419G>A 
c.1403dup 

p.Arg140Gln 
p.Gly472Valfs* 

missense 
frameshift 

Exon 4 
Exon 13 

Chapter 3 

WABS04 c.1930G>A 
c2114G>A 

p.Val644Met  
p.Cys705Tyr 

missense 
missense 

Exon 19 
Exon 21 

Chapter 3 

WABS05  
WABS06 

c.1672C>T 
c.2571C>A 

Arg558* 
p.Ser857Arg 

frameshift 
missense 

Exon 17 
Exon 26 

Chapter 3 

WABS07* 
WABS08* 

IVS17-1G>C 
c.1946-1948delGTC 

splice site 
p.Gly650del 

- 
in frame 
deletion 

Intron 17 
Exon 19 

Chapter 3 
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WABS patients are clinically characterized by growth and mental retardation, microcephaly, 
abnormal skin pigmentations and, distinctively, deafness 14. Because of the rarity of this 
syndrome, a standard protocol for the diagnosis of WABS is not available thus far. However, 
one can exploit the known clinical anomalies, WABS cellular sensitivity to camptothecin-
induced chromosomal breakage, defects in sister chromatids cohesion and mutational analysis 
of DDX11.  

The presence of the pseudogene DDX12p, which has 98% sequence similarity to DDX11, 
hampers the identification of DDX11 mutations 94. In addition, multiple sub-telomeric DDX11L 
family members, derived from a portion of the primate DDX11 gene (with 98.5% sequence 
similarity with the exons 18, 22-25 and 3’ UTR of DDX11)95 further complicate the reliable 
sequencing of DDX11. Since only a limited number of WABS patients have been reported, a 
correlation between genotype and phenotype cannot be established yet. 

Complete loss of DDX11 is lethal in mouse embryogenesis 96,97, and the known WABS patients 
have at least one missense/ not-truncating mutation. These observationssuggest that WABS 
cells retain at least some DDX11 functionality (Chapter 6 of this thesis). The exact mechanism 
whereby mutations in DDX11 give rise to WABS clinical phenotypes has yet to be established.  

3.2 Affected cohesin functions in Warsaw Breakage Syndrome 

DDX11 is an iron-sulfur domain containing helicase. Purified DDX11 enzyme from insect or 
human cells is able to unwind duplex DNA substrates with 5’ or 3’ single stranded overhangs in 
a 5’ to 3’ direction 94,98. DDX11 is intimately involved in DNA replication by interacting both 
physically and genetically with replication-associated proteins and components of the DNA 
replication fork 99-101.  DDX11 is reported to interact with Ctf18-RFC, a PCNA loader complex, 
implicated in both replication fork stabilization and establishment of sister chromatid cohesion. 
Biochemical studies indicate that that PCNA and Ctf18-RFC enhance DDX11 helicase activity 
from 100bp to 500bp, and its absence leads to declined SMC3 acetylation 98. Chl1 also interacts 
with Ctf4 (And1), a component of the replisome progression complex involved in lagging strand 
DNA synthesis. In yeast, Ctf4 contributes to establishment of sister chromatid cohesion 102. The 
interaction of Ctf4-Chl1 was recently reported to depend on a Ctf4-Interacting Protein-(CIP) 
box which is essential for the establishment of sister chromatid cohesion and regulation of 
replication fork progression during S-phase 103. In addition, DDX11 binds the lagging strand 
processing protein FEN1 and increases its flap endonuclease activity 98. 

Since WABS cells show severe sister chromatid cohesion defects, including railroad track 
appearances (RR) and premature chromatid separation (PCS) (Figure 5) and DDX11/Chl1 is 
implicated at the replication fork, it is believed that DDX11 (or Chl1) functions to connect DNA 
replication to proper establishment of sister chromatid cohesion 103,104. In addition, DDX11 is 
reported to be involved in Scc2 recruitment 105. Experiments in yeast suggest that during S-
phase, Chl1 plays a role in the recruitment of cohesin and its loader protein, Scc2 and this 



43 
 

recruitment affects cohesin acetylation and establishment of sister chromatid cohesion. In 
agreement with this,  Chl1 mutant cells are shown to have diminished Smc3 acetylation105. 

 

Figure 5:Overview of sister chromatid cohesion defects in WABS lymphoblasts. Metaphases of 
WABS lymphoblast display almost 100% cohesion-defective chromatids. Upon treatment with 
the topoisomerase I inhibitor camptothecin, WABS cohesion defects shift from railroads to PCS. 
Overexpression of DDX11 in the WABS cells rescues the cytogenetic defects (for methods see 
legend figure 2). 

Furthermore, various studies in yeast and human point to the involvement of DDX11 in 
maintaining genome integrity through establishment of sister chromatid cohesion. Also, WABS 
cells are sensitive to different DNA-damaging agents, such as topoisomerase-I inhibitor 
Camptothecin, cross-linking agent Mitomycin C and PARP inhibitor 106 (Chapter 3 of this thesis), 
suggesting that DDX11 is also implemented in DNA damage repair pathways to preserve 
genomic stability 14. Studies in mouse models showed that depletion of DDX11 causes 
embryonic lethality due to high frequency of aneuploidy and genomic instability 96,97. Consistent 
with this, loss of DDX11 in mouse and Hela cells showed G2/M cell cycle arrest and apoptosis 
96,97. Furthermore, experiments in C.elegans demonstrated that DDX11 (Chl-1 in C.elegans) 
plays a role in chromosome stability and DNA repair 107.  

We propose a model (Figure 6) and speculate how DDX11 contributes to establishment of sister 
chromatid cohesion. Since we and other groups reported that DDX11 is involved in resolving 
secondary DNA structures during replication of the lagging strand 108,109 (Chapter 5 and 6 of this 
thesis), smoothening DNA at replication fork by DDX11 might facilitate cohesion establishment 
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by ESCO1 and ESCO2 and support normal DNA replication fork progression. Alternatively, the 
inability to resolve such structures in the absence of DDX11 may lead to DNA double stranded 
breaks, repair of which requires WAPL/PDS5-dependent cohesin removal to provide access of 
repair factors to the break site (Benedict et al, submitted manuscript). Either way, this would 
inevitably lead to cohesion loss.  

 

 

Figure 6:Proposed model showing the contribution of DDX11 in replication fork progression and 
sister chromatid cohesion.(A) DDX11 is associated with dissolving secondary DNA structures 
such as G4, during DNA replication on the lagging strand. (B) In the absence of DDX11, unsolved 
G4-structure may lead to DNA double stranded breaks. The  repair of these breaks requires 
removal of cohesins by WAPL/PDS5, to provide access of DNA repair machinery to the break site. 
This may eventually lead to cohesion loss at multiple sites throughout the genome.  

Future studies in model organisms with heterozygous deletion of DDX11 or mutations leading 
to haploinsufficiency might provide clues about DDX11 functions in development. Further, 
WABS patient cells and their complemented counterparts are powerful tools to be used for 
gene expression profiling, studying the role of DDX11 in controlling gene expression, especially 
genes controlling growth and development. 
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3.3 Warsaw Breakage Syndrome and cancer predisposition 

Based on the small number of WABS cases, it is difficult to find a connection between DDX11 
mutations in WABS patients and cancer predisposition. However, the DDX11 gene has been 
reported to play a role in survival of advanced melanomas 110, whereby, RNA expression analysis 
has shown  8 fold increase of DDX11 in first stage invasive melanoma cells, compared to 
noninvasive melanomas. In line with this and according whole cancer genome analyses, DDX11 
was found to be highly upregulated in tumor tissues, suggesting that it may function as an 
oncogene111. Oppositely, DDX11 down-regulation has also been described in number of cancer 
cells, such as colorectal cancer, non-Hodgkin lymphoma, leading to sister chromatid cohesion 
defects and genomic instability 112,113. In summary, despite the role of DDX11 in DNA replication 
and maintaining genome stability, its association with cancer predisposition remains unclear.  
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4. Chronic Atrial and Intestinal Dysrhythmia Syndrome 

4.1 Clinical features and genetics  

Chronic Atrial and Intestinal Dysrhythmia (CAID) was first reported in 2014 and is caused by 
mutation of the SGOL1 (Shugoshin) gene 16.  The founder mutation, identified in a group of 16 
French Canadians and 1 Swedish person, is a substitution of a highly conserved residue 
(c.67A>G; p.Lys23Glu in SGOL1), and predicted to be deleterious for protein function. 

CAID is clinically characterized by a combination of abnormal heart rhythms (cardiac 
arrhythmias) and pseudo-obstruction of the intestine 16. These clinical abnormalities are 
different compared to the common clinical abnormalities e.g. growth and mental retardation, 
of other cohesinopathies. However, at cellular level, CAID metaphase cells are shown to have 
defects in sister chromatid cohesion like in RBS and WABS, which characterizes CAID as a new 
member of the cohesinopathy family.  

4.2 Shugoshin functions 

The role of Shugoshin (SGOL1) in maintaining sister chromatid cohesion is well characterized 
101. Shugoshin, which means guardian spirit in Japanese, is a protein that safeguards 
centromeric cohesins against WAPL activity. WAPL activity increases during prophase and is 
responsible for unloading of arm cohesins 114, which also requires action of mitotic kinases 
Aurora B, PLK1 and Cyclin-dependent kinase 1 (CDK1), that phosphorylate two components of 
cohesin, SA2 and Sororin 115-118. Centromeric cohesins are however protected by SGOL1 and its 
interacting partner, Protein Phosphatase 2 (PP2A), which counteract WAPL unloading activity 
33,34. As a result, SGOL1 depletion in cells of different organisms have severe consequences such 
as sister chromatid cohesion defects, mis-segregation and mitotic arrest 16,33. How missense 
mutations in SGOL1 cause CAID clinical abnormalities remains unclear. It is remarkable that 
heart and intestinal tissues are particularly affected. 
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5. STAG2 cohesinopathy syndrome 

5.1 Clinical phenotypes of STAG2-mutated Syndrome 

An eight years old girl was recently diagnosed with a heterozygous nonsense mutation in the 
cohesin subunit STAG2, affecting normal protein expression. Based on the  known role of SA2 
as a cohesion subunit and the clinical phenotype of the patient, this disease is classified as a 
new cohesinopathy syndrome 19.  

The patient suffers from developmental abnormalities, nervous system anomalies, 
microcephaly, deafness, craniofacial abnormalities and congenital heart defects, which are 
mainly similar to the other cohesinopathy syndromes. Analysis of patient’s metaphase spreads 
showed normal sister chromatid cohesion, which is also in line with our findings where the 
inactivation of STAG2 does not lead to detectable sister chromatid cohesion defects (data not 
shown). Nevertheless, some studies have reported that depletion of SA2 may result in sister 
chromatid cohesion defects 119.  

5.2 STAG2 functions 

 SA2, a HEAT repeat containing protein, binds to the cohesin complex via two SA-binding motifs 
in the RAD21 protein 120. In vertebrates, two homologues  exist: STAG1 (SA1) and STAG2. 
Cohesin interacts either with SA1 or SA2, but not both 121. SA2-cohesin is believed to be  
involved in sister chromatid cohesion, whereas SA1-cohesin is predominantly associated with 
gene regulation 122.  SA2 also interacts with cohesion accessory proteins, such as PDS5 and 
Sororin, to maintain sister chromatid cohesion 31. SA2 phosphorylation is demonstrated to play 
an important role in removing Sororin from cohesin complex and contributing to unloading of 
arm cohesins [Chapter 1 of this thesis]. Furthermore, SA2 is reported to be an important 
interacting partner of CCCTC-binding factor (CTCF) and this interaction is required for cohesin 
enrichment at specific loci through the genome, but not for cohesin loading onto DNA 22,123.  

How STAG2 deficiency impacts normal development remains complex, due to its involvement 
in multiple processes of chromosome biology such as sister chromatid cohesion, transcription 
and tumorigenesis 23,119. SA2-mutated syndrome cells provide a unique tool for studying the 
role of STAG2 in transcription and understand its involvement in human development. Also, 
identification of SA2 genetic and/or physical interactions would be important to understand 
more about its molecular functions. 

5.3 Role of STAG2 mutations in cancer  

STAG2 is strongly associated with tumorigenesis and is the most frequently mutated subunit of 
cohesin in various cancer types [Chapter 1 of this thesis]. How STAG2 mutation may lead to 
cancer remains under debate. Recently, a role of SA2 in DNA replication fork progression has 
been reported 124. STAG2 knockout in RPE1 cells led to disruption of the interaction between  
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cohesin and replication forks, accompanied with stalled/collapsed replication forks and 
impaired SMC3 acetylation. In line with this, some evidence indicated that STAG2 mutations 
caused aneuploidy 119. Thus, the absence of STAG2 may cause genomic instability and 
aneuploidy, facilitating the creation of oncogenic structural variants, such as gene amplification, 
deletion and rearrangement. Further, SA2 mutation in brain cancer cells, glioblastoma 
multiforme, was reported to affect the expression of other cohesin subunits, as well as the 
abundance of cohesin regulatory subunits to interact with cohesin core complex 125.  These 
findings suggest that decreased level of cohesin and its regulatory partners could be 
responsible for tumorigenesis by affecting many different cellular processes like sister 
chromatid cohesion, transcription, DNA damage repair and genomic stability. 
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6. Summary and conclusions 
 

Cohesinopathies comprise a group of syndromes caused by defects in the regulators and 
structural components of the cohesin complex. The clinical and cellular consequences of these 
defects can be very diverse. Whereas the majority of the cohesinopathies share the same 
clinical abnormalities such as growth and mental retardation, symptoms from CAID syndrome 
do not conform to the characteristic pattern. At cellular level, CdLS and SA2-mutated syndrome, 
unlike other cohesinopathies, do not display sister chromatid cohesion defects. To date, five 
cohesinopathies are registered, CdLS, RBS, WABS, CAID and SA2-mutated syndrome, caused by 
a mutation in either one of nice genes. Furthermore, uncharacterized and sporadic cases of 
cohesinopathies were also reported in the literature. Recently, thanks to deep-sequencing 
techniques, seventeen patients from sixteen families were identified with STAG1 (encoding the 
cohesin subunit SA1) mutations 126. These patients suffer from milder clinical phenotypes 
compared to the other cohesinopathies. Thus far, no functional studies, e.g. sister chromatid 
cohesion analysis, have been performed. Additionally, SA2 duplication in Xq25 duplication 
syndrome was reported to cause clinical abnormalities 17,18,126,127. Xq25 duplication syndrome 
is an X-linked neurodevelopmental disorder characterized by developmental and intellectual 
abnormalities 127. Initially, the size of duplication was believed to be very large, affecting 
multiple genes in these patients 128, but recent comparative genome hybridization assay on six 
new patients refined the critical duplicated region to only encompass the SA2 gene 127. 
Increased copy number of the SA2 gene is believed to affect downstream target genes and high 
SA2 expression might be responsible for the patients’ clinical phenotypes. Xq25 duplication 
syndrome was therefore considered as a new cohesinopathy. Further functional studies are 
required to understand how SA2 duplication can affect development. 
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7. Methods 

Cohesion defect analysisFor cohesion defect analysis, cells were incubated with 200 ng/mL 
Demecolcin (Sigma-Aldrich) in medium for 20 min, harvested, resuspended in 75 mM KCl for 
20 min and fixed in methanol/acetic acid (3:1). Cells were dropped onto glass slides, stained 
with 5% Giemsa (Merck) and cohesion defects were microscopically analyzed. Per condition, 25 
metaphases per slide were counted on two coded slides as technical replicate. For coding, we 
covered the text, randomly distributed the slides on the bench and numbered the slides in 
random order. 
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Abstract  

The encouraging response rates of BRCA1- and BRCA2-mutated cancers toward PARP inhibitors 
make it worthwhile to identify other potential determinants of PARP inhibitor responsiveness. 
Since the Fanconi anemia (FA) pathway coordinates several DNA repair pathways, including 
homologous recombination in which BRCA1 and BRCA2 play important roles, we investigated 
whether this pathway harbors other predictors of PARP inhibitor sensitivity. Lymphoblastoid 
cell lines derived from individuals with FA   or clinically related syndromes, such as Warsaw 
breakage syndrome, were tested for PARP inhibitor sensitivity. Remarkably, we found a strong 
variability in PARP inhibitor sensitivity among different FANCD1/BRCA2-deficient lymphoblasts, 
suggesting that PARP inhibitor response depends on the type of FANCD1/BRCA2 mutation. We 
identified the DNA helicases FANCM and DDX11 as determinants of PARP inhibitor response. 
These results may extend the utility of PARP inhibition as effective anticancer treatment. 
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1. Introduction 

Traditional cancer chemotherapy can cause severe side effects due to its aspecific action on 
normal cells [1]. One strategy to specifically kill cancer cells exploits the concept of synthetic 
lethality, in which simultaneous inactivation of two or more genes causes cell death, whereas 
inactivation of only one of these genes is tolerated [2–4]. Since tumor cells harbor genetic 
changes that are absent in normal cells, synthetic lethal targeting could be therapeutically 
advantageous. E.g., inhibition of the abundant and extensively studied enzyme poly (ADP-
ribose) polymerase 1 (PARP-1) that plays an important role in the repair of DNA single strand 
breaks (SSBs) [5,6], was found to be lethal in tumors with mutations in BRCA1 or BRCA2 [7,8]. 
These tumors are deficient in repairing DNA double strand breaks (DSBs) by homologous 
recombination (HR) [9,10]. 

Therefore, the initial model for the synthetic lethal interaction between BRCA deficiency and 
PARP inhibition hypothesized that continuous inhibition of PARP leads to unrepaired SSBs, 
which are converted to DSBs during S phase. These breaks are irreparable in BRCA-deficient 
cells, and consequently lead to apoptosis [7,8]. An alternative model proposed that PARP 
inhibitors trap PARP-1 onto DNA repair intermediates, causing replication fork blocking lesions, 
which require homologous recombination to be repaired [11–13]. PARP as well as HR proteins 
have an important role in reactivating stalled replication forks, which might also explain the 
observed PARP-BRCA synthetic lethality [12,14,15]. 

Given the promising response of BRCA-mutated breast and ovarian cancers to PARP inhibitors 
[4,16], it is of interest  to  identify additional determinants of PARP inhibitor sensitivity, thereby 
extending their utility in cancer therapy. Recently, PALB2-, RAD51C- and SLX4-deficiency have 
been coupled to PARP inhibitor sensitivity [17–19]. Bi-allelic germ-line mutations in BRCA2, 
PALB2 or SLX4 cause Fanconi anemia (FA), a genomic instability syndrome characterized by 
congenital abnormalities, bone marrow failure  and a high risk to develop cancer, whereas 
mutations in RAD51C lead to an FA-like syndrome [20–25]. To date, 16 FA proteins have been 
identified that act together in the FA pathway to repair DNA replication fork blocking lesions, 
such as DNA interstrand crosslinks [26,27]. FA proteins can be divided into two groups: the FA 
core complex consisting of FANCA, -B, -C, -E, -F, -G, -L and -M, which is required for the 
monoubiquitination of FANCD2-FANCI, and a group of proteins that function downstream or 
independently of this posttranslational modification (FANCD1/BRCA2, FANCJ/BRIP1, 
FANCN/PALB2, FANCO/RAD51C, FANCP/SLX4 and FANCQ/XPF). 

Although FANCM is part of the FA core complex, it may also function outside the FA pathway 
to stabilize or re-initiate stalled replication forks [28]. In the present study, we used 
lymphoblasts and head and neck tumor cell lines from FA patients to investigate whether and 
to which extent deficiency in FA proteins confers PARP inhibitor sensitivity. In addition, 
lymphoblasts of individuals with cohesinopathies (e.g., Roberts syndrome and Warsaw break- 
age syndrome, which have some diagnostic overlap with FA) were tested for sensitivity to PARP 
inhibition. 
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2. Materials and methods 

Cell culture 

For an overview of all cell lines used in this study see Table 1. Epstein–Barr virus (EBV)-
transformed lymphoblasts were cultured in RPMI1640 medium supplemented with 10% fetal 
bovine serum (FBS) and sodium pyruvate (1 mM). Fibroblasts immortalized with SV40 large T 
antigen and head and neck squamous carcinoma cell lines were grown in DMEM  supplemented  
with 10% FBS and 1 mM sodium pyruvate. Stable cell lines: EUFA867-   L + FANCA, EUFA867 
HSC72OT fusion 1–3 and VU1202-L + DDX11, clones 1–3 were previously generated [29,30]. 
VU-SCC-1131 cells were functionally corrected by transduction with a phoenix retro- viral 
construct containing FANCC-GFP and selected on puromycin dihydrochloride (P8833, 1 µg/ml, 
Sigma). VU-SCC-1365 and VU- SCC-1604 cell lines stably expressing FANCA or FANCL, 
respectively, were generated by transfection with a pIRESneo construct containing cDNAs 
encoding FANCA-flag or flag-FANCL and selected on 400 µg/ml G418 sulfate (Calbiochem). 

Cell growth inhibition assays 

PARP inhibitor (KU0058948), cisplatin (CDDP), camptothecin and mitomycin C (MMC)-induced 
growth inhibition assays were performed as previously described [31]. In brief, cells were 
seeded in multiple flasks with increasing concentrations of the indicated drug. After untreated 
cells made 3 population doublings, the relative cell number compared to untreated cells for 
each drug concentration was determined using a Coulter counter. 

Western blot analysis 

For preparation of whole-cell extracts, cells were lysed for   10 min in lysis buffer (50 mM Tris–
HCl (pH 7.4), 150 mM NaCl and 1% Triton X-100 supplemented with protease (complete EDTA 
free tablets, Roche) and phosphatase inhibitors (PhosSTOP, Roche)). Proteins were separated 
on a 3–8% Tris–Acetate NuPAGE gradient gel (Invitrogen) and transferred to Immobilon-P 
membrane overnight. The membrane was blocked with 5% dry milk in TBST (10 mM Tris–HCl 
(pH 7.4), 150 mM NaCl, 0.05% Tween-20) and incubated with the indicated primary antibodies. 
After washing with TBST, the membrane was incubated with horseradish peroxidase-
conjugated secondary antibody and proteins were visualized with ECL (GE Healthcare). The 
following primary antibodies were used: rabbit polyclonal anti-BRCA2 (1:1000, A303- 434A, 
Bethyl Laboratories) and mouse monoclonal anti-FANCD2 (1:500, FI17, sc-20022, Santa Cruz 
Biotechnologies). 

Immunofluorescence 

Wild type, BRCA2-, DDX11- or FANCM-deficient lymphoblasts were treated with 100 nM MMC 
for 16 h and dropped onto Squarix Immunoselect® adhesion slides (Squarix biotechnology) in 
PBS. Immortalized fibroblasts and head and neck tumor cell lines were grown on sterile 
chamber slides (Nunc) and treated with 200 nM MMC for 16 h. Cells were pre-permeabilized 
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with 0.25% Triton X- 100 in PBS (1 min on ice) prior to fixation with 4% paraformaldehyde for 
15 min at room temperature. Cells were permeabilized with 0.5% Triton X-100 in PBS (20 min 
at room temperature). Unspecific binding sites were blocked by incubating with 10% FBS in PBS 
for 1 h at room temperature. Slides were then incubated with rabbit anti-RAD51 (1:1000, a gift 
from Dr. R. Kanaar) overnight at 4 ◦C or with rabbit polyclonal anti-FANCD2 (1:200, NB100-182, 
Novus Bio- logicals) for 2 h at room temperature and washed with 0.2% Triton X-100. 
Subsequently, slides were incubated with goat anti-rabbit ALEXA488 (1:500, A-11008, 
Invitrogen) for 2 h at room temperature. After excess antibody was removed by washing with 
0.2% Triton X-100, cells were counterstained with TO-PRO®-3 iodide (1:500, T3605, Invitrogen, 
for 15 min at room temperature), washed with PBS and embedded. Slides were analyzed with 
a confocal microscope (Carl Zeiss). 

BRCA2 sequencing 

The presence of BRCA2 mutations was examined by direct Sanger sequencing of the entire 
coding region and intron–exon boundaries on genomic DNA isolated from EBV-immortalized 
lymphoblasts. Primer pairs that were used are available on request. 

Cell cycle analysis 

Lymphoblasts were untreated or exposed for 7 days to PARP inhibitor (400 nM) and 
permeabilized in buffer containing 100 mM Tris–HCl (pH 7.5), 150 mM NaCl, 0.5 mM MgCl2, 1 
mM CaCl2, 0.2% BSA and 0.1% IGEPAL (CA-630, Sigma). DNA was stained with PI/RNase staining 
buffer (BD Pharmingen) for 15 min and analyzed by flow cytometry. 

Chromosomal breakage assay 

Lymphoblasts were cultured for 48 h in the absence or presence of 2000 nM PARP inhibitor. 
After treatment with 200 ng/ml demecolcin (Sigma) for 30 min, cells were harvested, treated 
with 0.075 M KCl for 20 min at room temperature and fixed with 75% methanol, 25% acetic 
acid. Subsequently, cells were dropped onto glass slides and stained with 5% Giemsa (Merck). 
For each cell culture, 50 metaphases were analyzed for  chromosomal  break-  age events. All 
scoring was performed on coded slides to prevent counting bias. 

siRNA knockdown of BRCA2, DDX11 and FANCM in wild type fibroblasts 

SV40-immortalized fibroblasts (Fen5280 SV) plated in 96-well plates were reverse transfected 
with siRNAs (final concentration 25 nM) targeting BRCA2, DDX11 and/or FANCM using 
Lipofectamine RNAiMAX (Invitrogen) according to the manufacturer’s proto- col. Non-targeting 
siCONTROL#2 (siCON) (Dharmacon) was used as a negative control. Twenty-four hours 
following transfection, increasing concentrations of PARP inhibitor were added. After 5 days, 
cell viability was determined by the CellTiter-Blue assay (Promega). 
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Table 1 
Cell line Gender Mutated Mutation 1 Mutation 2 Ref. 

  Gene Predicted protein change Predicted protein change  

HSC93 ? Wild type na na - 

MAN-EBV M Wild type na na - 

RUFA-EBV M Wild type na na - 

VU012-L M Wild type na na - 

EUFA689-L F FANCA c.3788_3790del c.3788_3790del [29] 

   p.Phe1263del p.Phe1263del  

HSC72OT ? FANCA Deletion exon 18-28 Deletion exon 18-28 [30] 

   p.? p.?  

HSC230 M FANCBa c.1856_1857insT - [31] 

   p.Arg619Serfs*39   

  FANCD1 c.2808_2811del c.9976A>T [20] 

  (/BRCA2) p.Ala938Profs*21 p.Lys3326*  

EUFA178-L M FANCBa Deletion promoter_exon 1 - [31] 

   No protein   

EUFA1386-L M FANCBa c.829dup - [31] 

   p.Cys277Leufs*31   

EUFA158-L F FANCC c.67del (also known as 322delG) 
c.67del (also known as 

322delG) 
[32] 

   p.Asp23Ilefs*23 p.Asp23Ilefs*23  

EUFA1289-L M FANCD2 c.206-2A>T c.1414-71_1545+256del459 [33] 

   p.Ala69Aspfs*7 p.Glu472_Lys515del  

EUFA816-L M FANCI c.3853C>T c.3350-88A>G [34] 

   p.Arg1285* p.Glu1117fs  

EUFA868-L F FANCL c.837-15_837-9delins177 c.837-15_837-9delins177 [35] 

   p.? p.?  

EUFA867-L F FANCM c.2171C>A c.4222+1978_4300del [36] 

   p.Ser724* p.?  

  FANCA c.2557C>T c.709+5G>A [37] 

   p.Arg853* p.?  

HSC62 M FANCD1 c.8488-1G>A c.8488-1G>A [20] 

  (/BRCA2) p.Trp2830_Lys2833del p.Trp2830_Lys2833del  

EUFA208-L F FANCD1  c.7878G>C c.756_757del Current study 

  (/BRCA2) p.Trp2626Cys p.Asp252Glufs*2  

EUFA423-L F FANCD1 c.7463_7464insAT c.9672dup [20] 

  (/BRCA2) p.Asp2489* p.Tyr3225Ilefs*30  

EUFA579-L F FANCD1 c.7007G>A 5609_5610delinsAG [20] 

  (/BRCA2) p.? p.Phe1870*  

EUFA932-L M FANCD1 c.2957dup c.7684T>C Current study 

  (/BRCA2) p.Asn986Lysfs*2 p.Phe2562Leu  
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Table 1 continued     

EUFA943-L M FANCD1 c.480_489del c.480_489del Current study 

  (/BRCA2) p.Gly162Phefs*7 p.Gly162Phefs*7  

EUFA1389-L F FANCD1 c.1597del Deletion exon 15-16 Current study 

  (BRCA2) p.Thr533Leufs*25 p.?  

EUFA696-L F FANCJ c.2392C>T c.2492+2dup [38] 

  (/BRIP1) p.Arg798* p.?  

EUFA1341-L F FANCN c.1653T>A Deletion exon 1-10 [21] 

  (/PALB2) p.Tyr551* p.?  

EUFA1354-L M FANCP c.286del c.286del [24] 

  (/SLX4) p.Thr96Leufs*30 p.Thr96Leufs*30  

FA104 F FANCQ c.1484_1488del c.2065C>A [27] 

  (/XPF) p.Thr495Asnfs*6 p.Arg689Ser  

VU1177-L F ESCO2 c.1111dup c.1111dup [39] 

   p.Thr371Asnfs*32 p.Thr371Asnfs*32  

VU1199-L M ESCO2 c.879_880del c.879_880del [39] 

   p.Arg293Serfs*7 p.Arg293Serfs*7  

VU1202-L M DDX11 c.2689_2691del c.2271+2T>C [40] 

   p. Lys897del p.?  

CdLS11165 M NIPBLb c.3813_3815del - [41] 

   p.Lys1271del   

CdLS11167 F NIPBLb c.3940dup - [41] 

   p.Thr1314Asnfs*9   

EUFA1341F SV40 F FANCN c.1653T>A Deletion exon 1-10 [21] 

  (/PALB2) p.Tyr551* p.?  

VU1199F SV40 M ESCO2 c.879_880del c.879_880del [39] 

   p.Arg293Serfs*7 p.Arg293Serfs*7  

VU-SCC-1131 F FANCC c.67del (also known as 322delG) 
c.67del (also known as 

322delG) 
[42] 

   p.Asp23Ilefs*23 p.Asp23Ilefs*23  

VU-SCC-1365 M FANCA c.3788-3790del c.3788-3790del [42] 

   p. Phe1263del p.Phe1263del  

VU-SCC-1604 F FANCL c.483_487del c.906C>G Current study 

   p.Glu161Aspfs*31 p.Ile302Met  

a X-linked inheritance, b autosomal dominant inheritance. Na = not applicable, F = female, M = male. All 

lymphoblastoid cell lines and fibroblasts were EBV- or SV40-immortalized, respectively. The following 

transcript reference sequences were used: FANCA NM_000135.2; FANCB NM_001018113.1; FANCC 

NM_000136.2; FANCD1/BRCA2 NM_000059.3; FANCD2 NM_001018115.1; FANCI NM_001113378.1; 

FANCL NM_001114636.1; FANCM NM_020937.2; BRIP1/FANCJ NM_032043.2; PALB2/FANCN 

NM_024675.3; SLX4/FANCP NM_032444.2; XPF/FANCQ NM_005236.2; ESCO2 NM_001017420.2; 

DDX11 NM_030653.3 and NIPBL NM_015384.4. 
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3. Results 

3.1. PARP inhibitor sensitivity depends on the type of BRCA2 mutation 

Complementation group D1 of the genomic instability syndrome Fanconi anemia (FA) was 
found to be caused  by bi-allelic mutations in the well-known breast cancer susceptibility gene 
BRCA2 [20]. Since BRCA2-deficient breast cancer cells are hypersensitive to PARP inhibitors 
[7,8], we examined whether BRCA2-deficient EBV-immortalized lymphoblastoid cell lines 
derived from FA-D1 patients are also sensitive to PARP inhibition. None of the wild type 
lymphoblasts was sensitive to the PARP inhibitor Olaparib (KU0058948), as compared to 
BRCA2- deficient EUFA423 lymphoblasts (Fig. 1a). Remarkably, there was a large difference in 
IC50 values between different BRCA2-defective lymphoblastoid cell lines: EUFA943 
lymphoblasts were the most sensitive with an IC50 value of 4.0 ± 0.8 nM, whereas HSC62 cells 
were only marginally sensitive (IC50 356.6 30.0 nM) (Fig. 1b). These cell lines were also the 
most and least sensitive, respectively, to other DNA damaging agents, such as mitomycin C 
(MMC) (Fig. 1c) or camptothecin (Fig. 1d). Hence, in these cell lines, PARP inhibitor sensitivity 
was correlated with MMC and camptothecin sensitivity. To elucidate why some BRCA2-
deficient lymphoblasts were more sensitive to PARP inhibitor than others, BRCA2 expression 
and RAD51 focus formation were investigated (for an overview of all data see Fig. 1g). 
Previously, Howlett et al. [20] demonstrated that EUFA423 and HSC62 cells express a truncated 
BRCA2 protein, which we clearly confirmed for EUFA423 cells (Fig. 1e). The distinction between 
normal size or truncated BRCA2 protein is difficult to visualize with Western blotting for HSC62 
cells, because this cell line expresses BRCA2 protein with an in-frame deletion of only 4 amino 
acids. BRCA2 expression was not or hardly observed in three highly sensitive cell lines 
(EUFA943-   L, EUFA579-L and EUFA1389-L), however, in another sensitive cell line, EUFA208-
L, BRCA2 protein of approximately normal size was detected. The absence of BRCA2 protein 
expression can be explained by a frameshift mutation (c.1597del) and a large deletion of exon 
15–16 in EUFA1389 cells, a homozygous frameshift mutation (c.480-489del) in EUFA943 cells 
and a splice site (c.7007G > A) and nonsense mutation (c.5609 5610delinsAG) in EUFA579 cells 
(see Table 1 and Fig. 1g for an overview of mutations present   in our panel of cell lines). In 
EUFA208 and in EUFA932 cells,  one frameshift and one missense mutation in BRCA2 were 
found. The missense mutations were both present in the BRCA2 helical domain, which interacts 
with SHFM1/DSS1 [44,45]. This interaction is important for homologous recombination and 
hence contributes to genomic stability [46,47]. Despite the fact that both cell lines expressed 
BRCA2, EUFA208 cells (IC50 7.2 ± 2.1 nM) were more sensitive to PARP inhibitor than EUFA932 
cells (IC50 121.8 71.8 nM). BRCA2 recruits RAD51 to double strand breaks to mediate 
homologous recombination [48,49]. To assess if HR repair activity was affected in FA-D1 
lymphoblasts expressing mutant BRCA2 pro- tein, MMC-induced RAD51 nuclear focus 
formation was analyzed by immunofluorescence as an indirect marker of HR. Upon treatment 
with MMC, RAD51 focus formation was only unambiguously observed in wild type HSC93 
lymphoblasts and in the least sensitive HSC62 cells (Fig. 1g), suggesting that the mutant BRCA2 
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protein in HSC62 has partial activity. The mild phenotype of HSC62 cells was also reflected in 
the clinical characteristics of the FA patient of whom this cell line was derived.  

 

Fig. 1. Variety in PARP inhibitor sensitivity due to different mutations in BRCA2. (A) Different EBV-
immortalized wild type lymphoblasts are resistant to PARP inhibitor (PARPi), whereas the 
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indicated BRCA2-mutant lymphoblasts (FA-D1) derived from FA patients are sensitive (B). PARP 
inhibitor sensitivity of BRCA2-mutant lymphoblasts is correlated with mitomycin C (C) and 
camptothecin (D) sensitivity. Lymphoblasts were continuously exposed to different 
concentrations PARP inhibitor (0–400 nM), mitomycin C (0–100 nM) or camptothecin (0–4 nM). 
After three population doublings of untreated cells, cell number for each drug concentration was 
determined using a Coulter counter. The data represent the percentage growth compared to 
untreated cells. The error bars show standard error of the mean of at least 3 independent 
experiments.(E) Western blot analysis showing BRCA2 protein expression in BRCA2-mutant 
lymphoblasts. (F) RAD51 foci (green and indicated by arrows) are evidently present in the control 
cell line HSC93 and the BRCA2-deficient cell line HSC62 upon mitomycin C treatment, but absent 
in the other BRCA2-defective lymphoblasts. Cell lines were treated with 100 nM MMC for 24 h. 
TOPRO3 was used as a nuclear counterstaining. (G) An overview of IC50 values (nM), BRCA2 
protein expression and RAD51 focus formation of BRCA2-mutant lymphoblasts, showing a wide 
variety in PARP inhibitor sensitivity. 

Although this patient scored positive in the chromosomal breakage assay and had the classical 
thumb abnormalities, he had not developed bone marrow failure or cancer at the age of 30, 
while the majority of FA patients with bi- allelic mutations in BRCA2 has a severe phenotype 
with early onset bone marrow failure and high incidence of childhood solid cancers [20,50,51]. 
These results indicate that although all BRCA2 mutations conferred the FA phenotype, PARP 
inhibitor sensitivity depends on the type of BRCA2 mutation and the level of BRCA2 inactivation. 

3.2. FA lymphoblasts with mutations in FANCM are hypersensitive to PARP inhibitor 

A panel of FA lymphoblastoid cell lines with mutations in FA genes other than BRCA2 (Table 1) 
was also tested for PARP inhibitor sensitivity. FA proteins can be divided into two groups: a sub- 
set that is essential for FANCD2-FANCI monoubiquitination and a group of proteins that 
function downstream of this posttranslational modification [26]. Lymphoblasts with mutations 
in the genes FANCA, FANCB, FANCC and FANCL, which encode proteins required for FANCD2-
FANCI monoubiquitination, as well as those deficient in FANCD2 and FANCI, had IC50 values 
above 400 nM and were therefore classified as PARP inhibitor resistant (Fig. 2a). Among these 
resistant cell lines, there was one cell line (HSC230) derived from a FA patient who was classified 
to complementation group FA-B by cell fusion and the presence of a FANCB mutation [34]. 
How- ever, HSC230 cells also contained two BRCA2 variants: a deleterious frameshift mutation 
(c.2808 2811del) and a nonsense mutation (p.Lys3326*) [20]. This latter variant is known as a 
polymorphic stop and was found in >1% of normal individuals [52]. HSC230 cells were not 
sensitive to PARP inhibition, indicating that neither FANCB- deficiency nor the polymorphic stop 
in BRCA2 conferred sensitivity to PARP inhibitor and that the resulting truncated BRCA2 protein 
was able to repair PARP inhibitor induced DNA damage.Lymphoblasts with mutations in the 
genes FANCJ, FANCQ/XPF or FANCP/SLX4, which function downstream of FANCD2-FANCI 
monoubiquitination, were also not particularly sensitive. In contrast, lymphoblastoid cell lines 
with a defect in FANCM (EUFA867-L) or FANCN/PALB2 (EUFA1341-L) were hypersensitive to 
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PARP inhibition with IC50 values of  41.0  1.9  and  2.5  0.3 nM  PARP inhibitor, respectively (Fig. 
2b). In addition to bi-allelic FANCM mutations, EUFA867-L cells also have bi-allelic mutations  in  
FANCA [29]. To investigate whether PARP inhibitor sensitivity was solely due to FANCM-
deficiency, EUFA867 lymphoblasts stably expressing FANCA were tested for PARP inhibitor 
responsive- ness. As shown in Fig. 2c, overexpression of FANCA in EUFA867 cells did not restore 
PARP inhibitor resistance, indicating that FANCA did not affect sensitivity to PARP inhibitor. This 
was further strengthened by the PARP inhibitor resistant  phenotype  in the FANCA-deficient 
lymphoblastoid cell lines EUFA689-L and HSC72OT (Fig. 2a and c). Moreover, cell fusion of 
FANCM- and FANCA-deficient EUFA867 lymphoblasts with FANCA-deficient HSC72OT 
lymphoblasts (EUFA867-L HSC72OT fusion 1–3), in which FANCM- but not FANCA-deficiency 
was corrected, resulted in PARP inhibitor resistance, whereas MMC sensitivity remained (Fig. 
2d). These results demonstrate that FANCM deficiency was responsible for the observed 
sensitivity to PARP inhibitor and that FANCM has a role in the cellular defense against PARP 
inhibitor. 
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Fig.2.FANCN- and FANCM-deficient lymphoblasts are PARP inhibitor sensitive. Lymphoblasts with 
mutations in genes encoding upstream FA 
proteins necessary for FANCD2 
monoubiquitination are not sensitive to 
PARP inhibitor (PARPi) (A), whereas 
mutations in FANCN (EUFA1341-L) and 
FANCM (EUFA867-L) cause PARP inhibitor 
sensitivity (B). Lymphoblasts were 
continuously exposed to PARP inhibitor and 
cell growth was determined by counting 
after untreated cells had reached at least 
three population doublings. The data 
represent mean ± S.E.M. (standard error of 
the mean) of 2 or 3 independent 
experiments. Different cell growth inhibition 
assays were combined into one graph. For 
each assay, HSC93 and BRCA2-deficient 
EUFA423 cells were used as controls. (C) 
EUFA867 lymphoblasts stably express- ing 
wild type FANCA are still sensitive to PARP 
inhibitor, whereas correction of FANCM- but 
not FANCA-deficiency by cell fusion of 
EUFA867-L with HSC72OT cells (EUFA867-L 
× HSC72OT fusion 1–3) restores PARP 
inhibitor resistance. HSC93 and BRCA2-
deficient EUFA423 cells were used as 
controls. (D) Overexpression of FANCA in 
EUFA867 or correction of FANCM by cell 
fusions did not rescue MMC sensitivity. 

 

3.3. DDX11 is a determinant of PARP inhibitor responsiveness 

FA patients are diagnosed by performing the widely used chromosomal breakage test: upon 
treatment with MMC, FA deficient cells exhibit a significant increase in chromosomal breaks. 
However, MMC-induced chromosomal breakage has also been observed in other syndromes, 
such as Roberts syndrome and Warsaw breakage syndrome, and misdiagnosis may occur [53]. 
Since a subset of FA cells was sensitive to PARP inhibitors, we  also tested lymphoblastoid cell 
lines derived from Roberts and Warsaw breakage syndrome patients for PARP inhibitor 
sensitivity. These syndromes together with Cornelia de Lange syndrome are characterized by 
defects in sister chromatid cohesion andtherefore termed cohesinopathies [30,54]. As shown 
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in Fig. 3a, lymphoblasts from individuals with Roberts (VU1177-L and VU1199-L) or Cornelia de 
Lange syndrome (CdLS11165 and CdLS11167) were resistant to PARP inhibitors. Interestingly, 
lymphoblasts from a Warsaw breakage syndrome patient (VU1202-L) with bi-allelicmutations 
in DDX11  were almost as sensitive to PARP inhibitors   as the BRCA2-deficient cell line EUFA423-
L (Fig. 3b). This PARP inhibitor sensitivity phenotype was rescued by introducing DDX11 cDNA 
into VU1202 lymphoblasts, showing that DDX11 is important for cellular protection against 
PARP inhibitors. 

 

Fig. 3. DDX11-deficient lymphoblasts are 
sensitive to PARP inhibitor. (A) Lymphoblasts 
derived from individuals with Roberts 
syndrome (RBS) or Cornelia de Lange (CdL) 
syndrome with mutations in ESCO2 or NIPBL, 
respectively, are resistant to PARP inhibitor 
(PARPi). (B) Warsaw Breakage syndrome 
(WBS) patient-derived lymphoblasts 
(VU1202-L) with bi-allelic mutations in 
DDX11 are PARP inhibitor sensitive. The 
sensitive phenotype of VU1202 cells was 
restored by introducing DDX11 cDNA. Wild 
type (HSC93) and BRCA2-deficient 
(EUFA423-L) lymphoblasts were used as 
controls. Multiple experiments were 
combined to one graph. The data represent 
the mean and standard error of the mean of 
at least 2 experiments, except for VU1202-L 
+ DDX11-2 and 3. 

 

3.4. Increased G2/M accumulation and chromosomal breakage in PARP inhibitor sensitive 
cells 

We have used patient-derived lymphoblastoid cell lines to show that besides BRCA2 and PALB2, 
FANCM and DDX11 are determinants of PARP inhibitor responsiveness. Since FA-deficient cells 
treated with ICL-inducing agents arrest in the G2/M phase of the cell cycle and exhibit increased 
chromosomal breakage, we per- formed cell cycle analysis and the chromosomal breakage test 
to investigate whether a similar cellular phenotype ensues from treatment with PARP inhibitor 
(Fig. 4a and b). BRCA2-, FANCM- and DDX11-deficient cells showed a PARP inhibitor induced 
increase in sub-G1 (<2N) and G2 (4N) content, indicating increased apoptosis and arrest in the 
G2/M phase of the cell cycle, respectively (Fig. 4a). This increase was lower in wild type cells 
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(HSC93) and PARP inhibitor resistant FANCA-deficient cells (HSC72OT). How- ever, a clearly 
increased number of chromosomal breaks was only observed in the BRCA2-deficient 
lymphoblastoid cell line EUFA423- L (Fig. 4b). After treatment with PARP inhibitor, 49% of 
EUFA423 cells contained one or more breaks, whereas this percentage was6 and 20% in wild 
type and PARP inhibitor resistant FANCA- defective cells, respectively. In the PARP inhibitor 
sensitive cell lines EUFA867 and VU1202, breaks occurred in 28% and 26% of cells, respectively, 
which is more than in wild-type cells (6%) but similar to PARP inhibitor resistant FANCA-
defective cells (20%). One model of the synthetic lethal interaction between PARP inhibition 
and HR deficiency hypothesized that PARP inhibition eventually leads to irreparable DNA double 
strand breaks [7,8]. Our data indicate that this model may explain PARP inhibitor sensitivityof 
BRCA2-deficient cells but not of FANCM- or DDX11-defective cells. 
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Fig. 4. Cell cycle analysis, chromosomal breakage and RAD51 focus formation in PARP inhibitor 
sensitive cell lines. (A) BRCA2-, FANCM- and DDX11-deficient lymphoblasts have increased sub-
G1 (<2N) and G2/M (4N) population of cells upon PARP inhibitor treatment. (B) Chromosomal 
breakage in untreated and PARP inhibited EUFA423 (FA-D1), EUFA867 (FA-M) and VU1202 
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(WBS) lymphoblasts. (C) RAD51 focus formation upon mitomycin C treatment in FANCM- and 
DDX11-deficient lymphoblasts. Representative images of RAD51 foci (green and indicated by 
arrows) are shown in FANCM-(EUFA857-L) and DDX11-(VU1202-L) deficient cells. HSC93 (wild 
type) and BRCA2-deficient EUFA579 cells were used as controls. Cells were treated with 100 nM 
MMC, fixed after 24 h and stained with anti-RAD51. Nuclei were visualized with TOPRO3. (D) 
SV40- immortalized fibroblasts (Fen5280SV) were transfected with the indicated siRNAs and 
treated with increasing concentrations of PARP inhibitor. Untransfected and siCON (non-
targeting)-transfected cells were used as negative controls. 

 

3.5. RAD51 focus formation and epistatic relationships in FANCM- and DDX11-deficient 
lymphoblasts 

BRCA2 and PALB2 are directly involved in homologous recombination and cells that lack these 
proteins do not show RAD51 foci [21,49,55]. Therefore, RAD51 focus formation may be a 
biomarkerfor PARP inhibitor response. To investigate this possibility, RAD51 focus formation 
was analyzed in FANCM- and DDX11-deficient lymphoblasts. As shown in Fig. 4c, both 
lymphoblastoid cell lines as well as the control cell line HSC93 were able to form RAD51 foci 
upon treatment with mitomycin C. In contrast, the BRCA2- deficient cell line EUFA579 lacked 
RAD51 foci. These results indicate that RAD51 focus formation cannot be used as a general 
biomarker for PARP inhibitor response. This data might suggest that BRCA2, FANCM and DDX11 
function in different pathways in the defense against PARP inhibitor induced damage. To 
investigate this further, we transfected SV40-immortalized wild type fibroblasts with siRNAs 
against BRCA2, FANCM and/or DDX11 (Fig. 4d). Knockdown of BRCA2, DDX11 or FANCM in wild 
type fibroblasts resulted in PARP inhibitor sensitization, thereby further confirming that these 
proteins are determinants of PARP inhibitor response. Knockdown of BRCA2 further increased 
PARP inhibitor sensitivity of FANCM knockdown cells and also, albeit to a lesser extent, of 
DDX11 knock- down cells. However, fibroblasts transfected with siRNAs targeting both FANCM 
and DDX11 were as sensitive to PARP inhibition as siDDX11-transfected cells alone, indicating 
that DDX11-deficiency is epistatic with FANCM-deficiency. Taken together, these data suggest 
that FANCM and DDX11 function in the same pathway, whereas BRCA2 acts in another pathway 
to prevent PARP inhibitor induced DNA damage. 

3.6. FA head and neck tumor cell lines are not particularly sensitive to PARP inhibitor 

FA patients have an extremely high risk to develop tumors of the head and neck region. 
Treatment of these patients is complicated because of the hypersensitivity of FA cells to 
chemotherapeutic drugs and novel treatment options are urgently awaited. Since defects in 
upstream FA genes did not confer PARP inhibitor sensitivity in normal lymphoblastoid cell lines 
(see Section 3.2), we tested PARP inhibitor responsiveness in three FA head and neck cancer 
cell lines (VU-SCC-1131 (FA-C), VU-SCC-1365 (FA-A) and VU-SCC-1604 (FA-L)). These tumor cell 
lines were sensitive to MMC (Fig. 5a) and cisplatin (CDDP) (Fig. 5b), a hallmark of FA cells. As 
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expected, FANCD2 monoubiquitination (Fig. 5c) and focus formation (Fig. 5d) were absent, 
because these cell lines have mutations in upstream FA genes. Functional correction of these 
cell lines made them 10- fold more resistant to MMC and CDDP and restored the ability to 
monoubiquitinate FANCD2 and to form FANCD2 foci (Fig. 5a–d). In contrast, FA-A and FA-C cell 
lines were not PARP inhibitor sensitive and functional correction did not affect PARP inhibitor 
responsiveness. Although, FANCL-deficient VU-SCC-1604 cells appeared slightly more sensitive 
to PARP inhibitor than the corrected VU- SCC-1604 cells and the FA-A and FA-C cell lines, the 
sensitivity was not as profound as in PALB2-deficient fibroblasts (Fig. 5e). Our data demonstrate 
that defects in upstream FA genes in normal lymphoblasts as well as in HNSCC cells do not 
confer hypersensitivity to PARP inhibitor. Since most FA patients belong to upstream FA-
complementation groups, PARP inhibition is likely to be unsuccessful in the treatment of FA 
head and neck cancer. However, this therapy might be successful in non-FA patients with 
tumors containing mutations in genes that determine PARP inhibitor sensitivity, such as BRCA2, 
DDX11 or FANCM. 
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Fig. 5. Upstream FA pathway defects do not affect sensitivity to PARP inhibitors in HNSCC cell 
lines. Head and neck tumor cell lines (VU-SCC-1131 (FANCC-deficient), VU- SCC-1365 (FANCA-
deficient) and VU-SCC-1604 (FANCL-deficient)) derived from FA patients are hypersensitive to 
mitomycin C (MMC) (A) and cisplatin (CDDP) (B). Functional correction of these cell lines makes 
them 10-fold more resistant to these agents. VU-SCC-1365 and VU-SCC-1604 were transfected 
with an empty pIRESneo construct. The data represent mean ± S.E.M. (standard error of the 
mean) of three independent experiments. FA-deficient head and neck tumor cell lines lack 
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FANCD2 monoubiquitination(C)and focus formation (D), which is restored after functional 
complementation. Western blot analysis was used to determine FANCD2 monoubiquitination of 
untreated(UT), MMC-(200 nM) or hydroxyurea (HU) treated cells. Representative images of 
MMC-induced FANCD2 foci (green) are shown. Nuclei were visualized by TOPRO3. (E) PARP 
inhibitor (PARPi) response in FA tumor cell lines. The data represent mean ± S.E.M. of three 
independent experiments. For the cell growth inhibition assays, cells were continuously exposed 
to different concentrations PARP inhibitor, MMC or CDDP. Cell growth was compared to 
untreated cells and determined by counting cell number or colonies. 

 

4. Discussion 

In an effort to find determinants of PARP inhibitor sensitivity, we investigated whether defects 
in FA proteins other than BRCA2 are synthetic lethal with PARP inhibition. Using lymphoblastoid 
cell lines from individuals with FA or clinically related syndromes, we identified FANCM and 
DDX11 as determinants of PARP inhibitorresponsiveness. Furthermore, we show that the 
response to PARP inhibitors of BRCA2-mutant cells depends on the type of mutation. In our 
study we primarily used EBV-immortalized lymphoblastoid cell lines with different genetic 
defects. This allowed a detailed analysis of the role of different proteins in the response to PARP 
inhibitors within one specific cell type. In these lymphoblasts, the major determinants of PARP 
inhibitor sensitivity were the homologous recombination proteins BRCA2 and PALB2, but also 
the DNA helicases FANCM and DDX11. FA core complex proteins as well as FANCI and FANCD2 
appeared to be dispensable for PARP inhibitor tolerance. Consistent with our results, HPV E6 
and E7 immortalized fibroblasts established from FA patients with mutations in the FA genes 
FANCA, FANCD2, FANCI or FANCL were not sensitive to PARP inhibitor KU0058948 [19]. 
However, DT40 cells deficient in FANCC, FANCD2 or FANCG and mouse embryonic fibroblasts 
lacking Fanca, Fancc or Fancd2 were sensitive to the same PARP inhibitor, suggesting a species- 
and/or cell-culture-specific requirement for theFA core complex in conferring PARP inhibitor 
resistance [13,56]. Several of our observations indicate that increased double-strand break 
formation combined with defective homology- directed break repair may explain PARP inhibitor 
sensitivity in BRCA2-defective cells but not in FANCM- or DDX11-defective cells. 

(1) Although RAD51 focus formation has been suggested as a biomarker to identify tumors that 
will respond to PARP inhibition, we have demonstrated here that PARP inhibitor sensitive 
FANCM- and DDX11-deficient lymphoblasts were still able to form RAD51 foci. Therefore, 
RAD51 focus formation may be a relevant marker for BRCA2-deficient tumors, but not for PARP 
inhibitor sensitivity in general. (2) Double-strand break formation following PARP inhibition was 
strongly increased in BRCA2-deficient cells, but not in FANCM or DDX11-defective cells. 
Together with normal RAD51 focus formation, this suggests that double-strand breaks induced 
by PARP inhibition were effectively repaired in FANCM- or DDX11- defective cells. (3) 
Knockdown of BRCA2 reduced cell survival in FANCM or DDX11 knockdown cells whereas 
FANCM knockdown did not reduce survival of DDX11 knockdown cells. Taken together, these 
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results indicate that different mechanisms exist for PARP inhibitor sensitivity in BRCA2-
defective cells on the one side and FANCM- or DDX11-defective cells on the other. 

The PARP inhibitor sensitivity of FANCM and DDX11-defective cells may be related to DNA 
replication, since recent studies demonstrated that PARP inhibitors not only caused DNA breaks 
but also formed replication fork blocking lesions [11–13]. In this respect, PARP inhibitors 
resemble topoisomerase inhibitors like camptothecin [57,58]. Interestingly, the cell lines that 
were PARP inhibitor sensitive were also sensitive to camptothecin, indicating that failure of 
repairing replication fork blocking lesions contributes to cytotoxicity. PARP and HR proteins as 
well as FANCM play important roles in restarting stalled replication forks [14,15,59]. FANCM is 
a multifunctional protein that not only recruits the FA core complex to stalled replication forks 
but also the Bloom’s syndrome complex [60]. Besides an important role in ensuring replisome 
stability in S phase, FANCM is also involved in checkpoint activation upon dam- age [28,61,62]. 
Errors in DNA damage cell cycle checkpoints and in bypass of replication-blocking lesions might 
lead to PARP inhibitor sensitivity [63]. Therefore, it is possible that replisome instability and 
checkpoint defects due to FANCM deficiency both contribute to PARP inhibitor sensitivity. 

Problems with replication fork maintenance may also underlie the observed PARP inhibitor 
sensitivity in DDX11-deficient cells. DDX11 is involved in the establishment of sister chromatid 
cohesion, which occurs in a replication dependent manner during S phase [64]. The replication 
fork protection (RFP) complex, consist- ing of Timeless and Tipin, can interact and stabilize 
DDX11, leading to stable association of the cohesion complex with chromatin [65]. Moreover, 
DDX11 interacts with and enhances the activity of FEN1,a flap endonuclease involved in lagging-
strand DNA synthesis [66]. Depletion of FEN1 also leads to cohesion defects and FEN1-deficient 
DT40 cells are sensitive to PARP inhibitor [13,66]. These results suggests that lagging-strand 
synthesis might be important for sister chromatid cohesion. Defective sister chromatid 
cohesion due to DDX11-deficiency might interfere with bypass of replication- blocking lesions 
caused by PARP inhibitor. 

By investigating PARP inhibitor sensitivity in the setting of patient derived lymphoblastoid cell 
lines, we could demonstrate the importance of examining PARP inhibitor sensitivity in the con- 
text of truncating mutations instead of reduced protein levels byusing RNA interference. 
Depending on the mutation in BRCA2, mutant cells were more or less sensitive to PARP 
inhibition or to other DNA damaging agents, such as mitomycin C or camptothecin. Consistent 
with this observation, a previous report [19] showed variations in PARP inhibitor sensitivity 
depending on the type of SLX4 mutation. SLX4 seems to play an important role in repairing 
PARP inhibitor induced damage via the interactions with MUS81 and to a lesser extent with 
SLX1 [19]. EUFA1354 lymphoblasts with bi-allelic mutations in SLX4 were not particularly 
sensitive to PARP inhibition. This cell line expresses a truncated SLX4 protein that is able to 
interact with MUS81 and SLX1 [24] and therefore, might beless sensitive to PARP inhibitor. 
Thus, PARP inhibitor response may vary due to different underlying mutations in BRCA2 or SLX4. 
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In summary, FANCM and DDX11 were newly identified as determinants of PARP inhibitor 
sensitivity. Since FANCM and DDX11 mutations occur in tumors (COSMIC database), these 
results suggest that PARP inhibition might be a valuable anti-cancer approach not only for 
BRCA-associated cancers but also for other tumors. However, caution is necessary because 
PARP inhibitor sensitivity might dependent on the kind of mutation. 
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Summary: 

Warsaw breakage syndrome (WABS) is caused by defective DDX11, a DNA helicase that is 
essential for chromatid cohesion. Here, a paired genome-wide siRNA screen in patient-derived 
cell lines reveals that WABS cells do not tolerate partial depletion of individual APC/C subunits 
or the spindle checkpoint inhibitor p31comet. A combination of reduced cohesion and impaired 
APC/C function also leads to fatal mitotic arrest in diploid RPE1 cells. Moreover, WABS cell lines, 
and several cancer cell lines with cohesion defects, display a highly increased response to a new 
cell-permeable APC/C inhibitor, apcin, but not to the spindle poison paclitaxel. Synthetic 
lethality of APC/C inhibition and cohesion defects strictly depends on a functional mitotic 
spindle checkpoint as well as on intact microtubule pulling forces. This indicates that the 
underlying mechanism involves cohesion fatigue in response to mitotic delay, leading to spindle 
checkpoint re-activation and lethal mitotic arrest. Our results point to APC/C inhibitors as 
promising therapeutic agents targeting cohesion-defective cancers. 
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INTRODUCTION 

Cell division requires the duplication of all chromosomes, followed by their segregation as two 
identical sister chromatids into two new daughter cells. Sister chromatid cohesion holds sister 
chromatids together until their proper separation is initiated at the metaphase-to-anaphase 
transition. Pairing of sister chromatids is achieved by a huge ring-shaped protein complex 
named cohesin, which consists of Smc1, Smc3, Rad21 (Scc1 in yeast) and either SA1 or SA2 
(Scc3 in yeast). Besides keeping sister chromatids paired during early stages of mitosis, 
cohesin’s DNA tethering capacity facilitates multiple additional processes in the cell, such as 
DNA repair, ribosome biogenesis, regulation of gene transcription and initiation of DNA 
replication1. Defects in the cohesion network are the cause of several rare genetic diseases 
named cohesinopathies. These include Cornelia de Lange Syndrome (CdLS, caused by 
mutations in NIPBL, Smc1A, Smc3, Rad21 or HDAC82-5), Roberts Syndrome (RBS, caused by 
ESCO2 mutations6, 7) and Warsaw Breakage Syndrome (WABS, caused by DDX11 mutations8). 
Whereas it is not clear whether these predispositions are linked to an increased cancer risk, 
mutations in genes encoding cohesin subunits and regulators have been reported in a 
substantial number of human tumors9-15. Cohesion defects may thus form a new hall mark of 
cancer that could be exploited in therapy. 

When cells enter mitosis, the bulk of cohesin is removed from chromosome arms during 
prophase, in a manner dependent on phosphorylation of cohesin subunits by mitotic kinases 
and the cohesion antagonist Wapl (reviewed in 16). However, centromeres are protected 
against loss of cohesion by Sgo1, which attracts a phosphatase to prevent phosphorylation of 
the Wapl antagonist Sororin, and SA2 17-21. During prometaphase, the kinetochores of paired 
sister chromatids attach to the mitotic spindle and subsequently come under tension of spindle 
pulling forces. Resisting spindle pulling forces is an important function of sister chromatid 
cohesion, preventing premature sister chromatid separation until the last pair of sister 
chromatids becomes bi-oriented on the mitotic spindle. The occurrence of prematurely 
separated sister chromatids which lose microtubule-kinetochore attachments activates the 
spindle assembly checkpoint (SAC)22. Continuous arrest of cells in the SAC  may lead to cell 
death or highly aneuploid daughter cells 23. 

The SAC is an evolutionary conserved signaling cascade that acts in prometaphase and keeps 
cyclin B1-Cdk1 active during the process of chromosome bi-orientation24, 25. Proper attachment 
of all the paired sister chromatids to the spindle and their alignment to the cell equator is a 
stochastic process that can take roughly up to one hour in normal cells. Maintenance of cyclin 
B1-Cdk1 activity during this phase is essential to keep the mitotic state until bi-orientation is 
complete. Simultaneously, Separase, a Rad21 protease, must be kept inactivated to protect 
centromere cohesion. The SAC is kept activate by kinetochores that are not properly attached 
to spindle microtubules, stimulating production of the mitotic checkpoint complex (MCC), 
composed of BubR1, Bub3, Mad2 and Cdc2026. The MCC blocks the anaphase promoting 
complex or cyclosome (APC/C), a multi-subunit E3 ubiquitin ligase, so that three of its substrates 
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remain stable for multiple hours: Securin, which blocks Separase27, cyclin B1, which keeps Cdk1 
active to keep cells in mitosis28, and geminin, which blocks premature DNA replication licensing 
29. Achievement of proper attachment and centromere tension silences the SAC, activating 
APC/C-Cdc20. This leads to degradation of Securin to release Separase, cleaving the cohesin 
subunit Rad21 and allowing chromatid separation to opposite spindle poles. Cyclin B1 
degradation occurs at the same time and causes inactivation of Cdk1, initiation of cytokinesis 
and mitotic exit30. Geminin is also degraded, preparing cells for DNA replication29.  

SAC silencing may involve multiple mechanisms, such as tension-sensitive kinetochore 
phosphorylations31, activation of phosphatases that antagonize certain mitotic kinases32 and 
dynein-microtubule-mediated stripping of SAC proteins from kinetochores upon microtubule 
attachment33. Furthermore, p31comet promotes the release of Mad2 from the MCC, thereby 
initiating Cdc20 release downstream of kinetochores34-37. 

Cancer arises by an accumulation of genetic and epigenetic alteration in cancer genes, 
disturbing the normal signaling routes in the cell. This can make tumor cells highly dependent 
on a specific pathway that remains intact, while in healthy cells the back-up pathway still exists. 
The   phenomenon that two genes or two signaling pathways can compensate each other, but  
inactivation of both diminishes cell viability, is called ‘synthetic lethality’. Such interactions 
between pathways can be exploited to eradicate tumor cells without many side effects on 
normal tissues38. Here, we aim to identify pathways that are specifically lethal in combination 
with defects in sister chromatid cohesion, to start to develop of a new targeted cancer therapy. 
We use a patient fibroblast cell line in which DDX11 mutations cause cohesion defects8 in 
parallel with its functionally corrected counterpart as model system and subject these cell lines 
to siRNA screens in order to find lethal interactors. We find that the DDX11 mutant cells are 
hyper-sensitive to inhibition of the APC/C. APC/C inhibition to a level that is tolerated by normal 
cells, causes a detrimental further loss of chromatid cohesion during mitosis in cohesion 
defective cells, and subsequently induces mitotic death. This lethality is observed in a range of 
different cohesion defective cells and requires a functional SAC. In line with this observation, 
treatment with the recently published cell permeable APC/C inhibiting drug apcin is particularly 
toxic in cell lines with defective sister chromatid cohesion, including tumor cell lines. 
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RESULTS 

A genome-wide siRNA screen in DDX11 mutant cells 

We generated SV40-immortalized fibroblasts derived from a Warsaw Breakage Syndrome 
patient and functionally corrected the cohesion defects in this cell line (railroad chromosomes, 
RR, and premature sister chromatid separations, PCS, Fig. 1a,39) by stable transfection of DDX11 
cDNA (Fig. 1a,39). We used these two cell lines, hereafter named DDX11- and DDX11+ cells, to 
screen for genes whose inactivation is specifically lethal in cohesion-defective cells by 
performing whole-genome siRNA screens. An overview of the procedure is provided in Fig. 1b. 
Briefly, cells were reverse transfected in 384-well plates with single-target pools of four distinct 
siRNAs using an automated platform and viability was measured after 4 days using the CellTiter-
Blue assay. We computed p-values and false discovery rates (FDR) for the difference in cell 
viability with each siRNA between the two cell lines (Supplementary Fig. 1). This revealed 113 
siRNAs with FDR<0.1. We excluded 32 genes based on updated library annotation according to 
NCBI RefSeq58 or because they exhibited the highest lethality in DDX11+ cells and cherry-picked 
17 additional genes with FDR slightly above the threshold, so in total 98 hits were selected 
(Supplementary Data 1). 

We rescreened these 98 hits in DDX11- and DDX11+ cells with deconvoluted sets of 4 siRNAs. 
Subsequently, we calculated the differential effect (ratio DDX11+ / DDX11-) and toxicity 
(lethality in DDX11+ cells) for every individual siRNA (Supplementary Data 2). Interestingly, of 
19 genes showing ratio >2 and toxicity <50%, we identified APC2, APC3/Cdc27 and APC4, 
whichencode three different components of the Anaphase Promoting Complex or Cyclosome 
(APC/C). 
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Figure 1:Genome-wide siRNA screen in DDX11 mutant cells. (a) Western blot and cohesion defect 
analysis of DDX11- and DDX11+ cells next to SV40-immortalized wild-type LN9SV fibroblasts. 
Combined data of two independent metaphase preparations are shown. Two examples of two 
metaphases illustrate normal and railroad (RR) chromosomes as well as premature chromatid 
separation (PCS). (b) Schematic representation of the genome-wide siRNA screening procedure 
using Dharmacon’s siARRAY whole human genome siRNA library. Three independent siRNA 
screens for both cell lines were performed. (c) The same platform was used to perform two 
independent deconvolution experiments with a selection of 98 hits in both cell lines, of which 
the results of four genes are shown. Error bars denote standard deviations of two independent 
experiments. (d) Cells were transfected with the indicated siRNAs and protein levels were 
analyzed after three days by western blot.  
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Moreover, we also identified Mad2L1BP/p31comet, which encodes a negative regulator of the 
APC/C inhibitor Mad2. Accompanying western blots (Fig. 1c, d) suggested that the weaker 
effects of siAPC3#2 and sip31comet#4 in DDX11- cells result from lower knockdown efficiency. 
The toxicity of siAPC2#1, siAPC2#2, siAPC3#3 and siAPC4#2 in DDX11+ cells might relate to an 
induction of off-target effects by these RNAi oligos.  The increased sensitivity of DDX11- cells to 
APC2 inhibition was confirmed with an additional pool of four unrelated APC2 targeting siRNAs 
(Supplementary Fig. 2). Together, these results indicate that DDX11 mutant cells are highly 
sensitive to knockdown of APC/C subunits.   

Cohesion defects sensitize to APC/C inhibition 

We investigated the response to APC/C inhibition in a number of cell lines from our laboratory 
with known cohesion status.  Two head and neck squamous cell carcinoma (HNSCC) cell lines, 
isolated from a single patient, represent a highly related panel of cells. Importantly however, 
they differ in their sister chromatid cohesion status. Sister chromatid cohesion is normal  in UM-
SCC-14C but disturbed in UM-SCC-14B40 (Fig. 2a).  Of  three luminal-type breast cancer cell lines, 
OCUB-M cells exhibit severe cohesion defects, whereas most metaphases of MCF7 and CAMA-
1 cells appear normal (Fig. 2a). Depletion of APC3 or p31comet induced the strongest growth 
inhibition in UM-SCC-14B and OCUB-M cells (Fig. 2b,c). Similarly, APC/C knockdown showed a 
stronger effect in ESCO2- cells, derived from a Roberts Syndrome patient41, as compared to its 
functionally corrected counterpart ESCO2+ (Supplementary Fig. 3). We conclude that increased 
sensitivity to APC/C inhibition is not restricted to DDX11 mutant cells, but could be a more 
general feature of cells in which the cohesion of sister chromatids during metaphase is weak. 

Interestingly, a new APC/C-inhibiting compound named apcin has recently been developed42, 
which partially inhibits APC/C activity. Apcin acts by competitively binding to the mitosis-specific 
APC/C cofactor Cdc20 and hampering the ubiquitination of D-Box containing substrates42. As 
expected, apcin phenocopied the effects of the APC/C-Cdc20 impairing siRNAs in the DDX11- 
and DDX11+ cell panel (Supplementary Fig. 4). We then analyzed a larger panel of HNSCC and 
luminal breast cancer cell lines of which metaphase spreads had been analyzed in our 
laboratory. Sensitivity to apcin was corrected for the number of cell divisions during three days 
treatment. This revealed a remarkable and significant correlation between thepresence of 
cohesion defects in tumor cells and sensitivity to apcin (Fig. 2d). Interestingly, the cohesion 
status did not correlate well with sensitivity to paclitaxel (Fig. 2e), which activates the SAC by 
interfering with microtubule dynamics and spindle forces. 
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Figure 2: Defective sister chromatid cohesion sensitizes to APC/C inhibition. (a) Cohesion defect 
analysis of five tumor cell lines (b,c) Cells were transfected with the indicated siRNAs. Protein 
levels were analyzed after three days by western blot and cell viability was measured after five 
days using a CellTiter-Blue assay. Error bars denote standard deviations of at least three 
technical replicates. (d,e) A panel of tumor cell lines with known cohesion status was seeded at 
optimized densities in two 96-wells plates. The next day, viability was assayed in one plate (t=0), 
whereas in the other plate medium was replaced with medium containing DMSO, apcin (150 
μM) or paclitaxel (2 nM) and viability was measured three days later. We calculated the 
percentage growth inhibition of treated versus untreated cells and corrected this for the number 
of cell divisions (indicated between brackets) in untreated cells during the experiment. Error bars 
denote standard deviations of at least three technical replicates. Apcin sensitivity was 
significantly higher (p=0.030) in cohesion defective cells as compared to cells without cohesion 
defects, whereas paclitaxel sensitivity did not differ (p=0.537) using a Wilcoxon rank-sum test. 



91 
 

APC/C inhibition aggravates cohesion defects and causes mitotic death 

Apparently, cohesion defects make cells particularly vulnerable to a delay in mitosis when 
APC/C activity is reduced. We used time-lapse microscopy in order to analyze the mitotic events 
related to this sensitivity in live cells as they progressed through mitosis. Microscopic fields 
were analyzed for 16h and mitosis durations from nuclear envelope breakdown (NEB) to 
anaphase or cell death are shown in Fig. 3a. This shows that the duration of mitosis strongly 
correlates with cell death. Moreover, a larger percentage of APC3 depleted DDX11- cells 
undergo mitotic death as compared with APC3 depleted DDX11+ cells. This difference is 
probably larger than displayed, as many DDX11- cells were still in mitosis at the end of the movie 
(Fig 3a. bar graph). In line with these observations, consecutive flow cytometry analyses 
(Supplementary Fig. 5a-c) revealed an increased mitotic fraction in DDX11- cells (day 2) that is 
followed by a strong induction of a fraction with 4N DNA content that stain negative for 
phospho-Histone H3 (day 3), probably representing mitoses that do not produce two new cells 
due to cytokinesis failure. APC/C inhibition using different siRNAs shows comparable results 
(Supplementary Fig. 5d). Importantly, 24h apcin treatment also specifically blocked DDX11- cells 
in mitosis (Fig. 3b). We then performed a cohesion defect analysis, which revealed a striking 
enhancement of premature chromatid separation upon APC3 knockdown in DDX11- cells 
(Fig.3c).  
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Figure 3: APC/C inhibition leads to a lethal mitotic delay and further loss of cohesion.(a) DDX11- 
and DDX11+ cells were transfected with the indicated siRNAs. Two days after transfection, cells 
were analyzed for 16h using live cell imaging to measure the duration of mitosis from the time 
of nuclear envelope breakdown (NEB) until anaphase or (if no anaphase was visible) viable 
mitotic exit, or cell death. Mitosis duration significantly correlated with mitotic fate; p=2.21*10-

8 in DDX11- cells and p=4.67*10-5 in DDX11+ cells, using a students t-test. (b) DDX11- and DDX11+ 
cells were treated with 150 μM apcin for 24h and analyzed by flow cytometry. (c) DDX11- and 
DDX11+ cells were transfected with APC3 siRNA for three days and metaphases were analyzed 
for cohesion defects. Means of two independent experiments are shown. 

We reasoned that such severe cohesion defects might explain the observed cell death. If that 
is indeed the case, directly reinforcing cohesion during metaphase should rescue cohesion, 
mitotic progression and viability. To test this, we used an siRNA targeting WAPL, a protein 
required to remove the majority of cohesin complexes from chromosome arms during 
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prophase43, 44. Indeed, WAPL knockdown partially restored sister chromatid cohesion in DDX11- 
cells and also reverted the accumulation of mitotic cells and lethality upon APC3 knockdown 
(Fig. 4a-d). 

 

Figure 4: Cohesin levels determine sensitivity to APC/C inhibition. (a-d) DDX11- cells were first 
transfected with either non-targeting or WAPL siRNA, to obtain an efficient knockdown. Two 
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days later, cells were again transfected with the indicated siRNAs. At day 3 after the second 
transfection round, cells were harvested for western blot (a), cohesion defect analysis (b), and 
flow cytometry (c). At day 4, viability was measured with a CellTiter-Blue assay (d). Viability upon 
siAPC3 only was significantly different from siWAPL+siAPC3 (p=0.002 using a students t-test), 
indicated by an asterisk. (e-h) RPE1 cells were transfected with the indicated siRNAs. Western 
blot (e), cohesion defect analysis (f) and flow cytometry (g) were performed two days after 
transfection. Means of two independent experiments are shown. The asterisk indicates non-
specific background staining. At day 4, viability was measured with a CellTiter-Blue assay (h). A 
students t-test revealed p=0.057 when comparing viability upon siAPC3 only and 
siESCO2+siAPC3. Error bars denote standard deviations of three technical replicates. 

We then asked whether the opposite was also true: can artificially weakening sister chromatid 
cohesion in otherwise normal cells sensitize them to lethal APC/C inhibition? Indeed, co-
depletion of ESCO2 and APC3 in RPE1 cells resulted in severe cohesion defects, increased 
mitotic delay, caspase-dependent PARP cleavage (indicative of apoptosis induction) and 
reduced cell viability (Fig. 4e-h). Co-depletion of Rad21 and APC3, or of DDX11 and APC3, gave 
the same results (Supplementary Fig. 6).Notably, acute knockdown of DDX11 in RPE1 cells did 
not alter APC3 levels and by using varying concentrations of siAPC3 we also excluded that small 
differences in APC3 expression underlie the differential sensitivity of DDX11- and DDX11+ cells 
(Supplementary Fig. 7).In conclusion, our findings indicate that weakened sister chromatid 
cohesion at the start of mitosis, together with a reduction of APC/C activity, induce prolonged 
mitosis, massive premature chromatid separation and mitotic death. 

Weak cohesion plus APC/C inhibition leads to cohesion fatigue 

To investigate whether the observed cell death was strictly related to mitosis, we accelerated 
mitosis by blocking the spindle checkpoint using the Mps1 inhibitor reversine45 (Fig. 5a-d; the 
experiment including DDX11+ cells is shown in Supplementary Fig. 8). Indeed, reversine reduced 
caspase-dependent PARP cleavage and partially rescued cell viability in response to APC3 
knockdown (Fig. 5a,b). Furthermore, the increase of mitotic fraction and cohesion defects (Fig. 
5c,d) was strongly reduced. These results show that a spindle checkpoint-dependent arrest 
contributes to lethality by APC/C inhibition in cohesion defective cells. This is in line with 
previous reports showing that the mitotic arrest induced by APC/C inhibition is dependent on 
activation of the spindle checkpoint22, 46. This mechanism involves a phenomenon known as 
‘cohesion fatigue’; a gradual loss of sister chromatid cohesion that can be observed during a 
prolonged mitosis47, 48. Importantly, cohesion fatigue is thought to largely depend on 
microtubule pulling forces. We therefore used nocodazole to block the development of tension 
across sister kinetochores. Indeed, APC3 knockdown did not further increase the cohesion 
defects in DDX11- cells in the absence of a functional mitotic spindle (Fig. 5e). We then 
investigated whether residual activity of Separase, the enzyme that becomes activated upon 
APC/C-mediated Securin degradation49, is also responsible for additional cohesion loss. In line 
with the reported APC/C and Separase independence of cohesion fatigue47, the effects of APC3 
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knockdown on cohesion, cell cycle and viability did not change when Separase was co-depleted 
(Fig. 5f-i). 

 

Figure 5: Cohesion fatigue explains the synergy of weak cohesion and APC/C inhibition.  (a-d) 
DDX11- cells were transfected with the indicated siRNAs and after 1 day 100 nM reversine or 
DMSO was added. Western blot, flow cytometry and cohesion defect analysis were performed 
two days after transfection and cell viability was measured four days after transfection.  The 
asterisk indicates detection of residual cleaved PARP signal in the APC3 blot. (e) DDX11- cells 
were depleted of APC3 for 30h. After shaking off mitotic cells, cells were incubated with 100 
ng/mL nocodazole for an additional 14h and analyzed by cohesion defect analysis. (f-i) DDX11- 
cells were transfected with the indicated siRNAs. Western blot, flow cytometry and cohesion 
defect analysis were performed two days after transfection and cell viability was measured four 
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days after transfection. Representatives of two independent experiments are shown. Error bars 
denote standard deviations of at least three technical replicates. 

To visualize sister chromatid alignment at the metaphase plate, we then used GFP-H2B 
expressing RPE1 cells and analyzed chromosome congression by time-lapse fluorescence 
microscopy (Fig. 6 and Supplementary Movie 1-6). Combined depletion of ESCO2 and APC3 
caused a high percentage of mitoses to lose chromosome alignment on the metaphase plate, 
a process we termed chromosome scattering. The majority of these cells arrested in mitosis for 
many hours, and in almost all cases where APC3 RNAi was combined with ESCO2 RNAi, the 
prolonged mitotic arrest culminated in cell death. Single APC3 knockdown also increased 
metaphase duration, but this was in most cases followed by a normal anaphase and cell division, 
although in some cells the chromosomes also left the metaphase plate prior to the start of 
anaphase. In such cases, APC3 RNAi cells eventually divided perpendicular to the culture dish 
(Supplementary Movie 3,4), which indicated that the spindle had rotated, an effect sometimes 
observed after APC/C inhibition50. In addition, increased microtubule detachment from 
kinetochores may lead to a similar phenotype, for example resulting from impaired APC/C-
dependent cyclin A degradation51. This does not necessarily induce a permanent mitotic arrest, 
but may still allow gradual cyclin B degradation and eventually mitotic exit, which would also 
explain cell division following scattering under conditions when only APC3 is depleted. It seems 
reasonable, however, that the more severe chromosome scattering observed in cohesion 
defective cells upon depletion of APC3 largely reflects the premature chromatid separation that 
we observed in our cohesion defect analyses of fixed cells (Fig. 4f). In summary, when APC3 is 
depleted, cells delay in metaphase, which can lead to some scattering of the chromosomes 
away from the metaphase plate, but this eventually leads to anaphase and cytokinesis (Fig 6c,d). 
However, when APC3 is depleted under conditions of impaired sister chromatid cohesion, a 
form of scattering is observed that relates to cohesion fatigue and causes cell death. 
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Figure 6: Severely prolonged mitosis with scattered chromosomes results in mitotic death. RPE1 
cells were imaged every 3 minutes for 48h using time-lapse microscopy, starting two days after 
transfection with the indicated siRNAs. (a) Representative examples of the observed phenotypes 
‘normal anaphase’ (siESCO2), ‘scattering followed by cell division’ (siAPC3) or ‘scattering 
followed by mitotic death’ (siESCO2+siAPC3). Bar 5 μM. (b) Percentages of mitotic fates 
observed in the different conditions (siNT N=55, siAPC3 N=52, siESCO2 N=42, siESCO2+siAPC3 
N=64). (c) Duration (in minutes) from the time of metaphase plate formation until either a 
normal anaphase or chromosome scattering was observed. (d) Duration (in hours) until the cells 
with scattered chromosomes (the dark blue cells in c) show either cell division or mitotic death. 
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DISCUSSION 

Mitotic cells require sister chromatid cohesion for maintaining a physical connection between 
replicated DNA molecules, in order to resist pulling forces and allow chromosome bi-
orientation. Mutations in this network may facilitate tumorigenesis, possibly because they 
increase the chance of acquiring further genetic alterations10. However, such defects might also 
be disadvantageous in specific conditions, which would provide an opportunity to target those 
tumors. Regardless, cohesion defects are normally not observed in healthy cells, but can be 
detected in many tumors, thereby forming an interesting new target for cancer therapy. Here, 
we show that impaired sister chromatid cohesion, which is in itself not fatal, could become 
particularly detrimental when a cell encounters a substantial reduction of APC/C activity. It is 
important to note that a complete abolishment of APC/C activity is lethal in all cells (reviewed 
in52), but, perhaps depending on cellular context, it has become clear from various studies that 
cells may well tolerate reduced APC/C activity53-55. Our synthetic lethality screen revealed 
enhanced sensitivity of DDX11 mutant cells for reduced protein expression of different subunits 
of the APC/C, as well as the Cdc20 activating MAD2L1BP/p31comet that silences the mitotic 
checkpoint. We did not identify additional APC/C subunits in the RNAi screen, which may be 
due to incomplete knockdown and effects that fall outside the window of differential tolerance, 
or from the induction of lethal off-target effects by some siRNAs. Importantly, enhanced 
sensitivity to APC/C inhibition was further validated in several additional cell lines with 
weakened sister chromatid cohesion. This indicates that it should be possible to pinpoint a 
discriminative level of APC/C inhibition that is therapeutically relevant. 

We propose a model in which the enhanced sensitivity of cohesion defective cells to APC/C 
activity involves the previously reported appearance of unscheduled chromatid separation 
during a metaphase arrest termed ‘cohesion fatigue’47 (Fig. 7). Although all cells face a 
prolonged mitosis when APC/C activity is partially reduced, most normal cells will eventually 
manage to sufficiently reduce cyclin B1 and Securin levels, allowing normal cell division 
scheduled in synchrony with anaphase. However, cells with impaired cohesion at the start of 
mitosis will sooner reach the point at which chromatid connections on one or more paired sister 
chromatids become insufficient to resist spindle pulling forces. The resulting premature sister 
chromatid separation and concomitant loss of tension and attachment to the spindle will re-
activate the SAC, or prevent its timely inactivation56. This in turn feeds forward to block  
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Model.Cells entering mitosis with weakened cohesion normally manage to resist spindle tension 
until anaphase (1). Partial APC/C inhibition slows down cyclin B1 degradation and causes a 
prolonged mitosis with an intact mitotic spindle. During this prolonged mitosis, a gradual loss of 
sister chromatid cohesion may occur, that is dependent on microtubule pulling forces. This may 
cause some chromosomes to lose functional cohesion, resulting in ‘cohesion fatigue' (2). Loss of 
tension on the kinetochores of those prematurely separated chromosomes then re-activates the 
SAC, leading to full inhibition of the APC/C and further blockage of mitotic exit. This can cause 
additional sister chromatid pairs to undergo cohesion fatigue (3), which in turn keeps the SAC 
activated (4). Eventually, this will result in death in mitosis or aberrant exit from mitosis as one 
or more aneuploid cells. 

APC/C-Cdc20 activity more effectively, which prolongs mitosis even more and increases the 
chance of additional paired sister chromatids losing cohesion. Eventually, many of these cells 
die in mitosis, or exit mitosis as non-productive daughter cells.   

The cellular responses to mitotic delay are widely variable and appear to depend on an 
intriguing molecular competition between pathways leading to either apoptosis or slippage23, 

57. Our findings suggest that the outcome of this race is strongly influenced by the level of  sister 
chromatid cohesion at the start of mitosis, and the residual activity of the APC/C in 
prometaphase. We propose that under conditions of further APC/C inhibition, slippage is 
prevented and cells eventually die by apoptosis due to a more severe mitotic blockade.  
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APC/C activity exerts both pro- and anti-proliferative effects, which complicates its use as a 
target in cancer therapy. The differential oscillation of its co-activators Cdc20 and Cdh1 confers 
an important level of APC/C regulation58. Whereas APC/CCdc20 drives mitosis, APC/CCdh1 is mainly 
involved in maintaining the G0/G1 state. It has been suggested that inactivation of APC/CCdh1 
might contribute to cancer growth, through stabilization of oncogenic substrates that fuel 
proliferation54. Indeed, Cdh1-/+ mice are more susceptible to spontaneous tumors59. Therefore, 
it seems desirable to exclusively inhibit APC/CCdc20. This argues for a strategy of APC/CCdc20 
inhibition, such as exemplified by the novel APC/C inhibitor apcin, in favour of one that inhibits 
both APC/CCdch1 and APC/CCdc20, for example by proTAME, a drug which generally prevents 
cofactor binding to the APC/C. Interestingly, combining apcin with proTAME synergistically 
blocks mitotic exit42. This may relate to a similar mechanism as described above: in cells without 
pre-existing cohesion defects, APC/C inhibition resulting from combined treatment may be 
sufficiently strong to arrest cells in mitosis long enough to cause cohesion fatigue. Loss of 
tension then re-activates the SAC, thereby establishing a feed-forward loop (Fig. 7). It also 
indicates that apcin alone can only partially inhibit APC/C activity during mitosis. This could be 
advantageous in therapy, because basal APC/C function permits cell division of healthy somatic 
cells.  

The increased apcin sensitivity could be translated to most cell lines with cohesion defects. It 
should be noted, however, that apcin did not inhibit growth of all cohesion-defective cells. 
Although numerous pharmacological and intracellular factors could influence the drug 
response, this observation may also indicate that not every condition that we characterize as 
‘defective cohesion’ in metaphase spreads leads to a substantial acceleration of the process 
‘cohesion fatigue’. The precise nature of defective sister chromatid cohesion, such as those 
arising from reduced total levels of cohesive rings, their improper distribution along 
chromosomes or disturbed chromatin organization, may be relevant. Cohesion defects may 
result from replicative stress, such as those found in pRB-negative cells60, so they could occur 
even more frequently than currently anticipated based on common mutations of known 
cohesin factors1. Pharmacological inhibition of the APC/C has long been considered unfeasible 
in a clinical setting. However, here we identified defective sister chromatid cohesion, an 
emerging hall mark of many tumours, as a novel foothold for cancer therapy by APC/C inhibitors. 
Future work will need to be directed at finding biomarkers of cohesion defects, that might 
predict response to apcin, and testing the effects of apcin or other APC/C inhibitors in animal 
cancer models. 
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Supplementary data 

Supplementary Figure 1: Statistical analysis of screen data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Means of controls (top) and Z' factors (bottom) calculated for the log2-normalized data of 
all six screens. Per screen and control type (positive, negative) a total of 544 values are used. 
The negative control means are stable across screens, but the positive control means vary 
more. Screen 1 produced a relatively high positive control mean and, as a result, a Z' factor 
below 0. This was caused by poor cell growth in this particular case and therefore, this screen 
was excluded from further analysis. (b) Left: P-values computed per siRNA, for the difference 
between DDX11- and DDX11+ cell lines. The enrichment of p-values near zero suggests a subset 
of siRNAs produces different results between the two cell lines. Right: FDRs corresponding to 
the p-values, where the number selected can be easily read for each FDR-control level. At the 
chosen control level of 0.10, 113 siRNAs are selected, of which 11 may be false positives. 
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Supplementary Figure 2: Increased sensitivity of DDX11- cells to APC2 knockdown. 

Cells were transfected 
with a pool of four 
APC2 siRNAs (#5-8, 
which do not overlap 
with the sequences of 
siAPC2 #1-4 used in 
Fig. 1c). Viability was 
measured at day 4 
with a CellTiter-Blue 
assay. 

 

 

Supplementary Figure 3: ESCO2 mutation sensitizes to siRNA-mediated APC/C inhibition. 

 

 

 

 

 

 

 

 

 

 

(a) Western blot and cohesion defect analysis of ESCO2- and ESCO2+ cells next to SV40-
immortalized wild-type LN9SV cells. Error bars denote standard deviations of two independent 
experiments. Two irrelevant lanes between lane 1 and 2 were spliced out. (b,c) Cells were 
transfected with the indicated siRNAs. Protein levels were analyzed after three days by western 
blot and cell viability was measured after five days using a CellTiter-Blue assay. Error bars denote 
standard deviations of at least three technical replicates. 
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Supplementary Figure 4: DDX11 mutation sensitizes to pharmacological APC/C inhibition. 

DDX11- and DDX11+ cells 
were treated with different 
concentrations of apcin for 
three days and cell viability 
was measured using a 
CellTiter-Blue assay. Error 
bars denote standard 
deviations of eight technical 
replicates. 

 
 

Supplementary Figure 5: Increased 4N DNA content upon knockdown of APC/C components. 

 

(a-c) Cells were 
harvested at 
different time-
points after 

siAPC3 
transfection 

and analyzed by 
western blot 
and flow 
cytometry using 
co-staining of 

propidium 
iodide and 

phospho-
Histone H3. 
DDX11- cells 

were 
transfected 

with indicated 
siRNAs, 

harvested after 
three days and 
analyzed by 
flow cytometry. 
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Supplementary Figure 6: Synthetic lethality of Rad21 and APC3, as well as of DDX11 and 
APC3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

RPE1 cells were transfected with the indicated siRNAs. Western blot (a) flow cytometry (b) and 
cohesion defect analysis (c) were performed two days after transfection. Viability was measured 
at day four with a CellTiter-Blue assay (d). Error bars denote standard deviations of three 
technical replicates. 
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Supplementary Figure 7: Titrating siRNA concentration confirms differential sensitivity of 
DDX11- and DDX11+ cells to APC3 inhibition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Cells were transfected with different concentrations of APC3 siRNA and protein levels were 
analyzed by western blot (a). Bands were quantified and normalized to tubulin (b). Cell viability 
was measured with a CellTiter-Blue assay (c). Note that 1 nM siAPC3 in DDX11- cells causes a 
much weaker knockdown than 25 nM in DDX11+ cells, while the effect on viability is still 
stronger in DDX11- cells. 
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Supplementary Figure 8: Responses to APC/C inhibition are dependent on the spindle 
assembly checkpoint. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Cells were transfected with the indicated siRNAs and after 1 day 100 nM reversine or DMSO 
was added. Western blot, flow cytometry and cohesion defect analysis were performed two 
days after transfection and cell viability was measured four days after transfection. Error bars 
denote standard deviations of at least three technical replicates. The asterisk indicates 
detection of residual cleaved PARP signal in the APC3 blot. Note that the data for DDX11- cells 
are also shown in Fig. 5a-d.
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Supplementary Figure 9: Uncropped western blots of main figure experiments 
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MATERIALS AND METHODS 

Cell lines and drug treatments 

Human fibroblasts derived from a previously described WABS patient39 were immortalized with 
hTERT and SV40 large T antigen, stably transfected with DDX11 cDNA or an empty vector, and 
single colonies were analyzed for DDX11 protein levels. The official names of the resulting cell 
lines are VU1149+SV40+DDX11 and VU1149+SV40+pcDNA, however for clarity they were 
renamed DDX11+ and DDX11- in this manuscript. Wild-type fibroblasts LN9SV and RBS 
fibroblasts VU1199+SV40 (ESCO2-) and VU1199+SV40+V5-ESCO2 (ESCO2+) have been 
described before41. Head and neck squamous cell carcinoma (HNSCC) cell line VU-SCC-9917 
was established from an HPV-negative T2N2B tumor in the oral cavity of a 62-year old woman. 
HNSCC cell lines VU-SCC-120, VU-SCC-147, VU-SCC-78 and VU-SCC-40 were described 
previously61. Luminal breast cancer cell lines MCF7, CAMA-1, OCUB-M and Sum185PE were 
kindly provided by J. Martens, Erasmus MC Rotterdam, Netherlands. MCF7 is listed in the 
database of commonly misidentified cell lines, ICLAC. The authenticity was assessed by 
comparing the generated Short Tandem Repeat (STR) profile with the source STR profiles 
present in the American Type Culture Collection and the Deutsche Sammlung von 
Mikroorganismen und Zellkulturen62. Human fibroblasts, human Retinal Pigment Epithelial cells 
(RPE1) as well as the cancer cell lines used in this study were cultured in Dulbecco's Modified 
Eagle's Medium (DMEM, GIBCO) with 10% FBS (Hyclone) and 1% L-glutamine (Invitrogen). The 
Mps1 inhibitor reversine as well as the spindle poisons paclitaxel (taxol) and nocodazole were 
purchased from Sigma -Aldrich. The APC/C inhibitor apcin has been recently described42. 

The APC/C inhibitor proTAME, which causes cohesion fatigue under certain conditions22, could 
not be used in the long term cell viability assays that we describe here, due to variations in the 
stability of this APC/C inhibitor under cell culture conditions. 

Genome-wide siRNA screens 

The DDX11- and DDX11+ cell lines were subjected to a high-throughput reverse transfection 
protocol in 384-well tissue culture plates (Cellstar, Greiner Bio-One) using established 
automated liquid handling procedures. 1.5 pmol siRNA SMARTpools from the siARRAY Whole 
Human Genome library (Catalog items G-003500 (Sept05), G-003600 (Sept05), G-004600 
(Sept05) and G-005000 (Oct05); Dharmacon, Thermo Fisher Scientific) were dispensed into the 
wells and plates were stored in -20 °C. The non-targeting siControl#2 and the siPlk1 SMARTpool 
were used as controls. Lipofectamin RNAiMAX transfection reagent (Life Technologies) in 
OptiMem (GIBCO) was added to the wells using a Multidrop Combi (Thermo Fisher Scientific). 
After two hours, per well 500 cells in 40 μL growth medium were seeded to a final volume of 
60 μL. Plates were incubated for 96 hours at 37°C/5% CO2. Cell viability was determined by 
adding 6 μL CellTiter-Blue reagent (Promega). After 4 hours of incubation at 37°C, the reaction 
was stopped by adding 30 μL 3% SDS and fluorescence (560Ex /590Em) was measured using an 
Infinite F200 microplate reader (Tecan). The potency of the selected hits was validated in a 
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deconvolution screen: DDX11- and DDX11+ cell lines were screened with four distinct siRNAs 
for each gene using a similar approach as described above. 

Analysis of screen data 

Data were read into R and configured using the package cellHTS263. Log-transformed intensities 
were normalized using a linear regression on data for all screens, correcting for experiment-
wide plate and screen effects. This helps making plate averages across all screens the same, 
although individual plate averages may differ, as well as making screen averages the same 
across the entire experiment. This normalization preserves differences between screens, as it 
will affect all wells belonging to the same plate in the precise same way and as such it preserves 
the effect between cell lines under study. We then used an empirical-Bayes linear regression 
model64 to find siRNAs that led to differential cell growth in DDX11- compared to DDX11+ cell 
lines. FDR-corrected p-values were selected if they were at most 0.10, so it is expected that at 
most 10% of those selected are false positives65. This regression model is particularly suitable 
to handling data from experiments as this one, where a small number of samples is available 
per group (only 2 samples in one group and 3 in the other), and a large number of siRNAs is 
tested simultaneously. 

siRNA transfection and viability assay 

We used a standard siRNA concentration of 25 nM, except for the co-depletions in RPE1 cells, 
for which we used 2.5 nM per single siRNA. The RNAiMAX dilution factor was optimized for 
each cell line separately: 1200x for RPE1, DDX11-, DDX11+, UM-SCC-14B and UM-SCC-14C; 800x 
for ESCO2-, ESCO2+, OCUB-M, MCF7 and CAMA-1. Unless differently stated, we used siRNA#4 
for APC3 and the pool of four siRNAs for ESCO2, WAPL and Separase. In CellTiter-Blue assays, 
we used either siPlk1 or siUBB (Ubiquitin B) as positive control for transfection efficiency. The 
sequences of siRNAs that were used in the deconvolution screen are provided in 
Supplementary Data 2. In addition, the following sequences were used: non-targeting siRNA 
UAAGGCUAUGAAGAGAUAC; siPLK1 pool CAACCAAAGUCGAAUAUGA, 
CAAGAAGAAUGAAUACAGU, GAAGAUGUCCAUGGAAAUA, CAACACGCCUCAUCCUCUA;  

 siUBB pool CCCAGUGACACCAUCGAAA, GACCAUCACUCUGGAGGUG, 
GUAUGCAGAUCUUCGUGAA, GCCGUACUCUUUCUGACUA; siAPC2 pool #5-8 
GAGAUGAUCCAGCGUCUGU, GACAUCAUCACCCUCUAUA, GAUCGUAUCUACAACAUGC, 
GAGAAGAAGUCCACACUAU; siWAPL pool CAAACAGUGAAUCGAGUAA, 
CCAAUCAAGGGAUCUGUUA, GAAGGAGACUUUUCAAUAA, GCAAACACAUGGAGGAUUG; 
siSeparase pool CCGAGGAUCACUUGAAAUA, GGAGAAGGCUCACAGUUAC, 
GAUCGUUUCCUAUACAGUA, GGAACGAAUUCUCUUUGUC. 

The viability assays in follow-up experiments were carried out in 96-wells plates. Cells were 
counted and seeded in at least triplicates in a total volume of 100 μL medium. Optimized cell 
densities were: DDX11- 3000/well, DDX11+ 3000/well, ESCO2- 4000/well, ESCO2+ 4000/well, 
SCC-99-17 3000/well, VU120 3000/well, VU147 8000/well, MCF7 4000/well, VU78 2500/well, 
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CAMA-1 4000/well, OCUB-M 8000/well, VU0040 8000/well, Sum185 8000/well, UM-SCC-14B 
3000/well, UM-SCC-14C 3000/well. Cells were incubated with 10 μL CellTiter-Blue reagent 
(Promega) for 2-4 hours and fluorescence (560Ex /590Em) was measured in a microplate reader 
(TriStar LB 941, Berthold Technologies). 

Immunoblotting 

Proteins were isolated in lysis buffer (50 mM Tris-HCl pH 7.4, 150 mM NaCl, 1% Triton X-100) 
with protease- and phosphataseinhibitors, separated by 3-8% or 8-16% SDS-PAGE (NU-PAGE), 
blotted onto polyvinylidene fluoride transfer membranes, incubated with the appropriate 
primary and secondary antibodies, andbands were visualized by chemoluminescence 
(Amersham). Antibodies used for detection are mouse anti-DDX11 (Abnova #H00001663-B01P, 
dilution 1:1000), mouse anti-vinculin (H-10, Santa Cruz #sc-25336, dilution 1:1000), rabbit anti-
APC2 (kind gift from J. Pines, dilution 1:500),  mouse anti-α-tubulin (B-5-1-2, Santa Cruz #sc-
23948, dilution 1:5000), mouse anti-APC3 (BD Transduction laboratories, #610454, dilution 
1:1000), goat anti-APC4 (C-18, Santa Cruz #SC-21414, dilution 1:500), rabbit anti-p31comet 
(Abcam #ab150363, dilution 1:1000), guinea pig anti-ESCO241 (dilution 1:1000), mouse anti-
Rad21 (Oncogene #NA80, dilution 1:1000) and rabbit anti-WAPL (Bethyl #A300-268A, dilution 
1:1000). Uncropped images of western blots are provided in Supplementary Figure 9. 

Flow cytometry  

Cells were harvested, washed in PBS and fixed in ice-cold 70% EtOH. For mitosis detection, cells 
were incubated with rabbit anti-pS10-Histone H3 (Millipore) for 1h and with Alexa Fluor 488 
goat-anti-rabbit (Invitrogen) for 30 min. Cells were washed and resuspended in PBS with 1:10 
PI/RNase staining buffer (BD Biosciences) and analyzed by flow cytometry on a BD FACSCalibur 
(BD Biosciences). Cell-cycle analysis was conducted with BD CellQuest software (BD 
Biosciences). 

Time-lapse microscopy 

Cells were seeded in a 35 mm glass-bottom dish (Willcowells). Acquisition of DIC images started 
48 h post-transfection on a microscope (Axio Observer Z1; Carl Zeiss) in a heated culture 
chamber (5% CO2 at 37°C). The microscope was equipped with an LD 0.55 condenser and 40× 
NA 1.40 Plan Apochromat oil DIC objective. Images were taken using AxioVision Rel. 4.8.1 
software (Carl Zeiss) with a charge-coupled device camera (ORCA R2 Black and White CCD 
[Hamamatsu Photonics] or Roper HQ [Roper Scientific]) at 100-ms exposure times. Images were 
analyzed using MetaMorph software (Universal Imaging).  

Cohesion defect analysis 

For cohesion defect analysis, cells were incubated with 200 ng/mL Demecolcin (Sigma-Aldrich) 
in medium for 20 min, harvested, resuspended in 75 mM KCl for 20 min and fixed in 
methanol/acetic acid (3:1). Cells were dropped onto glass slides, stained with 5% Giemsa 
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(Merck) and cohesion defects were microscopically analyzed. Per condition, 25 metaphases per 
slide were counted on two coded slides as technical replicate. For coding, we covered the text, 
randomly distributed the slides on the bench and numbered the slides in random order. 
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Abstract  
In a process linked to DNA replication, duplicated chromosomes are entrapped in large, circular 
cohesin complexes and functional sister chromatid cohesion (SCC) is established by acetylation 
of the SMC3 cohesin subunit. Roberts Syndrome (RBS) and Warsaw Breakage Syndrome 
(WABS) are rare human developmental syndromes that are characterized by defective SCC. RBS 
is caused by mutations in the SMC3 acetyl transferase ESCO2, whereas mutations in the DNA 
helicase DDX11 lead to WABS. We found that WABS-derived cells predominantly rely on ESCO2, 
not ESCO1, for residual SCC, growth and survival. Reciprocally, RBS-derived cells depend on 
DDX11 to maintain low levels of SCC. Synthetic lethality between DDX11 and ESCO2 correlated 
with a prolonged delay in mitosis, and was rescued by knockdown of the cohesin remover 
WAPL. Rescue experiments using mouse or human cDNAs revealed that DDX11, ESCO1 and 
ESCO2 act on different but related aspects of SCC establishment. Furthermore, a helicase-dead 
DDX11 mutant failed to correct SCC in WABS cells. We propose that DDX11, ESCO1 and ESCO2 
control different fractions of cohesin that are spatially and mechanistically separated.  
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Introduction 
Sister chromatid cohesion (SCC) is mediated by cohesin, a presumed DNA-entrapping ring 
formed by structural maintenance of chromosome 1 and 3 (SMC1 and SMC3), RAD21 and 
SA1/2. The loader complex MAU2-NIPBL loads DNA into cohesin rings [1-3], whereas it can be 
released by the cohesin remover WAPL [4]. During DNA replication, stable cohesion is 
established in a process involving SMC3 acetylation by ESCO1 and ESCO2, which leads to the 
recruitment of Sororin and subsequent inhibition of WAPL activity [5-7]. The resulting SCC 
facilitates proper chromosome bi-orientation and equal distribution of genetic material during 
mitosis. Prior to chromatid separation in anaphase, cohesin needs to be removed, which 
happens in two rounds and via two distinct pathways [8, 9]. First, the prophase pathway 
promotes removal of cohesins from chromosome arms by WAPL, in a process involving multiple 
phosphorylations that restore WAPL activity [10]. Centromere cohesins are protected from the 
prophase pathway by SGOL1, which recruits the PP2A phosphatase to the centromeres [9, 11, 
12]. In a separate step that occurs at the metaphase-to-anaphase transition, the remaining 
centromeric cohesins are removed by the protease Separase, which is activated by the 
Anaphase-Promoting Complex/Cyclosome (APC/C) and cleaves the RAD21 subunit [13]. In 
addition to its role in sister chromatid cohesion, the capacity of cohesin to entrap DNA also 
allows it to regulate gene transcription [14-16] and promote ribosome biogenesis [17-19]. 
Mutations in cohesin components or regulators result in a cluster of syndromes called 
cohesinopathies, characterized by diverse clinical abnormalities including growth retardation, 
intellectual disability, microcephaly and congenital abnormalities. Four cohesinopathies have 
been described thus far. Cornelia de Lange syndrome (CdLS) results from autosomal dominant 
or X-linked mutations in NIPBL, SMC1A, SMC3, RAD21 or HDAC8 [20-26]. Roberts Syndrome 
(RBS, also called SC phocomelia syndrome) is caused by bi-allelic mutations in ESCO2 [27]. 
Warsaw Breakage Syndrome (WABS) results from bi-allelic mutations in the DNA helicase 
DDX11 [28]. Chronic Atrial and Intestinal Dysrhythmia (CAID) syndrome was described in a 
patient with homozygous missense mutations in SGOL1 [29]. CdLS cells exhibit no obvious 
defects in SCC [30], and the clinical symptoms are thought to originate from deregulated gene 
expression (reviewed in [31-33]). By contrast, metaphases derived from RBS, WABS and CAID 
patient cells show severe cohesion loss [27-29]. The clinical symptoms of these syndromes are 
likely to originate from a combination of transcriptional defects and reduced progenitor cell 
proliferation. 
ESCO1 and ESCO2, the vertebrate orthologues of yeast Eco1, share a conserved C-terminus 
that contains a zinc finger motif and an acetyltransferase domain, whereas no similarity is found 
in the N-terminus [34]. ESCO2 deficiency is embryonic lethal in mice, indicating that ESCO2 
functions non-redundantly with ESCO1 [35]. RBS patient derived cells show defective 
centromere cohesion [36], in line with the observation that ESCO2 localizes to pericentric 
heterochromatin [35]. ESCO2 expression peaks during S-phase and is subsequently reduced by 
proteasomal degradation [35, 36] indicating that its prime function is to mediate SCC in the 
context of DNA replication. In budding yeast, Eco1 is reported to be recruited to the replication 
fork by replication factor PCNA [37] and in human cells, ESCO2 was found to interact with MCM 



120 
 

components [38, 39], supporting a role for ESCO2 in replication-coupled cohesion. Decreased 
SMC3 acetylation in human cells reduces replication fork speed [40]. The authors proposed that 
the primary role of SMC3 acetylation would be to switch cohesin from a conformation that 
obstructs replication forks to a more open structure that allows fork progression [40]. Unlike 
ESCO2, ESCO1 is expressed during the whole cell cycle and has been reported to acetylate 
SMC3 independent of replication, suggesting that ESCO1 also regulates non-canonical roles of 
cohesin [41]. Nevertheless, ESCO1 knockdown was also found to cause cohesion loss in Hela 
cells [34, 41] and DT40 chicken cells [42]. A different study reported no effect of ESCO1 
knockdown or CRISPR mediated knockout on cohesion in Hela cells, and the authors proposed 
a model in which ESCO1 facilitates structural cohesion rather than replicative cohesion, thereby 
indirectly reinforcing cohesion that was established by ESCO2 [43]. 
DDX11 belongs to a group of ATP-dependent, super-family 2 (SF2) DNA helicases with an iron-
sulfur cluster (Fe-S) domain [44]. It is specialized in unwinding certain DNA structures that 
contain a 5’-single stranded region, including forked duplexes, 5’-flap duplexes and anti-parallel 
G-quadruplexes (reviewed in [45]). This may be particularly relevant in the context of a DNA 
replication fork, where potentially long stretches of single stranded DNA can form secondary 
structures. Indeed, DDX11 and its yeast orthologue Chl1 have been shown to interact with 
multiple replication factors, such as the sliding clamp PCNA, its loader Replication Factor C 
complex (RFC), the 5’-flap endonuclease FEN1, the fork protection complex (FPC) component 
Timeless and with CTF4, which couples the MCM helicase to DNA polymerases [46-50]. How 
DDX11 deficiency results in cohesion loss is not entirely understood. The helicase-dependent 
resolution of complex secondary DNA structures that are formed particularly in the lagging 
strand may be required for successful sister chromatid entrapment, but helicase-independent 
roles in cohesin loading have also been proposed [50-52]. Interestingly, Eco1 and Chl1 
genetically interact [53-55] and synthetic lethality between DDX11 and ESCO2 was also 
reported in chicken DT40 cells [56]. 
Here we report synthetic lethality between ESCO2 and DDX11 in different human cell lines. 
Lethality is accompanied by aggravated cohesion loss in metaphase spreads. Reinforcing arm 
cohesion by WAPL knockdown rescues synthetic lethality, indicating that lethality results from 
detrimental loss of SCC. ESCO1 and ESCO2 appear to have both overlapping and non-
overlapping roles in SCC, which are conserved between mice and men. Importantly, we show 
that DDX11 helicase activity can promote SCC establishment. We propose that DDX11 and 
ESCO2 have functions in SCC that are both spatially and mechanistically distinct.  
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Results 
 
Synthetic lethality of DDX11 and ESCO2 is conserved in different human cell lines. 
 
We previously generated a unique isogenic cell line pair by functionally correcting fibroblasts 
derived from a WABS patient [57] and used these in a genome-wide siRNA screen to search for 
genes that are synthetically lethal with mutant DDX11 [58]. ESCO2 was one of the strongest 
hits as validated by deconvoluting the siRNA pool (Figure S1). This confirms that the synthetic 
lethality between DDX11 and ESCO2, observed between yeast Chl1 and Eco1 [53-55] and 
chicken DDX11 and ESCO2 [56], is conserved in patient-derived cells. We used the same WABS 
cell line and its complemented counterpart to further validate these findings and also to 
examine the role of ESCO1 in this context. As expected, siRNA mediated ESCO2 knockdown 
strongly reduced the viability of WABS cells, but not of WABS+DDX11 cells (Figure 1A). This 
lethality correlated with increased levels of caspase-dependent PARP cleavage, reflecting 
apoptosis induction (Figure 1B). By contrast, knockdown of ESCO1 did not significantly affect 
cell growth in these cells, despite a substantial reduction of acetylated SMC3 which is the main 
target of ESCO1/ESCO2 acetyltransferases (Figure 1B). This suggests that ESCO1 mediated 
SMC3 acetylation contributes to non-cohesive or non-mitotic roles of the cohesion complex.  
In agreement with  the effects of co-depleting DDX11 and ESCO1/2 on viability, we observed 
severely aggravated cohesion defects in WABS cells upon knockdown of ESCO2, whereas ESCO1 
knockdown had a moderate effect (Figure 1C). Reversely, DDX11 knockdown exhibited a 
stronger effect on cohesion in RBS cells than in RBS cells corrected with ESCO2 cDNA (Figure 
1D, E), although the effect was modest. For additional validation, we used CRISPR-Cas9 to 
create RPE1-TP53KO cells, and subsequently generated DDX11KOs and ESCO2KOs in this 
genetic background. Knockdown of ESCO2 specifically inhibited growth of RPE1-TP53KO-
DDX11KO cells (Figure 2A) and caused increased levels of PCS (Figure 2B), showing that 
synthetic lethality cannot be rescued by TP53 loss. Similarly, cohesion defects were severely 
aggravated upon DDX11 knockdown in RPE1-TP53KO-ESCO2KO cells (Figure 2C).  
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Figure 1: Synthetic lethality of DDX11 and ESCO2 is conserved in fibroblasts of WABS and RBS 
patients. (A) WABS fibroblasts and corrected cells were transfected with the indicated siRNAs 
and cell viability was analyzed after four days, using a cell-titer blue assay. (B) Cells were 
transfected with indicated siRNAs and analyzed by western blot after three days. WCE, whole 
cell extract. (C) Cohesion defects were quantified in metaphases spreads of cells transfected as 
in B. Examples of metaphase chromosomes with normal and railroad (RR) appearance, as well 
as premature chromatid separation (PCS), are shown. (D, E) RBS fibroblasts and corrected cells 
were transfected with the indicated siRNAs and assessed after three days by cohesion defect 
analysis and western blot. 
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Figure 2: Synthetic lethality of DDX11 and ESCO2 in RPE1 cells. (A) CRISPR-Cas9 was used to 
knockout TP53 and DDX11 in RPE1-hTERT cells. The resulting isogenic cell lines were transfected 
with indicated siRNAs and proliferation was assessed using the IncuCyte.  (B) Cells were 
transfected as in A and analyzed for cohesion defects. (C) CRISPR-Cas9 was used to disrupt the 
ESCO2 gene in RPE1-hTERT-TP53KO cells. Cells were transfected with indicated siRNAs and 
analyzed for cohesion defects. 
 
We further analyzed the effect of ESCO2 knockdown in WABS fibroblasts using flow cytometry, 
and found a clear induction of cells with a 4N DNA content (Figure 3A-C). This includes both p-
Histone H3 positive (mitotic cells) and p-Histone H3 negative cells (G2 cells, 4N G1 cells). This 
could in part reflect a G2 arrest, resulting from replicative stress or reduced DNA repair 
capacity. In addition, a small fraction of polyploid (>4N) cells appear at day 3. These findings 
probably reflect an extended metaphase duration via reactivation of the spindle assembly 
checkpoint that follows from reduced SCC and premature chromatid separation, as previously 
reported by us and others [58-60]. Eventually these arrested cells die in mitosis (as monitored 
by an increase in sub-G1 fraction), or may slip out of mitosis without cytokinesis. Cells that slip 
out of mitosis may subsequently continue to replicate, possibly contributing to the increased 
4N fraction and leading to polyploidy. 
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Figure 3: Induction of 4N fractions upon ESCO2 knockdown in WABS fibroblasts. WABS cells were 
transfected with the siESCO2, harvested at the indicated time points and analyzed by western 
blot (A) and flow cytometry (B). (C) Quantification of two independent experiments. 
 
Synthetic lethality of DDX11 and ESCO2 is rescued by WAPL knockdown. 
 
Next, we tested whether the SCC defects caused by single or double depletion of DDX11 and 
ESCO2 can be rescued by WAPL knockdown. WAPL plays a key role in removing cohesin rings 
from chromosome arms during the prophase pathway, so WAPL knockdown specifically causes 
hyper-cohesion on chromosome arms during metaphase. The cohesion defects in RBS cells 
could not be rescued by WAPL knockdown (Figure 4A,B). Since the WAPL-dependent prophase 
pathway only affects arm cohesion, this indicates that the effect of ESCO2 is predominantly 
manifested on centromere cohesion. In WABS cells, however, WAPL knockdown did prevent 
PCS and rescued both synthetic lethality and PCS by ESCO2 knockdown (Figure 4C-E). The 
remarkable increase in railroad chromosomes in this triple knockdown condition can be 
explained by a further reduction of centromere cohesion in the absence of both DDX11 and 
ESCO2, as compared to single DDX11 depletion, combined with reinforcement of arm cohesion 
by WAPL knockdown. 
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Figure 4: Restoring arm cohesion by WAPL knockdown rescues PCS and lethality.(A,B) RBS cells 
were transfected with siWAPL and harvested after three days for western blot and analysis of 
cohesion defects. (C-E) WABS cells were transfected with the indicated siRNAs and harvested 
after three days for western blot and analysis of SCC. Viability was assessed after four days with 
a cell-titer blue assay. 
 
In summary, co-depletion of DDX11 and ESCO2 results in severe cohesion loss and lethality, 
which are both rescued by reinforcing cohesion via WAPL knockdown. This indicates that ESCO2 
and DDX11 critically facilitate SCC in partially separated contexts.ESCO1 and ESCO2 have 
separate functions in sister chromatid cohesion. Since ESCO1 and ESCO2 both contribute to 
SMC3 acetylation, we set out to investigate the extent of their redundancy in SCC by 
manipulating their expression levels in RBS cells. Depletion of ESCO1 severely aggravated the 
cohesion defects in RBS cells and we also detected a small effect of ESCO1 depletion in 
RBS+ESCO2 cells (Figure 5A,B), suggesting that ESCO1 has a role in SCC that cannot be entirely 
compensated for by ESCO2. 
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Figure 5: ESCO1, ESCO2 and DDX11 have separable functions in SCC.(A,B) RBS fibroblasts and 
corrected cells were transfected with siRNA targeting ESCO1 and harvested after three days for 
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Western blot and SCC analysis. Mean and standard deviations of two technical replicates are 
shown. (C,D) RBS cells were transduced with lentiviral vectors expressing the indicated proteins 
and selected with puromycin. Overexpression was confirmed with qRT-PCR and cells were 
analyzed for cohesion defects. Mean and standard deviations of two independent experiments 
are shown. Fold changes were calculated relative to parental cells. Note that mouse DDX11 
mRNA is not detected in human cells, so these values represent arbitrary units (*). DDX11 (E,F) 
WABS cells were transduced with lentiviral vectors expressing the indicated proteins and 
selected with puromycin. Overexpression was confirmed with qRT-PCR and cells were analyzed 
for cohesion defects. Mean and standard deviations of two independent experiments are shown. 
Fold changes were calculated relative to parental cells. 
 
Next, we investigated whether overexpression of ESCO1 or ESCO2 could rescue the cohesion 
defects in RBS cells. To assess possible species-specific effects, considering a lethal effect of 
ESCO1/2 or DDX11 deletion in mice [35, 61, 62], we also performed overexpression 
experiments using expression constructs of their mouse orthologues. Whereas cohesion in RBS 
cells could be restored similarly by either human or mouse ESCO2, the effect of ESCO1 was 
small, indicating that ESCO2 has a unique role in SCC that cannot be replaced by ESCO1 (Figure 
5C,D). In line with the above described separate roles of ESCO2 and DDX11 in SCC, significant 
DDX11 overexpression completely failed to rescue the cohesion defects in RBS cells. Next, we 
overexpressed ESCO1, ESCO2 and DDX11 in WABS cells. Cohesion defects in WABS were 
similarly restored by cDNAs encoding either human or mouse orthologues of DDX11 (Figure 
5E,F). Importantly, high levels of either ESCO1 or ESCO2 failed to compensate for DDX11 
inactivation, indicating that cohesion loss resulting from impaired DDX11 function cannot be 
rescued by increased expression of SMC3 acetyltransferases. In conclusion, we find that DDX11, 
ESCO1, and ESCO2 have separable roles in SCC, which are conserved between human and 
mouse. 
 
DDX11 helicase activity promotes sister chromatid cohesion 

Recent studies in different organisms reported conflicting results regarding whether or not the 
helicase function of DDX11/Chl1 is required for sister chromatid cohesion [50, 52, 56]. 
Therefore, we overexpressed the helicase-deficient DDX11-K50R mutant [52, 63, 64] and the 
DNA-binding mutant DDX11-Q23A [65] in WABS cells and confirmed high nuclear DDX11 
expression in the vast majority of cells (Figure 6A,B). We then assessed their ability to restore 
sister chromatid cohesion and find that whereas wtDDX11 rescues the cohesion loss in WABS 
fibroblasts, both K50R and Q23A show no effect, indicating that DDX11 helicase activity is 
required to promote or safeguard sister chromatid cohesion in human cells. 
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Figure 6: DDX11 helicase activity promotes sister chromatid cohesion. (A) WABS fibroblasts were stably 
transfected with WT-DDX11, the helicase mutant K50R or the DNA binding mutant Q23A, and 
assessed for protein levels using western blot. (B) The expression of ectopic DDX11 was assessed 
by immunofluorescence. (C) Cells were analyzed for cohesion defects. Mean and standard 
deviations of two independent experiments are shown. 

DDX11 deficiency causes reduction of SMC3 acetylation and replication fork speed 

The interaction of DDX11 with multiple replication fork components [46-50] suggests that it 
plays a role in cohesin loading in synchrony with DNA replication fork passage. To investigate 
whether DDX11 also promotes DNA replication itself, we performed DNA fibre assays. Indeed, 
we found DDX11 knockdown reduces replication fork speed in RPE1-TERT cells, to levels 
comparable to those observed after ESCO2 depletion (Figure 7A and 7B). Based on our 
observations, we speculate that an important function of DDX11 is to resolve specific secondary 
DNA structures at the replication fork, thereby promoting replication fork progression and 
subsequent cohesin loading. 

Impaired cohesin loading at replication forks in the absence of DDX11 helicase activity would 
be predicted to result in reduced cohesive effects of cohesin on DNA. Although we don’t 
observe an effect of DDX11 on SMC3 acetylation in WABS cells (Figure 7C, 7D and S2), it is 
possible that fluctuations are masked by SMC3 acetylation that occurs in the context of non-
canonical or non-cell-cycle related cohesin activities (e.g. gene transcription). Indeed, when the 
ESCO1-dependent effects were eliminated by siRNA, DDX11 overexpression seemed to slightly 
increase SMC3 acetylation, but the effect was not significant (Figure 7D). To further examine 
this, we arrested RPE1-TP53KO-DDX11KO cells in G1 and G2 and compared the levels of SMC3 
acetylation (Figure 7E,F).  
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Figure7: DDX11 deficiency slows replication fork speed and reduces SMC3 acetylation. (A) RPE1-
hTERT cells were transfected with indicated siRNAs for two days and analyzed by western blot. 
Replication fork speed was assessed with a DNA fiber assay using a double labeling protocol. 
Black lines indicate the median. P-values were calculated by a non-parametric one-way ANOVA 
test. **** p<0,0001. Representative images of DNA fiber tracts are shown. (B) RPE1-TP53KO 
and RPE1-TP53KO-DDX1KO cells were analyzed with a DNA fiber assay. (C) WABS fibroblasts 
and corrected cells were transfected with the indicated siRNAs and analyzed by western blot 
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after three days. Additional antibody incubations are provided in Figure S2. (D) Quantification 
of AcSMC3 levels normalized to total SMC3, using image-lab software and. Mean and standard 
deviations are shown. P-values were calculated using a two-tailed t-test. * p<0,05; **<0,01; ns 
not significant. (E) RPE1-TP53KO and RPE1-TP53KO-DDX11KO cells were arrested in G1 using 
the Cdk4/6 inhibitor Palbociclib (20h, 10 µM) and in G2 using the Cdk1 inhibitor RO3306 (20h, 
10 µM) and assessed by flow cytometry. (F) cells from (E) were lysed, and soluble and DNA-
bound protein fractions were separated and analyzed by western blot. Ctrl, TP53KO cells; DX, 
TP53KO-DDX11KO cells. 

This revealed an increase in Ac-SMC3 in TP53KO cells in G2 as compared to G1 cells, whereas 
this increase was less pronounced in RPE1-TP53KO-DDX11KO cells. However, the effect was 
subtle and combined loss of DDX11 and ESCO2 had no synergistic impact on SMC3 acetylation 
(Figure 7D), despite severely aggravated cohesion loss. So, apart from a small, partially 
collaborative function between DDX11 and ESCO2 in promoting SMC3 acetylation, there clearly 
is also an Ac-SMC3-independent role of DDX11 in sister chromatid cohesion. This might relate 
to DNA replication fork stability or a role for DDX11 in second strand capture to promote 
cohesion, such as proposed by [66]. We propose that the DDX11 helicase promotes proper 
cohesin loading at replication forks, indirectly contributing to subsequent acetylation and stable 
sister chromatid cohesion. 
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Discussion 

In this study we provide evidence of synthetic lethality between ESCO2 and DDX11 in different 
human cell lines. Lethality correlated with prolonged mitosis and strongly aggravated loss of 
SCC, suggesting that mitotic arrest is triggered by premature chromatid separation and 
subsequent mitotic checkpoint activation, as we described before [58]. In line, we also 
observed signs of apoptosis induction and polyploidy. The synthetic lethality of DDX11 and 
ESCO2, as well as the failure of overexpression of one to compensate for loss of the other, 
indicates that ESCO2 and DDX11 act in different pathways leading to SCC establishment. 
Importantly, both lethality and cohesion loss were rescued by WAPL knockdown. This suggests 
that loss of only one of these proteins leads to a level of cohesion loss that can still be tolerated 
in most cells, but their combined loss causes near to complete cohesion loss, which is 
detrimental for cell viability.  

The observed effects of WAPL knockdown suggest that the SCC resulting from the activity of 
these pathways is in part spatially separated at the chromosomes. An attractive explanation for 
the synthetic lethality between ESCO2 and DDX11 is that they largely function in spatially 
separated contexts. A previous study showed that ESCO2 loss particularly affects cohesion in 
pericentromeric regions [35], which is also illustrated by the large number of railroad 
chromosomes observed in metaphase spreads of RBS cells. It has to be noted that RPE1-
ESCO2KO cells also exhibit considerable levels of PCS, indicating that the role of ESCO2 clearly 
is not restricted to establishing SCC at centromeres alone. Indeed, ESCO2 has been reported to 
bind PCNA and MCM complexes [37-39], and ESCO2 loss delays fork progression [40]. However, 
WAPL knockdown hardly rescues the cohesion loss in RBS cells, probably because inhibition of 
WAPL mainly reinforces arm cohesion by blocking the prophase pathway [4, 6, 67]. By contrast, 
WAPL knockdown partially rescues cohesion defects in DDX11 deficient cells, suggesting that 
DDX11 facilitates SCC on both chromosome arms and centromeres. This functional separation 
model receives particular support from our observation that in siESCO2 treated WABS cells, 
WAPL depletion only prevents PCS, but at the same time increases the amount of railroad 
chromosomes (Figure 3E). 

The evolutionary divergence of yeast Eco1 into two vertebrate orthologues, ESCO1 and ESCO2, 
is accompanied by functional specialization and differential regulation of their protein levels. 
For example, ESCO1 is expressed during the whole cell cycle, whereas ESCO2 protein expression 
peaks in S-phase [35, 36]. This suggests that ESCO2 mainly fulfills the role of establishing SCC 
prior to regulated chromatid separation in mitosis, whereas ESCO1 directs cohesin’s non-
canonical activities such as those related to gene transcription. Indeed, ESCO1 was reported to 
acetylate SMC3 in a replication-independent manner, via a unique interaction with PDS5 [41]. 
This might also explain why we observe a larger effect on SMC3 acetylation of ESCO1 
knockdown as compared to ESCO2 knockdown. In line with earlier reports [34, 41, 42], we show 
here that ESCO1 also contributes to canonical SCC, albeit only to a small extent. Whereas we 
observed some compensating effects of overexpressing ESCO1 in RBS cells, both knockdown 
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and overexpression studies indicated that ESCO1 and ESCO2 have largely non-overlapping roles 
in SCC. This might relate to location-specific effects on SCC of ESCO1 and ESCO2; ESCO2-
dependent acetylation has a preference for centromeric cohesins, whereas ESCO1 might 
preferentially acetylate cohesin at chromosome arms. It will be interesting to further quantify 
the levels of cohesive cohesin on chromosome arms and centromeres in ESCO1 and ESCO2 
deficient human cells. Importantly, we could not distinguish the activities of human or mouse 
versions of DDX11 or ESCO1/2. Therefore, the paradox that ESCO2 loss is embryonically lethal 
in mice [35], whereas most human RBS patients contain loss of function mutations in ESCO2 
[68], can probably not be explained by differences in the mouse and human ESCO1 and ESCO2 
coding sequences. Possibly, the typical acrocentric architecture of murine chromosomes makes 
them more vulnerable to SCC deprivation and/or ESCO2 deficiency. 

We show that the helicase activity of DDX11 critically promotes SCC in human cells. DDX11 is 
thought to resolve certain complex secondary DNA structures including GC-rich regions and/or 
anti-parallel G-quadruplexes [69, 70]. The duplex or quadruplex resolving capacities of DDX11 
helicases may contribute to SCC by facilitating loading of the second strand into cohesin rings, 
which was reported to require single stranded DNA [66]. Alternatively, secondary DNA 
structures that are normally substrates of DDX11 may be prone to breakage when DDX11 is 
absent, requiring repair and WAPL/PDS5-dependent cohesin removal to provide access of 
repair factors to the break site [71].  

Both DDX11 [46-50] and ESCO2 [37-39] interact with multiple replication fork components, 
indicating that they promote cohesin loading and cohesion establishment in synchrony with 
DNA replication fork passage. Possibly, DDX11 acts upstream of ESCO1/2 to facilitate cohesin 
loading and subsequent SMC3 acetylation. However, this is difficult to reconcile with the severe 
synthetic lethality of DDX11 and ESCO2: loss of one factor would disrupt the pathway, whereas 
loss of the second factor would have a small additional effect. As an alternative for spatially 
separated activities, DDX11 and ESCO2 may participate in mechanistically distinct cohesion 
establishment pathways. An important notion could be that there seems to be no synergistic 
effect of DDX11 and ESCO2 co-depletion on SMC3 acetylation. Moreover, we find that 
increasing SMC3 acetylation by overexpressing ESCO1 or ESCO2 cannot rescue the cohesion 
defects in DDX11 deficient cells. This may suggest that DDX11 has an Ac-SMC3-independent 
role in cohesion establishment. Indeed, several reports proposed that there are two parallel 
pathways to facilitate SCC [53, 72, 73]. Genetic dissection in yeast suggested that loss of Chl1 
specifically disrupts one such pathway, but leaves the other intact. In conclusion, we propose 
that DDX11, ESCO1 and ESCO2 control different fractions of cohesin that are spatially and 
mechanistically separated. 
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Figure S1: Deconvolution of siRNAs targeting ESCO2.WABS fibroblasts and corrected cells were 
transfected with the indicated siRNAs and cell viability was analyzed after four days, using a cell-
titer blue assay. 
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Figure S2: Effect of DDX11, ESCO1 and ESCO2 on SMC3 acetylation.Cells were transfected with 

indicated siRNAs and analyzed by Western blot.  
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Materials and methods 

Cell culture and construction of cell lines. RPE1-hTERT cells (American tissue collection) and 
SV40 transformed fibroblasts, including WABS [28], RBS [36] and LN9SV control [74], were 
cultured in Dulbecco’s Modified EaglesMedium (DMEM, Gibco), supplemented with 10% FCS, 
1 mM sodium pyruvate and antibiotics. 

CRISPR-Cas9 was used to construct DDX11 and ESCO2 knockouts in RPE1 cells. The generation 
of RPE1-hTERT_TetOn-Cas9_TP53KO cells is also described in a currently submitted manuscript 
[71]. Briefly, Cas9 cDNA was cloned into the pLVX-Tre3G plasmid (Clontech) and lentiviral 
Tre3G-Cas9 and Tet3G particles were produced in HEK293T cells using the Lenti-X HT packaging 
system (Clontech). Transduced cells were selected with 10 µg/mL puromycin and 400 µg/mL 
G418. Cells were treated with 100 ng/mL doxycycline (Sigma-Aldrich) to induce Cas9 expression 
and transfected with 10 nM synthetic crRNA and tracrRNA (Dharmacon or IDT) using RNAiMAX 
(Invitrogen). The following crRNA sequences were used: TP53 (CCATTGTTCAATATCGTCCG), 
DDX11-specific (GGCTGGTCTCCCTTGGCTCC), ESCO2 (TAAGTGGTACCTCAATCCAC). Single 
clones were assessed by Sanger sequencing using the following primers: TP53-Fw 
(GAGACCTGTGGGAAGCGAAA, TP53-Rv GCTGCCCTGGTAGGTTTTCT), DDX11-Fw 
(AACAACCCACCCTCCCCAAG), DDX11-Rv (TGCCTCACTCTCTCCAGACC), ESCO2-Fw 
(ATCAAAAAGGTAGAAGATGTCCAAGAAC) , ESCO2-Rv (GCCTGTTTGATGGGTTCTGC). 

Proliferation assays. Adherent cells, the IncuCyte Zoom instrument (Essen Bioscience) was used. 
RPE1 cells  (1500 / well) and fibroblasts (3000 / well) were seeded in 96-wells plates and imaged 
every 4 hours with a 10x objective. IncuCyte software was used to quantify confluence from 
four non-overlapping bright field images per well, for at least three replicate wells. Doubling 
time was calculated for the period required to grow from approximately 30% to 70% 
confluence, using the formula doubling time (h) = required time (h) * log(2) / (log(confluence 
endpoint(%)) – log(confluence starting point(%))). 

siRNA transfections. For knockdown experiments, 25 nM siRNA (Dharmacon) was transfected 
using RNAiMAX (Invitrogen). Sequences: non-targeting siRNA UAAGGCUAUGAAGAGAUAC, 
siDDX11 GCAGAGCUGUACCGGGUUU, CGGCAGAACCUUUGUGUAA, 
GAGGAAGAACACAUAACUA, UGUUCAAGGUGCAGCGAUA, siESCO1 
GGACAAAGCUACAUGAUAG,  siESCO2 CAAAAUCGAGUGAUCUAUA 
GAGAGUAGUUGGGUGUUUA, AAUCAAGGCUCACCAUUUA, GAAGAAAGAACGUGUAGUA, siUBB 
CCCAGUGACACCAUCGAAA, GACCAUCACUCUGGAGGUG, GUAUGCAGAUCUUCGUGAA, 
GCCGUACUCUUUCUGACUA. 

Proliferation assays 

Proliferation assays were performed in 96-wells plates. Cells were counted and seeded in at 
least triplicates in a total volume of 100 μl medium. Optimized cell densities were: WABS cells 
3,000/well, RBS cells 4,000/well, RPE1 cells 1500/well. For WABS and RBS cells, cells were 
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incubated with 10 μl CellTiter-Blue reagent (Promega) for 2–4 h and fluorescence 
(560Ex/590Em) was measured in a microplate reader (TriStar LB 941, Berthold Technologies). 
To monitor cell growth of RPE1 cells, the IncuCyte Zoom instrument (Essen Bioscience) was 
used. Cells were imaged every 4h with default software settings and a 10x objective. The 
IncuCyte software was used to quantify confluence from four non-overlapping bright field 
images. 

qRT-PCR. Total RNA was extracted with the High Pure Isolation Kit (Roche) and cDNA was 
prepared with the iScript cDNA Synthesis Kit (Biorad). Quantitative reverse transcription 
polymerase chain reaction (qRT-PCR) was performed using SYBR Green (Roche) on a LightCycler 
480 (Roche). Levels were normalized to the geometric mean of at least two housekeeping 
genes. Primer sequences:  

hDDX11-Fw  AACCTGTTCAAGGTGCAGCGATAC, hDDX11-Rv GAGAAGCTGGTCGCAGGGT 

mDDX11-Fw TTGTGGCTGTTTTGGGAGGTAATG, mDDX11-Rv CACCTGGCTCTGAAAGAGAAAGTC 

h/mESCO1-Fw CCTGGTGCTGCTCAACATT, h/mESCO1-Rv CAGGAGTGGGATCTGAGAAAGC 

m/hESCO2-Fw ATCAAAAAGGTAGAAGATGTCCAAGAAC, m/hESCO2-Rs 
GCCTGTTTGATGGGTTCTGC 

HPRT1-Fw TGACACTGGGAAAACAATGCA, HPRT-Rv GGTCCTTTTCACCAGCAAGCT 

TBP-Fw TGCACAGGAGCCAAGAGTGAA, TBP-Rv CACATCACAGCTCCCCACCA 

B2M-Fw ATGAGTATGCCTGCCGTGTGA, B2M-Rv GGCATCTTCAAACCTCCATG 

Immunoblotting. Cells were lysed in lysis buffer (50 mM Tris-HCl pH 7.4, 150 mM NaCl, 1% Triton 
X-100) with protease- and phosphatase inhibitors (Roche). For DNA-bound protein fractions, 
cells were lysed in lysis buffer for 10 min and centrifuged at 1300 g for 10 min. The pellet was 
subsequently lysed in lysis buffer containing 5 units/µL benzonase nuclease (Sigma) for 1 h and 
centrifuged at maximum speed for 5 min. Proteins were separated by 3-8% or 8-16% SDS-PAGE 
(NU-PAGE or BioRad) and transferred to immobilon-P membranes (Millipore). Membranes 
were blocked in 5% dry milk in TBST-T (10  mM Tris-HCl pH 7.4, 150 mM NaCl, 0.04% Tween-
20), incubated with primary and peroxidase-conjugated secondary antibodies (DAKO Glostrup, 
Denmark) and bands were visualized by chemoluminescence (Amersham). Antibodies used for 
detection are mouse anti-DDX11 (B01P, Abnova), mouse anti-α-tubulin (B-5-1-2, Santa Cruz 
#sc-23948), mouse anti-vinculin (H-10, Santa Cruz sc-25336), guinea pig anti-ESCO2 [36], 
mouse anti-ESCO1 (gift from JM Peters), rabbit anti-PARP (9542, Cell signaling), AcSM3 (gift 
from K Shirahige), rabbit anti-SMC3 (A300-060A, Bethyl), rabbit anti-WAPL (A300-268, Bethyl), 
mouse anti-vinculin (H-10, sc-25336, Santa Cruz). 
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Flow cytometry. Cells were harvested and washed in PBS and fixed in ice-cold 70% EtOH. For 
mitosis detection, cells were incubated with rabbit anti-pS10-Histone H3 (Millipore) for 1 h and 
with Alexa Fluor 488 goat-anti-rabbit (Invitrogen) for 30 min. Cells were washed and 
resuspended in PBS with 1:10 PI/RNase staining buffer (BD Biosciences) and analyzed by flow 
cytometry on a BD FACSCalibur (BD Biosciences). Cell cycle analysis was conducted with BD 
CellQuest software (BD Biosciences).                                                                                           

Analysis of cohesion defects. Cells were incubated with 200 ng/mL demecolcin (Sigma-Aldrich) 
for 20 minutes. Cells were harvested, resuspended in 0.075 M KCl for 20 minutes and fixed in 
methanol/acetic acid (3:1). Cells were washed in fixative three times, dropped onto glass slides 
and stained with 5% Giemsa (Merck). Cohesion defects were counted in 25 metaphases per 
slide on two coded slides per condition. 
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Abstract 

Warsaw Breakage Syndrome (WABS) is a rare DNA damage syndrome as well as a 
cohesinopathy caused by bi-allelic mutations in the DNA helicase DDX11. Here, we report 
multiple compound heterozygous WABS cases showing reduced DDX11 protein levels, high 
sensitivity to topoisomerase and PARP inhibitors, spontaneous loss of sister chromatid 
cohesion and reduced DNA replication fork speed. We identify weak alleles encoding unstable 
DDX11 protein and show that DDX11 knockdown further enhances cohesion loss in several 
patient-derived cell lines. Knocking out DDX11 in RPE1-TERT cells causes p53-dependent 
growth inhibition, chromosome breaks and cohesion defects, while the nearly identical, 
expressed pseudogene DDX12p has no redundant role in proliferation and cohesion. 
Importantly, stabilization of G-quadruplex (G4) structures, a presumed substrate of DDX11 
helicase, induces chromosomal breaks, cohesion loss, and growth inhibition in a manner 
strongly dependent on DDX11 but less on FANCJ. Finally, the DNA helicase activity of DDX11 is 
essential for G4 stabilizer resistance and maintenance of sister chromatid cohesion. We 
propose that DDX11 protects against G4-induced double stranded breaks during DNA 
replication and facilitates efficient cohesin loading by resolving secondary structures at the 
replication fork. 
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Introduction 

Warsaw Breakage Syndrome (WABS) was discovered in 2010 in a patient displaying clinical 
overlap with Fanconi Anemia (FA), including growth retardation, microcephaly and abnormal 
skin pigmentation, although bone marrow failure was not observed 1. At the cellular level, 
WABS cells showed Mitomycin C (MMC)-induced breaks but in contrast to FA cells also 
exhibited spontaneous loss of sister chromatid cohesion, which was significantly exacerbated 
by treatment with MMC or the topoisomerase I inhibitor Camptothecin. Bi-allelic inactivation 
of the DEAD/H Box helicase DDX11 was identified as the underlying genetic defect in WABS 
patients. So far, sixteen WABS individuals from twelve different families have been reported 1-

7.  

DDX11 (also known as ChlR1) is one of two human orthologues of yeast Chl1, which was 
identified in a screen for mutants affecting chromosome segregation 8,9. The other orthologue 
is DDX12p (also known as ChlR2) 10,11, a presumed pseudogene which is linked to a late-
evolutionary duplication of a chromosomal region containing DDX11. Parish and colleagues 
showed that DDX11 protein is localized in the nucleus and supports sister chromatid cohesion 
12, which fits with later findings in WABS cells. DDX11 loss in mice is embryonically lethal 13,14, 
apparently conflicting the observed viability of yeast Chl1 mutants 8,9,15 and the relatively 
moderate symptoms of human WABS patients. 

Sequence similarities classify DDX11 in a subgroup of ATP-dependent, super-family 2 (SF2) DNA 
helicases that contain an iron-sulfur cluster (Fe-S) between the Walker A and B boxes 16. Other 
members include FANCJ, RTEL1 and XPD/ERCC2, all linked to genetic disorders characterized 
by defects in DNA repair mechanisms. A number of in vitro studies 17-20 revealed that DDX11 is 
able to unwind duplex DNA with 5’-3’ directionality and generally prefers a 5’ single stranded 
region. As reviewed in 21, in vitro substrates include forked duplexes, 5′ flap structures (relevant 
in the processing of Okazaki fragments), three-stranded D-loops (an early HR repair 
intermediate) and anti-parallel G-quadruplexes (G4). Interestingly, combined mutation of chl-1 
and dog-1 (the C. elegans homologs of DDX11 and FANCJ) caused an increased number of poly-
guanine tract deletions as compared to single dog-1 mutants, suggesting a potential role for 
DDX11 in resolving G4 or related poly-guanine duplex structures in vivo 22. 

Yeast Chl1 mutant strains show increased sensitivity to DNA damaging agents including MMS 
and UV 15,23. In addition, Chl1 supports the establishment of sister chromatid cohesion 24,25, a 
process that is coupled to DNA replication 26,27. DNA replication is coordinated by large protein 
complexes forming the “replisome”. Unwinding of the template strand is performed by the 
Cdc45-MCM (mini-chromosome-maintenance)-GINS (go-ichi-ni-san) (CMG) complex. 
Specialized DNA polymerases synthesize DNA in conjunction with a homo-trimeric proliferating 
cell nuclear antigen (PCNA) sliding clamp loaded onto DNA by the replication factor C (RFC) 
complex. Polymerase ε acts on the leading strand, whereas the lagging strand is replicated by 
polymerases α and δ.  Other replisome components include Tof1/Timeless, Csm3/Tipin, 
Mrc1/Claspin and CTF4/AND-1, which all play important roles in maintaining replication fork 
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stability by coordinating DNA template unwinding with DNA synthesis and the association with 
checkpoint proteins (reviewed in 28).  

Chl1 interacts genetically with multiple components of the alternative RFCCTF18 complex, 
including CTF18, CTF8 and DCC1, which are implicated in cohesion establishment, too 25,29-32. 
Physical interactions were also reported between Chl1 and PCNA 33, CTF4 34, and the 5’-flap 
endonuclease FEN1 35. Human DDX11 was reported to bind RFCCHTF18, which stimulated DDX11 
helicase activity in vitro; to Fen1, promoting Fen1 activity; and to PCNA 18. Furthermore, a role 
for DDX11 was proposed in stabilization of the replication fork through an interaction with 
Timeless, which stimulated DDX11 helicase activity in vitro and promoted sister chromatid 
cohesion 36-38. How DDX11 deficiency results in cohesion loss is not clear. Possibly, DDX11 
facilitates sister chromatid entrapment by resolving secondary DNA structures formed at 
replication sites, particularly in the lagging strand. Indeed, abolishing the ATPase activity in 
yeast Chl1 resulted in loss of Chl1 function 39. However, dominant helicase-independent roles 
in cohesin loading have also been proposed 34,38,40. 

Here, we identify seven new WABS patients from five different families. WABS derived cells 
display loss of sister chromatid cohesion, increased sensitivity to Camptothecin and PARP 
inhibitors and reduced replication fork speed. The investigated WABS cells possess residual 
DDX11 activity, originating from an unstable protein, which however is capable of rescuing 
sister chromatid cohesion when overexpressed. Loss of DDX11 causes p53-dependent growth 
restriction. While we show that DDX12p is expressed as mRNA, we observed no complementary 
role for DDX12p in WABS cells. DDX11 helicase activity is required for sister chromatid cohesion 
and to prevent DNA breaks induced by G4 stabilizing drugs. We propose that DDX11 unwinds 
G4 structures that arise when replication forks travel through G-rich regions, to prevent breaks 
and to promote efficient DNA entrapment by cohesin rings and genomic stability.  
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Results 

Clinical characterization of seven new WABS cases 

The first WABS patient was reported by our lab in 2010 1, which we now call WABS01. Here, we 
investigated seven new patients (WABS02 – WABS08) from different origins, who were 
diagnosed with Warsaw Breakage Syndrome (Figure 1A). WABS02 (male) is the second child of 
non-consanguineous Dutch parents, initially diagnosed as Nijmegen Breakage Syndrome, 
although no NBS1 mutations were found 41. He showed growth retardation, microcephaly, 
deafness and abnormal skin pigmentations. WABS03 (male) is the second child of non-
consanguineous parents from Uruguay. He received pediatric intensive care for several months 
due to respiratory problems, and showed severe developmental delay, microcephaly, 
sensorineural deafness and multiple broncho-obstructive episodes. Also congenital 
hypothyroidism, low sets of ears and a nose-retrognathia were observed. WABS04 (female) is 
the first child of non-consanguineous Dutch parents, initially diagnosed as FA with unknown 
genetic cause 42. She was born at the 7th month of pregnancy and weighted 750 g and had 
epileptic episode at 3 years. At the age of 45, the following clinical features were recorded: 
growth and mental retardation, deafness, microcephaly, skin pigmentation (café-au-lait spots), 
facial dysmorphy, bulbous nose, clinodactyly of the 5th fingers, insulin-dependent diabetes 
mellitus and frequent respiratory and middle-ear infections. She died at the age of 64, but no 
autopsy report is available. WABS04 had three unaffected siblings and a brother with clinical 
features that may have been overlapping, but he died before a diagnosis was reached (see 42). 
WABS05 (male) is the fourth child of non-consanguineous parents from Croatia. He showed 
pre-natal growth retardation; his birth weight, after 36 weeks, was 1660 g. He suffered epileptic 
seizure at the age of seven, and further displayed brachy-microcephaly, moderate to severe 
intellectual disability, bronchial asthma clinodactyly of the 5th fingers, flexion contractures of 
thumbs and sandal gap of toes and he is deaf-mute. Cytogenetic investigation showed a 47XXY 
karyotype and cohesion defects. WABS06 (female) is the older sister of WABS05. Her birth 
weight, after 37 weeks, was 2100g. She shows brachy-microcephaly, abnormal skin 
pigmentation (café au lait spots), clinodactyly of the 5th fingers, sandal gap of toe and is deaf-
mute. At early age, her intellectual development was estimated to be normal but later declined. 
WABS07 (male) is a child of Dutch parents. The pregnancy was prematurely abrogated due to 
severe growth restrictions and placental abnormalities. Furthermore, the fetus showed mild 
dysmorphic characteristics, lung hypoplasia, increased liver-brain ration, unilateral kidney 
dysplasia and skin abnormalities. WABS08 is a younger child of the same parents, whose 
pregnancy was also prematurely abrogated due to severe growth retardation. In addition, 
multiple miscarriages with unknown genotype were reported, possibly relevant in light of the 
placental malformations that were observed in DDX11 knockout mice 13. Table 1 summarizes 
the clinical phenotypes of all known WABS cases, including the seven patients of this study. 
Notably, while microcephaly coinciding with deafness appear to be dominant diagnostic 
features, anemia is not reported, ruling out FA. Furthermore, not all characteristics are shared 
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between all patients indicating that WABS is a heterogeneous disease, similar to other 
cohesinopathies 43-45. 

 

Table 1: Clinical features of known WABS patients. A red color indicates that this condition was 
described for the particular patient; green indicates that the condition was not found; grey 
indicates unknown. PA: placenta abnormality. VSD: ventricular septal defect. TF: Tetraology of 
Fallot. PDA: patent ductus arteriosus. MK: Multicystic Kidney. KD: Kidney Dysplasia. BE: Broncho-
obstructive episodes. PH: Pulmonary hypoplasia. 
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Molecular characterization of newly identified WABS cases 

Bi-allelic mutations in DDX11 were detected in these patients using whole exome sequencing 
and/or RNA sequencing, which we validated using Sanger sequencing of genomic DNA and 
cDNA (Figure 1A and Figure S1). For patient WABS03, only one correctly segregating missense 
mutation (p.R140Q) could be identified next to the indicated c.1403 duplication. However, we 
could not convincingly establish whether this is a pathogenic mutation (see below).  

 

Figure 1: Identification of multiple new cases confirm that WABS is a DNA damage syndrome, 
causally linked to reduced DDX11 protein expression. A, Pedigrees of seven new WABS patients. 
X indicates absence of paternal DNA; ? indicates uncertain whether patient has WABS; diamond 
indicates unknown sex; triangle indicates fetus. B, Western blots of patient-derived 
lymphoblasts (L) and fibroblasts (F). DDX11 protein levels were restored by stable transfection 
of DDX11 cDNA. C, Wildtype lymphoblasts HSC93, FANCM-deficient lymphoblasts VU867-L 165, 
three WABS-derived lymphoblasts and their complemented counterparts were continuously 
exposed to increasing Camptothecin concentrations. After three population doublings of 
untreated cells, cells were counted and plotted as percentage of untreated cells. Mean and 
standard deviations of three independent experiments are shown. D, metaphase spreads of cells 
treated as in C were assessed for chromosome breaks. Depicted examples of counted 
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aberrations include a chromatid gap, a dislocated broken piece and a chromatid interchange 
figure (‘triradial’). 

DDX11 sequencing is sometimes hampered by the pseudogene DDX12p, which shares 98% 
sequence similarity to DDX11, as well as by multiple sub-telomeric DDX11L sequences that are 
highly similar to the DDX11 C-terminus 46. Since DDX12p is also transcribed into mRNA, in 
several occasions we had to clone and sequence multiple PCR fragments to confirm the 
mutations are really present in DDX11 (Figure S1A-E). Cells derived from five patients displayed 
reduced DDX11 protein levels (Figure 1B), as reported previously for other WABS patients. 
Moreover, patient cells showed increased Camptothecin (CPT) sensitivity in WABS 
lymphoblasts (Figure 1C), which correlated with the induction of chromosomal breaks (Figure 
1D).  

In addition to this characteristic breakage phenotype, we also observed spontaneous cohesion 
loss as previously described 1, which was aggravated by CPT treatment and corrected by stably 
expressing DDX11 cDNA (Figure 2A). Confirming an earlier report from our lab 47, WABS cell 
lines exhibited high sensitivity to PARP inhibition, comparable to FA cell lines and considerably 
more than Roberts Syndrome and Cornelia de Lange Syndrome cells (Figure 2B). In line, 
WABS01 fibroblasts exhibited increased cohesion loss, G2/M induction and cell death (‘sub-
G1’) upon treatment with Talazoparib (Figure S2). DDX11 has a role in averting DNA damage in 
unperturbed cells as well, reflected by increased γH2AX foci in WABS cells as compared to 
corrected cells (Figure 2C). Since DDX11 is known to interact with a number of replication fork 
components, its primal activity seems to reside at the DNA replication fork. To assess whether 
DDX11 also affects replication fork speed directly, we performed a DNA fiber assay on WABS 
lymphoblasts. We found that DDX11 deficient cells show a consistently reduced fork speed as 
compared to DDX11 proficient cells (Figure 2D), in line with our previous observations in RPE1 
cells (Chapter 5 of this thesis). In conclusion, WABS patient cells display CPT-induced 
chromosomal breaks, as well as spontaneous DNA damage signaling, DNA replication stress and 
cohesion loss. 
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Figure 2: WABS cells display cohesion loss, PARP inhibitor sensitivity, DNA damage signaling and 
DNA replication stress. A, Metaphase spreads of WABS cells were assessed for cohesion defects. 
Mean and standard deviations of three (lymphoblasts) or two (fibroblasts) independent 
experiments are shown. CPT = 2.5 nM Camptothecin treatment for 48h. Examples of a normal 
chromosome, a railroad chromosome (RR) and premature chromatid separation (PCS) are 
shown. B, Lymphoblasts from different patients were continuously exposed to increasing 
concentrations of PARP inhibitors KU58948, Talazoparib and Olaparib. After three population 
doublings of untreated cells, cells were counted and the amounts were determined as 
percentage of untreated cells. IC50 values from each dose-response curve were determined 
using curve fitting. Standard deviations were derived from multiple independent experiments.  
C, Immunofluorescence detection of γH2AX foci. Mean and standard deviation of three 
independent experiments are shown. D, Replication fork speed of WABS lymphoblasts was 
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assessed with a DNA fiber assay using a double labeling protocol. The example track represents 
an ongoing fork. Blue dots, DDX11 proficient; red dots, DDX11 deficient; orange dots, ESCO2 
deficient RBS lymphoblasts (positive control). Black lines indicate the median. P-values were 
calculated by a non-parametric one-way ANOVA test. * p<0,05; ** p<0,01; *** p<0,001. 

 

DDX11 missense alleles reduce protein stability 

Remarkably, all patients contain at least one DDX11 allele that potentially is only mildly 
defective (missense mutation or in frame insertion/deletion) and might yield a partially active 
protein. Indeed, we detected faint but specific DDX11 protein bands on Western blot (Figure 
3A). Whereas DDX11 mRNA levels of the different WABS cells were all largely comparable to 
controls (Figure 3B), treatment with the proteasome inhibitor Marizomib partially restored 
DDX11 protein levels (Figure 3C), indicating that DDX11 protein stability is reduced in WABS 
cells.  

To test whether this directly results from the identified missense mutations, we overexpressed 
cDNAs representing the newly identified weak DDX11 alleles in WABS01 fibroblasts (Figure 3D). 
In line with the observed unaffected mRNA levels in WABS cells, the mutant DDX11 cDNAs 
exhibited relatively normal mRNA stability, determined by quantifying the reduction of DDX11 
mRNA upon Actinomycin-mediated transcription blockage (Figure S3A). We then treated these 
cells with Cycloheximide, which stabilizes mRNA and at the same time blocks translation, to 
assess protein stability. DDX11 mutants showed accelerated protein reduction, although the 
effect of R140Q was small (Figure 3E and Figure S3B). The R140Q variant, found in WABS03, 
has an allele frequency of 0,002 and is predicted to be damaging by some mutation significance 
prediction algorithms (e.g. Mutation Taster and PolyPhen-2)  but not consistently. Blocking 
protein degradation by Marizomib or by the lysosome inhibitor Chloroquine revealed that the 
DDX11 mutants are more rapidly stabilized than wt-DDX11, while R140Q shows a small increase 
(Figure 3F and Figure S3C, D).  

We used the same cells to evaluate DDX11 localization using immunofluorescence (Figure 3G). 
Whereas wt-DDX11 shows nuclear localization, several mutants (G57R, S857R and C705Y) also 
show substantial cytoplasmic localization. The R140Q mutant localized to the nucleus. While 
no other putative clinically relevant variants were identified in the cDNA sequence of this 
DDX11 allele, we conclude that the evidence for this variant to be disease causing is still 
incomplete. 

Nevertheless, taken together these results suggest that WABS cells from different origins may 
contain residual DDX11 activity. To further test this, we measured the alterations in cohesion 
loss upon transfection of WABS cells with DDX11 siRNA (Figure 3H and Figure S4A). Although 
the extent of DDX11 knockdown was modest in some cases, the level of cohesion loss was 
consistently enhanced. In summary, multiple patient-derived DDX11 mutations cause 
destabilization and / or mislocalization of the DDX11 protein. DDX11 is still partially active in 
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the investigated WABS patients, possibly suggesting that complete loss of DDX11 is 
incompatible with survival, as found in mice 13,14.  

 

Figure 3: DDX11 missense alleles reduce protein stability. A, WABS fibroblasts were analyzed for 
DDX11 protein levels by western blot. As control, LN9SV fibroblasts were transfected with non-
targeting or DDX11 siRNA for two days. The asterisk indicates a non-specific band. B, RNA from 
WABS fibroblasts and three control fibroblasts were analyzed for DDX11 expression by qRT-PCR. 
Mean and standard deviations of five independent experiments are shown. C, WABS cells were 
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treated with 500 nM Marizomib for 5h to inhibit proteasomal degradation and analyzed by 
Western blot. Cdc6 was included as a positive control. D, WABS01 cells were stably transfected 
with cDNAs encoding either WT-DDX11 or several patient-derived DDX11 mutants and DDX11 
protein levels were analyzed by Western blot. E, Cells from D were treated with 62,5 µg/mL 
Cycloheximide for 3h to inhibit protein synthesis and analyzed by western blot. Bands were 
quantified using Image Lab software, normalized to tubulin and the decrease of DDX11 protein 
levels during the Cycloheximide treatment was determined for each mutant. F, Similarly, protein 
degradation was inhibited by treatment with Marizomib (500 nM, 5h) or with the lysosome 
inhibitor Chloroquine (25 µM, 24h). Increase of DDX11 protein levels during the treatment was 
determined for each mutant. Mean and standard deviations of at least three independent 
experiments are shown. Examples of western blots that were quantified in E and F are provided 
in Figure S3B-D. G, DDX11 expression and localization in WABS01 cells expressing different 
DDX11 versions were assessed by immunofluorescence. H, RPE1-hTERT cells and four WABS 
fibroblasts were transfected with indicated siRNAs (day 1 and day 4) and analyzed for cohesion 
defects seven days after the first transfection. Accompanying qRT-PCR (Supplemental Figure 3) 
was performed to determine knockdown efficiency, which is indicated as percentage in the 
figure. Mean and standard deviations of three independent experiments are shown. NT, non-
targeting. 

 

DDX11 knockout impairs proliferation and DNA damage response in a p53-dependent fashion 

We then used CRISPR-Cas9 to construct DDX11 knockout RPE1 cells, using previously generated 
RPE1-TetOn-Cas9 and RPE1-TetOn-Cas9-TP53KO cells 48. Analysis of multiple clones revealed 
only one clone (of eleven) with bi-allelic DDX11 inactivation in TP53-wt cells, whereas four out 
of eight clones in the TP53KO background contained a frameshift inducing indel in both alleles 
(Figure 4A). This difference could relate to p53-dependent effects on CRISPR efficiency 49,50, but 
since DDX11KO in wt TP53 cells caused elevated p53 protein levels (Figure 4B) and reduced 
growth rate (Figure 4C), it appears more likely that loss of DDX11 activates p53. In line with this 
hypothesis, we observed increased expression of the p53 target gene p21 both in siDDX11 or 
DDX11KO cells (Figure 4D), and, importantly, transfection with p53 siRNA accelerated the 
proliferation of DDX11KO cells (Figure 4C). In conclusion, DDX11 inactivation triggers a p53-
dependent growth delay. 

Similar to WABS cells, RPE1-DDX11KO cells showed increased sensitivity to Camptothecin, as 
well as to the DNA polymerase inhibitor Aphidicolin and the PARP inhibitor Talazoparib (Figure 
4E). Moreover, analysis of 53BP1 foci and γH2AX foci revealed increased DNA damage signaling 
(Figure 4F). Finally, DDX11 deficient cells exhibited increased sensitivity to the Rad51 inhibitor 
BO-2 (Figure 4G), suggesting that DDX11 deficient cells are hyper-dependent on continuous 
DNA damage repair via a Rad51-dependent pathway. 
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Figure 4: DDX11 knockout impairs proliferation and DNA damage response in a p53-dependent 
fashion. A, RPE1-hTERT cells and RPE1-hTERT-TP53KO cells, both containing a doxycycline 
inducible Cas9 construct, were transfected with DDX11 guide RNA and indels were analyzed 
using Sanger sequencing. More detailed information on guide RNA design and validation of 
clones is provided in Figure S5. B, Cells were transfected with indicated siRNA’s, lysed after two 
days and analyzed by western blot. Note that DDX11KO cells have elevated p53 levels. C, In 
parallel with B, cells were transfected with siRNA and proliferation was monitored using 
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IncuCyte software. UBB siRNA was used to control transfection efficiency. A representative of 
two independent experiments is shown, with mean and standard deviations of three replicates. 
Note that sip53 specifically accelerates growth of wtTP53-DDX11KO cells. D, RPE1-hTERT and 
RPE1-hTERT-DDX11KO cells were transfected with indicated siRNAs. After two days, mRNA 
levels were assessed with qRT-PCR. Mean and standard deviations of three technical replicates 
are shown. E, Cells were treated with 10 nM Camptothecin, 200 nM Aphidicolin or 200 nM 
Talazoparib and growth was monitored using IncuCyte software. Mean and standard deviations 
of three technical replicates are shown. F, Immunofluorescence detection of 53BP1 foci (left) 
and γH2AX foci right). Mean and standard deviation of three independent experiments are 
shown. G, RPE1-hTERT cells were cultured in a 96-wells plate in the presence or absence of the 
Rad51 inhibitor BO-2 (10µM). Growth was monitored using IncuCyte software. Mean and 
standard deviations of three technical replicates are shown. 

 

No evidence for a redundant role of the pseudogene DDX12p in sister chromatid cohesion and 
proliferation  

Considering high sequence similarities, we aimed to investigate whether the pseudogene 
DDX12p, which is absent in mice, could partially compensate for loss of DDX11. We designed 
qRT-PCR primers that specifically amplify DDX11 or DDX12p, utilizing a small difference in the 
sequences of exon 17 of DDX11 and DDX12p, respectively (Figure S4B). This revealed that the 
DDX11 siRNA we have used also depletes DDX12p mRNA (Figure 5A). Remarkably, WABS cells 
express DDX12p mRNA at comparable levels as control cells (Figure 5B). We decided to 
construct specific DDX11 or DDX12p knockout cells, using guide RNA (gRNA) target sites close 
to a large intronic region that is present in DDX11, but not in DDX12p (Figure 5C). This enables 
specific amplification of both DDX11 and DDX12p genomic DNA by using specific forward 
primers, either inside (DDX11, blue arrow) or spanning this region (DDX12p, red arrow). The 
sequence targeted by gRNA 1 (also used to construct the cell lines in Figure 4) is present in both 
DDX11 and DDX12p, whereas gRNA 2 is specific for DDX11. Since RPE1 cells do not contain a 
PAM site adjacent to the gRNA 2 sequence in DDX12p, we had to choose a different location to 
specifically target DDX12p (gRNA 3), which targets both DDX12p alleles and one DDX11 allele 
in RPE1 cells (harbouring a SNP in the second DDX11 allele). We generated a panel of six cell 
lines (two clones for each gRNA) that is described in detail in Figure S5. Importantly, we found 
that loss of DDX11, but not DDX12p, increases the cellular doubling time (Figure 5D) and 
induces cohesion loss (Figure 5E) in RPE1 cells. To determine the full DDX12p mRNA sequence, 
we cloned and sequenced multiple PCR fragments (Figure S6A) and also performed a 3’RACE 
PCR (Figure S6B). This revealed that an intact start codon, all exons and a poly-A tail can be 
found in DDX12p transcripts, although some exon-skipping isoforms were also detected. This 
suggests that an intact DDX12p ORF might exist. However, we also found a 5 bp deletion in 
exon 8 that would lead to a truncated protein of only 300 amino acids (Figure S6A). In 
conclusion, we found no evidence that DDX12p encodes a protein that could functionally 
compensate for DDX11 loss. 
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Figure 5: No evidence for a redundant role of the pseudogene DDX12p in sister chromatid 
cohesion and proliferation. A, RPE1-hTERT cells were transfected with siRNA to DDX11 (1 nM or 
10 nM) and analyzed for DDX11 and DDX12p mRNA levels using specific qRT-PCR. The specificity 
of qRT-PCR primers was validated in Figure S5. B, DDX12p mRNA levels were assessed in three 
SV40 transformed control fibroblasts and five WABS fibroblasts. C, CRISPR design for 
constructing DDX11 and DDX12p knockouts in RPE1-hTERT-TP53KO cells. For more detailed 
information and validation of clones, see Figure S5. D, A panel of RPE1-hTERT-TP53KO cells 
containing specific DDX11 and/or DDX12p knockout was seeded in 96-wells plates and growth 
rate was analyzed using IncuCyte software. The resulting growth curves were used to calculate 
doubling times. Mean and standard deviations of two independent experiments are shown. E, 
The same panel was analyzed for cohesion defects. As control, RPE1-hTERT-TP53KO cells were 
transfected with siDDX11 for two days. Mean and standard deviations of two independent 
experiments are shown. 

 

G-quadruplex stabilization is not tolerated by DDX11 deficient cells 

Anti-parallel G-quadruplex (G4) structures, four-stranded structures formed by guanine-rich 
nucleic acids, were previously reported to be a particular DDX11 substrate in vitro 20.  Therefore, 
we tested two G4-stabilizing compounds, Quarfloxin and CX5461 51, for their effect on RPE1-
DDX11KO cells. G4 stabilization caused particular growth inhibition in RPE1-DDX11KO cells 
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(Figure 6A), accumulation of chromosomal breaks (Figure 6B) and increased DNA damage 
signaling, as indicated by 53BP1 foci (Figure 6C). Moreover, we detected considerable cohesion 
loss in RPE1 cells upon G4 stabilization (Figure 6D). These findings indicate that the excess of 
unresolved DDX11 substrates in itself forms a source of cohesion loss and DNA damage. 

 

Figure 6: G-quadruplex stabilization is not tolerated by DDX11 deficient RPE1 cells.A, Cells were 
cultured in 96-wells plates and treated with 200 nM Quarfloxin or 500 nM CX5461. Growth was 
monitored using IncuCyte software. Mean and standard deviations of three technical replicates 
are shown. B, Cells were treated with 200 nM Quarfloxin or 500 nM CX5461 for 24h and 
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chromosomal breaks were scored in metaphase spreads. C, Cells were treated as indicated and 
53BP1 staining was analyzed by immunofluorescence. The number of foci was counted in 50 
cells per condition. D, Cells were treated with 200 nM Quarfloxin or 500 nM CX5461 for 24h and 
cohesion defects were analyzed. 

 

In line with the observations in RPE1 cells, G4 stabilization showed particular toxicity in WABS 
lymphoblasts (Figure 7A) and fibroblasts (Figure S7A). In addition, treatment with G4 stabilizers 
resulted in the accumulation of chromosomal breaks (Figure 7B) and aggravated cohesion loss 
(Figure 7C). In contrast to RPE1 cells with wt-DDX11, WABS01+wtDDX11 cells did not show 
cohesion loss upon G4 stabilization, suggesting that overexpression of DDX11 increases cellular 
resistance to these compounds. Since both Quarfloxin and CX5461 were shown to inhibit 
ribosomal DNA (rDNA) transcription 52,53, we then asked whether this contributes to the 
observed toxicity to WABS cells. To this end, we assessed the effect of the rDNA binding agent 
Bmh21, which causes blockage of RNA polymerase I and degradation of its catalytic subunit 
54,55. At concentrations that block rDNA transcription (Figure S7B), WABS01 cells were not 
sensitive to Bmh21 (Figure S7C), so we conclude that the sensitivity of DDX11 deficient cells to 
Quarfloxin and CX5461 primarily relates to G4 stabilization. Interestingly, when we compared 
fibroblasts from WABS patients to fibroblasts from Fanconi Anemia patients defective for the 
related DNA helicase FANCJ, we found that WABS cells are most sensitive to Quarfloxin, 
whereas FANCJ cells show the highest sensitivity to MMC (Figure 7D). This suggests that DDX11 
is the dominant DNA helicase to resolve Quarfloxin-stabilized structures. FANCJ helicase also 
possesses  some activity towards these substrates, as indicated by a partial resistance induced 
by FANCJ overexpression. 
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Figure 7: G-quadruplex stabilization is not tolerated by WABS cells.A, WABS01, WABS05 and 
HSC93 control lymphoblasts were continuously exposed to increasing concentrations Quarfloxin 
or CX5461. After three population doublings of untreated cells, cells were counted and plotted 
as percentage of untreated cells. Mean and standard deviations of at least three independent 
experiments are shown. IC50 values from each dose-response curve were determined using 
curve fitting and shown as averages +/- standard deviations at the right. B, WABS fibroblasts 
were treated with 200 nM Quarfloxin or 500 nM CX5461 for 24h and chromosomal breaks were 
scored in metaphase spreads. C, WABS fibroblasts were treated with 200 nM Quarfloxin or 500 
nM CX5461 for 24h and cohesion defects were analyzed. D, Fibroblasts derived from WABS 
patients and FANCJ patients were cultured in 96-wells plates and treated with 10 nM MMC or 
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100 nM Quarfloxin nM CX5461. Growth was monitored using IncuCyte software. Mean and 
standard deviations of four technical replicates are shown. 

 

DDX11 helicase activity is required for sister chromatid cohesion 

To further investigate the role of DDX11 helicase activity in sister chromatid cohesion, we 
introduced DDX11-K50R, a previously described helicase-dead mutant 56, into TP53KO-
DDX11KO RPE1 cells (Figure 8A). Whereas wt-DDX11 overexpression rescued the cohesion loss 
in DDX11KO cells, the K50R mutant had no effect (Figure 8B). Furthermore, DDX11-K50R could 
not restore DNA replication fork speed (Figure 8C). These findings are in line with our previous 
findings using K50R correction in WABS01 fibroblasts (Chapter 5 of this thesis). The observation 
that WABS cells possess some residual DDX11 activity predicts that the patient-derived DDX11 
missense mutants are still functional when overexpressed. Indeed, we found that three patient-
derived missense mutants could (at least partially) correct the cohesion loss in WABS01 cells: 
R140Q, V644M and S857R (Figure 8D). Two others, G57R and C705Y, showed no activity. The 
C705Y mutant originates from WABS04, so it appears that the residual DDX11 activity in this 
patient results from the V644M allele. The second allele in patient WABS02, in which the G57R 
allele was also found, contains a splice-site mutation that results in retention of intron 26 and 
an in-frame insertion of 25 amino acids at DDX11 C-terminus, which may yield a functional 
DDX11 protein. We noticed that G57R is located close to the Walker A helicase motif I, whereas 
C705Y is located in helicase motif V (Figure S8A). Both regions are highly conserved between 
different DDX11 orthologues and, to a lesser extent, between other FeS-domain containing SF2 
helicases. This suggests that DNA helicase activity is also impaired in these mutants. Indeed, 
purified DDX11-C705Y protein showed impaired in vitro helicase activity (Figure S8B). 
Moreover, the Quarfloxin sensitivity of WABS01 fibroblasts could be rescued by most patient-
derived missense mutants, but not by helicase-dead mutants (Figure 8E). We conclude that 
DDX11 depends on its helicase function to facilitate normal DNA replication and prevent DNA 
damage and cohesion loss, presumably by resolving G4 structures that arise when replication 
forks travel through G-rich regions. 
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Figure 8: DDX11 helicase activity is required for G4 stabilizer resistance and sister chromatid 
cohesion in WABS.A, WABS01 cells were stably transduced with empty vector (EV), wtDDX11 or 
DDX11-K50R and analyzed by western blot. l.e. long exposure. B, Cells were analyzed for 
cohesion defects. Mean and standard deviations of two independent experiments are shown. C, 
Replication fork speed was assessed with a DNA fiber assay using a double labeling protocol. 
The example track represents an ongoing fork. Blue dots, DDX11 proficient; red dots, DDX11 
deficient. Black lines indicate the mean. P-values were calculated by a non-parametric one-way 
ANOVA test. **** p<0,0001. D, WABS01 cells, stably transfected with different DDX11 mutants, 
were analyzed for cohesion defects. Mean and standard deviations of at least three independent 
experiments are shown. 

 

 



165 
 

Discussion 

We show here that WABS cells possess residual DDX11 activity and find that several patient-
derived DDX11 mutants encode a functional but unstable protein. Although most published 
DDX11 mutants were not functionally studied, all published WABS patients appear to harbor at 
least one pathogenic mutation that could potentially yield a protein product with partial 
activity. Indeed, DDX11-R378P has reduced protein stability 2, whereas DDX11-R263Q, although 
located in the FeS cluster and displaying reduced helicase activity, could still unwind a forked 
duplex structure at higher concentrations 4. These observations, combined with the embryonic 
lethality of DDX11 knockout mice 13,14, the lack of functional redundancy of the pseudogene 
DDX12p and the fact that DDX11 knockout causes severe, p53-dependent growth inhibition in 
human RPE1 cells, indicate that DDX11 is essential for human development. Notably, caution is 
needed when pinpointing disease-causing DDX11 mutations, particularly when prenatal testing 
for WABS is intended. Mutations with a mild effect on protein function are common in WABS 
patients, but it may be difficult to distinguish these from rare, non-pathogenic DDX11 variants. 
For example, DDX11-R140Q could rescue sister chromatid cohesion in WABS01 cells. It showed 
reduced protein stability in some experiments, but this effect was mild . Thus, while patient 
WABS03 is undoubtedly a WABS patient and we found no other mutation in the relevant DDX11 
allele that correctly segregated, we have insufficient evidence to prove that R140Q is 
pathogenic. 

With the seven cases of this study, a total of 23 WABS cases have now been described. Whereas 
WABS clinically resembles Fanconi Anemia, the anemia phenotype is lacking. The clinical 
spectrum is heterogeneous and shows considerable overlap with the cohesinopathies Roberts 
Syndrome (RBS) and Cornelia de Lange Syndrome (CdLS), with the most notable exceptions 
being limb reductions, which are not found in WABS, and abnormal skin pigmentation, which 
is not found in RBS and CdLS 1-7. WABS is classified as a cohesinopathy, because of the 
spontaneous railroad chromosomes and PCS that are observed in metaphase spreads. This 
characteristic is also found in RBS, but not in CdLS, which may be explained by the milder impact 
of CdLS mutations on cohesin functions. In yeast, the different processes that are regulated by 
cohesin were shown to be differentially affected by modulating cohesin levels 57. It has been 
proposed that the clinical overlap between RBS and CdLS can be attributed to overlapping 
effects on gene transcription, whereas the observed differences might relate to additional 
effects on sister chromatid cohesion and DNA repair in RBS 58. Although most cohesinopathy 
cells display some level of increased genotoxic sensitivity, the MMC-induced breakage 
phenotype is particularly pronounced in WABS cells, which is found in most (except one 2) 
published cases, as well as in the three WABS cases in which chromosomal breakage was 
investigated in this study. Moreover, drug toxicity patterns, in particular the sensitivity to PARP 
inhibitors, indicate either impaired homologous recombination in WABS cells, or pinpoint to 
increased sensitivity to DNA replication stress 59.  We find that also in the absence of drugs, 
DDX11 deficiency leads to DNA damage. In line with this observation, the clinical phenotype of 
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WABS overlaps with chromosomal instability syndromes such as FA60 and NBS 61. Thus, WABS 
can be classified as both a cohesinopathy and a breakage syndrome. 

Stabilization of G4 structures by Quarfloxin and CX5461 strongly induces DNA damage signaling 
and chromosomal breakage in DDX11 deficient cells. The sensitivity of WABS cells to Quarfloxin 
even exceeds that of FANCJ deficient cells. This observation was somewhat unexpected, 
considering reports that the G4 stabilizer Telomestatin (TMS) strongly affects FANCJ deficient 
cells 62, whereas DNA damage inflicted by TMS is hardly affected by DDX11 63. However, 
different G4 interacting compounds appear to selectively bind different types of G-
quadruplexes, as discussed in 64. For example, TMS stabilizes the formation of a telomeric G4 
structure, thereby inhibiting telomerase 65, whereas Quarfloxin selectively targets a G4 
structure that is commonly found in ribosomal DNA and in promoter sequences 53. Quarfloxin 
accumulates in the nucleolus and disrupts the binding of G4 structures and Nucleolin, thereby 
inhibiting ribosome biogenesis. A nucleolar localization has also been reported for DDX11 66, 
suggesting that DDX11 has specialized in unwinding different substrates than FANCJ. 

Besides their role in promoting sister chromatid cohesion in unperturbed conditions, yeast Chl1 
and human DDX11 are also involved in the response to damage related to DNA replication 
stress 12,15,23,67,68. A separation of these two functions was suggested for yeast Chl1, based on 
the observation that the DNA helicase activity of Chl1 was only required for replication fork 
progression and the response to fork stalling, whereas its role in sister chromatid cohesion was 
suggested to be helicase-independent and rather relies on interaction with CTF4 34.  It remains 
to be tested whether human DDX11 also interacts with the human CTF4 orthologue AND-1, and 
if yes, what would be the functional consequence of this. Importantly, we find that the helicase 
function of human DDX11 is not only required for the response to G4 stabilizing drugs, but also 
for sister chromatid cohesion, in line with our previous findings (Chapter 5 of this thesis) and 
observations in chicken DT40 cells 69. Besides the previously characterized helicase-deficient 
mutant K50R 56, also two patient-derived mutations in or near conserved helicase motifs (G57R 
and C705Y) impaired the rescue of cohesion defects in DDX11 deficient cells. Of note, a G57R 
mutant mouse was embryonic lethal (unpublished data by the group of Hein te Riele, Division 
of Tumor Biology and Immunology, NKI-AVL, Amsterdam), further indicating that this is a null 
allele and DDX11 helicase function is crucial for development. The requirement for the DDX11 
helicase function for sister chromatid cohesion may suggest that its roles in different processes 
cannot be separated. 

How, then, would DDX11 promote sister chromatid cohesion? Based on its interaction with 
Fen1, it was suggested that Chl1 allows efficient maturation of Okazaki fragments and the 
subsequent loading of cohesin 70-72. An alternative model proposes that Chl1 might help cohesin 
rings that already bind double-stranded DNA to capture a second ssDNA molecule 73. This 
process depends on the Scc2-Scc4 cohesin loader, and the role of Chl1 may relate to its role in 
Scc2 deposition during S-phase 74. Based on the helicase dependency in our experiments, we 
infer that DDX11 primarily functions to resolve complex secondary structures in the lagging 
strand, which favors formation of ssDNA that facilitates second strand capture by cohesin. 
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Possibly, the binding of DDX11 to several replisome components facilitates the correct 
positioning of DDX11 to unwind its substrates. Since experiments in yeast revealed that RPA 
binding hindered entry of the second strand into cohesin rings 73, a possible hypothesis could 
be that the formation of G4 structures in the lagging strand prevents both premature DNA 
synthesis and RPA coating of ssDNA. Upon resolution of G-quadruplexes by DDX11, these sites 
would provide an ideal ‘landing platform’ for cohesin loading. In the absence of DDX11, 
unresolved G4 structures are prone to breakage, leading to reduced fork speed and inefficient 
cohesin loading. However, experiments in human cells reported that RPA promotes cohesin 
loading and cohesion establishment 75. Considering the well-known role of RPA in DNA damage 
checkpoint signaling, it will be interesting to study the interplay between DDX11 and RPA in 
normal and replication stress conditions. 
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Figure S1: Confirmation of pathogenic DDX11 mutations in WABS patients. A, Confirmation 
ofDDX11 mutations in WABS02. PCR fragments, amplified from genomic DNA, were ligated into 
a zero-blunt plasmid, transformed into competent bacteria and DNA from single colonies was 
sequenced. Sequences were aligned to database DDX11 and DDX12p. One allele contains a 
c.169G>C missense mutation that leads to a p.G57R substitution, while the other allele contains 
a point mutation affecting the last base of intron 26 (c.2692-1G>A), resulting in retention of 
intron 26 and an in-frame insertion of 25 amino acids at the C-terminus of DDX11.This was 
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confirmed by sequencing WABS02 cDNA: of seven intron 26 containing reads, six harbored the 
mutation.B,Sanger sequencing of genomic DNA of patient WABS03 and both parents. The 
paternal allele contains a c.419G>A missense mutation that leads to a p.R140Q substitution. 
The maternal allele contains a c.1403 duplication, leading to a frameshift (p.L468fs). C, Sanger 
sequencing of genomic DNA of patient WABS04, the mother and a healthy sister. The maternal 
allele contains a c.2114G>A missense mutation that leads to a p.C705Y substitution. The second 
allele, which is not found in the mother and in the healthy sister, contains a c.1930G>A missense 
mutation that leads to a p.V644M substitution. To confirm that the mutations are located in 
DDX11, PCR fragments were ligated into a zero-blunt plasmid, transformed into competent 
bacteria and DNA from single colonies was sequenced. Sequences were aligned to database 
DDX11 and DDX12p. D, Sanger sequencing of genomic DNA of patients WABS05 and WABS06, 
the mother and a healthy sister. The maternal allele contains a c.1672C>T nonsense mutation, 
leading to a premature stop (p.R558*). The second allele contains a c.2571C>A missense 
mutation, leading to p.S857R substitution. To confirm that mutation c.2571C>A is located in 
DDX11, PCR fragments were ligated into a zero-blunt plasmid, transformed into competent 
bacteria and DNA from single colonies was sequenced. Sequences were aligned to database 
DDX11 and DDX12p. E, Sanger sequencing of genomic DNA and cDNA of patient WABS08. One 
allele contains an intronic mutation (c.1763-1G>C) which leads to alternative splicing of four 
basepairs and a frameshift (p.G590fs). The second allele contains a splice site mutation that 
leads to a deletion of three basepairs in the mRNA (c.1946-1948delGTG) and loss of one amino 
acid (p.G650del). 
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Figure S2: Enhanced cohesion loss, G2/M arrest and cell death upon PARP inhibition in WABS 
fibroblasts.A, cells were treated with indicated doses of Talazoparib for 48h and assessed for 
cohsion defects. B, cells were treated with indicated doses of Talazoparib for 48h, stained with 
propidium iodide and analyzed by flow cytometry. Quantifications are shown in the lower 
graphs. 
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Figure S3: DDX11 missense alleles reduce protein stability. A, WABS01 cells, stably transfected 
with cDNAs encoding either WT-DDX11 or several patient-derived DDX11 mutants, were treated 
with the transcription inhibitor Actinomycin D (5 µg/mL, 4h) and DDX11 mRNA levels were 
analyzed by qRT-PCR. B-D, Cells were treated with Cycloheximide (62,5 µg/mL, 3h), Marizomib 
(500 nM, 5h) or Chloroquine (25 µM, 24h). Quantifications are provided in Figure 3E and 3F. 
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Figure S4: Validation of qRT-PCR primers for DDX11 and DDX12p. A, RPE1-hTERT cells and four 
WABS fibroblasts were transfected with indicated siRNAs (day 1 and day 4) and analyzed for 
mRNA levels seven days after the first transfection using qRT-PCR. Accompanying cohesion 
analysis is shown in Figure 3H. B, Specific qRT-PCR primers were designed to distinguish between 
DDX11 and DDX12p cDNA. This is based on a stretch containing multiple differences in exon 17 
(blue arrow). Sanger sequencing of the resulting amplicons confirms specificity of the primers 
(red arrows). 
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Figure S5: Characterization of CRISPR-induced indels in DDX11 and DDX12p. A, Summary of indels 
present in DDX11 and DDX12p knockout clones. RPE1-hTERT_TetOn-Cas9 cells were treated 
with 100 ng/mL doxycycline to induce Cas9 expression, transfected with synthetic crRNA and 
tracrRNA and seeded in limiting dilution. DNA from single clones was PCR amplified using 
DDX11 and DDX12p specific primers (shown in A), ), sequenced and analyzed by TIDE 75 for bi-
allelic frameshift mutations. Clone #13 (TP53wt, DDX11KO) and clone #6 (TP53KO, DDX11KO) 
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are also used in Figures 4, 6 and 8. B, A panel of RPE1-TP53KO cells with indicated knockout of 
DDX11 and/or DDX12p was analyzed for DDX11 and tubulin protein levels by western blot. C, 
Sanger sequencing of indels in DDX11 and DDX12p, created with gRNA 1, confirms frameshifts 
in the selected clones. D, Analysis of the indels that were created with gRNA2. As we had 
previously observed that gRNA 2 preferentially causes in-frame indels, we co-transfected a PCR-
amplified Zeocin resistance expression cassette, to facilitate gene disruption by Zeocin 
selection. PCR products from the resulting clones were first analyzed on an agarose gel, 
indicating loss of the wild-type band in clones #1B and #8A. Sanger sequencing and alignment 
with control sequence revealed a large insertion and deletion, respectively. We are uncertain 
what happened to the other allele in both clones, but considering the absence of wildtype 
product, DDX11 knockout was confirmed. DDX12p sequences are still intact. E, Sanger 
sequencing of indels in DDX11 and DDX12p, created with gRNA 3. Note that gRNA 3 not only 
targets both DDX12p alleles, but also one DDX11 allele in RPE1 cells. 
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Figure S6: Identification of the DDX12p mRNA sequences in RPE1 cells. A, DDX12p cDNA was 
amplified using the DDX12p-specific reverse primers in exon 17 (Figure S4). The exon 1-17 
amplicon served as template for several subsequent PCR reactions, using primers that do not 
discriminate between DDX11 and DDX12p. Both the initial exon 17-27 PCR reaction and the 
nested PCR fragments were ligated into a zero-blunt plasmid, transformed into competent 
bacteria and DNA of single colonies was sequenced. Sequences were aligned to DDX11 mRNA 
as well as to the available database mRNA sequence for DDX12p (NR_033399.1 and U3384.1). 
We find an intact start codon (1) and a 9bp duplication in exon 3 (2). Importantly, the splicing 
from exon 8 to exon 9 results in a 5bp deletion in the RPE1 DDX12p transcript as compared 
with database DDX11 and DDX12p sequences (3), resulting in a frameshift and a truncated 
protein of 300 amino acids. At the 3’end, we find different isoforms that skip exon 19-21 (4) 
and/or exon 25 (5), but also one that includes all exons. Consensus DDX12p sequence is 
provided as separate text file. B, 3’RACE PCR confirms a poly-A tail in DDX12p transcripts. RPE1 
RNA was reverse transcribed into cDNA using a DDX11/12p forward primer in exon 27 and an 
oligo-dT reverse primer. A tag on the reverse prime allows a specific 2nd PCR step, and the 
resulting PCR fragments were ligated into a zero-blunt plasmid, transformed into bacteria and 
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DNA of single colonies was sequenced. Sequences containing multiple base pairs specifically 
annotated to DDX12p (database sequence, indicated with red arrows) also contain a poly-A tail. 

 

Figure S7: DDX11 deficiency sensitizes to G4 stabilization but not to inhibition of rDNA synthesis. 
A, WABS01 and WABS01 + wtDDX11 fibroblasts were cultured in 96-wells plates and treated 
with Quarfloxin or CX5461. Growth was monitored using IncuCyte software. Mean and 
standard deviations of four technical replicates are shown.B, RPE1-hTERT-TP53KO cells were 
treated with the RNA polymerase II inhibitor DRB or the RNA polymerase I inhibitor Bmh21 (1 
µM, 7h) and analyzed by qRT-PCR for ribosomal RNA expression. Red arrows indicate primer 
locations: the 45S rRNA primer pair amplifies a region that is rapidly cleaved off the large 
precursor transcript, thereby measuring active rDNA transcription rate. The 18S rRNA primer 
pair amplifies a highly stable region that is present in mature rRNA, thereby serving as control. 
C, WABS01 and WABS01 + wtDDX11 fibroblasts were cultured in 96-wells plates and treated 
with Bmh21. Growth was monitored using IncuCyte software. Mean and standard deviations 
of four technical replicates are shown. 
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Figure S8: Impaired DDX11 helicase activity in WABS-derived DDX11 mutants. 

Biochemical analysis of the DDX11 C705Y mutant protein. A, Schematic representation of the 
polypeptide chain of Homo sapiens (Hsa) DDX11 and Thermoplasma acidophilum (Tac) XPD, 
both belonging to the group of SF2 DNA helicases with a Fe-S cluster. Conserved helicase motifs 
(from I to VI) are indicated in red. Other sequence motifs are indicated with different colours. 
Abbreviations used are: Q, for Q motif; Fe-S, for Fe-S cluster; Arch, for Arch domain. A multiple 
sequence alignment of motif IV from human Fe-S cluster DNA helicases is reported. Invariant 
residues are highlighted in red. Position of the mutated residue (C705Y) of human DDX11 is 
indicated. B, left panel: Western blot analysis of purified recombinant Flag-tagged DDX11 WT 
and C705Y mutant was carried out using an anti-Flag M2 monoclonal antibody. Position of 
protein markers is indicated on the left. Middle panel: plot shows kinetics of DNA unwinding by 
DDX11 wild type (WT) and the C705Y mutant (C705Y). The reaction was started by adding each 
protein (600 ng) into the assay mixture (final volume: 30 microL) containing a fluorescein-
labelled DNA substrate (20 nM, right panel). Fluorescence emission due to substrate melting 
was monitored during a 15-min time course. Fluorescence values were converted to unwound 
DNA as described in the experimental procedure section. Assays were carried out in triplicate 
and representative graphs are shown. 
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Material and methods 

Compounds 

The following drugs were used: Camptothecin, Actinomycin D, Cycloheximide, Marizomib, 
Chloroquine, Bmh21, BO-2, (all Sigma-Aldrich), Aphidicolin (Santa Cruz), Talazoparib (Axon 
Medchem), Quarfloxin (CX-3543, Adooq Bioscience) and CX-5461 (Selleckchem). 

 

Sequencing 

Appropriate informed consent was obtained from patients or from relatives when applicable. 
Genomic DNA was isolated using the QIAmp blood kit (Qiagen). Direct Sanger sequencing of 
DDX11 coding exons was performed for WABS03. WABS05 was analyzed with a custom 
Haloplex (Agilent) kit targeting the coding regions of all known cohesinopathy genes using 200 
ng of genomic DNA to obtain sequencing libraries. Samples tagged with a unique barcode and 
pooled before 150bp pair-ended sequencing  on the Illumina Miseq platform. SureCall software 
(version 2.0, Agilent) was used to detect variants. Sample WABS04 was enriched for the whole 
exome using Nimblegen Exome V.3 oligo library kit, barcode-tagged and pooled with a total of 
six samples, and sequenced on one HiSeq 2000 illumina lane using the 100 paired-end protocol. 
Exome data analysis was performed using genome analysis tool kit (GATK) (DePristo et al., 
2011). Validation of the identified DDX11 mutation was performed by Sanger sequencing. Of 
note, bi-allelic variants of unknown significance (VUS) in the Duchenne gene DMD, most likely 
not pathogenic, were found in WABS07 and WABS08. 

 

3’RACE PCR 

The second generation 5’/3’ RACE Kit (Roche) was used to amplify the 3’UTR of DDX11 and 
DDX12p from RPE1 cDNA, by using a non-specific forward primer (CCAGACAACATCCTGCCCCT) 
and a mix of three tagged oligo dT primers (TGCCCAGTTCCCAGTTCCGATTTTTTTTTTTTTTTTG, 
TGCCCAGTTCCCAGTTCCGATTTTTTTTTTTTTTTTC, 
TGCCCAGTTCCCAGTTCCGATTTTTTTTTTTTTTTTA). The resulting PCR product was used as a 
template for a second PCR reaction, using a forward primer specific for DDX11 
(ATTCCAGGTGCATCCAGGCC) or DDX12p (TATTCCAGGTGCGGGCGTCA) and a reverse primer 
that anneals to the tag (TGCCCAGTTCCCAGTTCCGA). The resulting PCR fragments were cloned 
into zero-blunt plasmids and sequenced using specific primers for DDX11 
(GGCCCTGCTCCCTATCCTGT) or DDX12p (GGCCCTGCTCTCTATCCTGC). 

 

Cell culture and construction of cell lines 

RPE1-hTERT cells (American tissue culture collection) and SV40 transformed fibroblasts, 
including WABS01 1, WABS02, WABS03, WABS04, WABS05, WABS08, FANCJ patients 1 and 2 
(VU1414F and VU030F 78) and LN9SV control 79, were cultured in Dulbecco’s Modified Eagles 
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Medium (DMEM, Gibco), supplemented with 10% FCS, 1 mM sodium pyruvate and antibiotics. 
Epstein-Barr virus (EBV) transformed lymphoblasts, including WABS01-L, WABS03-L, WABS04-
L, WABS05-L, RBS-L (ESCO2 deficient), VU867-L (deficient in both FANC-A and FANC-M)76 and 
HSC93 control 80, were cultured in Roswell Park Memorial Institute (RPMI, Hyclone) 
supplemented with 10% FCS, 1 mM sodium pyruvate and antibiotics.  

WABS03-L, WABS04-L and WABS05-L were functionally complemented by transfection of 
pMEP4 plasmid (Invitrogen) expressing wild type DDX11 (transcript variant 1, NM_030653.4) 
and selected with 70 µg/ml hygromycin-B. WABS02 and WABS08 fibroblasts were stably 
transfected with pIRES-Neo plasmids containing wtDDX11 or (in the case of WABS01) different 
DDX11 mutants, that were constructed using overlap extension PCR, and selected with 700 
µg/mL G418. 

CRISPR-Cas9 was used to construct DDX11 and DDX12p knockouts in RPE1 cells. The generation 
of RPE1-hTERT_TetOn-Cas9_TP53KO cells is also described in a currently submitted manuscript 
48. Briefly, Cas9 cDNA was cloned into the pLVX-Tre3G plasmid (Clontech) and lentiviral Tre3G-
Cas9 and Tet3G particles were produced in HEK293T cells using the Lenti-X HT packaging 
system (Clontech). Transduced cells were selected with 10 µg/mL puromycin and 400 µg/mL 
G418. Cells were treated with 100 ng/mL doxycycline (Sigma-Aldrich) to induce Cas9 expression 
and transfected with 10 nM synthetic crRNA and tracrRNA (Dharmacon or IDT) using RNAiMAX 
(Invitrogen). The following crRNA sequences were used: TP53 CCATTGTTCAATATCGTCCG, 
DDX11/12p CTTTGGCAAGGATGTTCGGC,DDX11 specific GGCTGGTCTCCCTTGGCTCC, DDX12p 
specific GCTTATCAACGACCGCTGCG. Single clones were assessed by Sanger sequencing using 
the following primers: TP53-Fw GAGACCTGTGGGAAGCGAAA, TP53-Rv 
GCTGCCCTGGTAGGTTTTCT; DDX11-Fw AACAACCCACCCTCCCCAAG, DDX11-Rv 
TGCCTCACTCTCTCCAGACC; DDX12p-Fw GCTGGGTGGT GCTGGATATG, DDX12p-Rv 
CTGCCTACTGTGGTCTCATCGG. 

Proliferation assays 

Lymphoblasts were seeded in T25 flasks with increasing drug concentrations, and counted 
again when untreated cells reached approximately three population doublings. IC50 values 
were determined using curve fitting (www.ic50.tk). For adherent cells, the IncuCyte Zoom 
instrument (Essen Bioscience) was used. RPE1 cells  (1500 / well) and fibroblasts (3000 / well) 
were seeded in 96-wells plates and imaged every 4 hours with a 10x objective. IncuCyte 
software was used to quantify confluence from four non-overlapping bright field images per 
well, for at least three replicate wells. Doubling time was calculated for the period required to 
grow from approximately 30% to 70% confluence, using the formula doubling time (h) = 
required time (h) * log(2) / (log(confluence endpoint(%)) – log(confluence starting point(%))). 

siRNA experiments 

For knockdown experiments, 25 nM siRNA (Dharmacon) was transfected using RNAiMAX 
(Invitrogen). Sequences: non-targeting siRNA UAAGGCUAUGAAGAGAUAC; siDDX11 
GCAGAGCUGUACCGGGUUU, CGGCAGAACCUUUGUGUAA, GAGGAAGAACACAUAACUA, 
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UGUUCAAGGUGCAGCGAUA; sip53 GAAAUUUGCGUGUGGAGUA, 
GUGCAGCUGUGGGUUGAUU, GCAGUCAGAUCCUAGCGUC, GGAGAAUAUUUCACCCUUC; siUBB 
CCCAGUGACACCAUCGAAA, GACCAUCACUCUGGAGGUG, GUAUGCAGAUCUUCGUGAA, 
GCCGUACUCUUUCUGACUA 

 

qRT-PCR 

Total RNA was extracted with the High Pure Isolation Kit (Roche) and cDNA was prepared with 
the iScript cDNA Synthesis Kit (Biorad). Quantitative reverse transcription polymerase chain 
reaction (qRT-PCR) was performed using SYBR Green (Roche) on a LightCycler 480 (Roche). 
Levels were normalized to the geometric mean of at least two housekeeping genes. Primer 
sequences:  

DDX11 Fw  AACCTGTTCAAGGTGCAGCGATAC, DDX11 Rv GAGAAGCTGGTCGCAGGGT;  
DDX12p Fw AACCTGTTCAAGGTGCAGCGATAC, DDX12p Rv GGGAAGCTGGTTGCGGGAC;  
p21 Fw AGCAGAGGAAGACCATGTGGA, p21 Rv AATCTGTCATGCTGGTCTGCC;  
45S pre-rRNA Fw GCCTTCTCTAGCGATCTGAGAG, 45S pre-rRNA Rv 
CCATAACGGAGGCAGAGACA;  
18S pre-rRNA AAACGGCTACCACATCCA, 18S pre-rRNA CCTCCAATGGATCCTCGT;  
HPRT1 Fw TGACACTGGGAAAACAATGCA, HPRT Rv GGTCCTTTTCACCAGCAAGCT;  
TBP Fw TGCACAGGAGCCAAGAGTGAA, TBP Rv CACATCACAGCTCCCCACCA;  
B2M Fw ATGAGTATGCCTGCCGTGTGA, B2M Rv GGCATCTTCAAACCTCCATG 
 

Immunoblotting 

Cells were lysed in lysis buffer (50 mM Tris-HCl pH 7.4, 150 mM NaCl, 1% Triton X-100) with 
protease- and phosphataseinhibitors (Roche), except for the Marizomib treated WABS 
fibroblasts (Figure 2C), which were directly scraped in sample buffer. Proteins were separated 
by 3-8% or 8-16% SDS-PAGE (NU-PAGE or BioRad) and transferred to immobilon-P membranes 
(Millipore). Membranes were blocked in 5% dry milk in TBST-T (10 mM Tris-HCl pH 7.4, 150 mM 
NaCl, 0.04% Tween-20), incubated with primary and peroxidase-conjugated secondary 
antibodies (DAKO Glostrup, Denmark) and bands were visualized by chemoluminescence 
(Amersham). Antibodies used for detection are mouse anti-DDX11 (B01P, Abnova), goat anti-
β-actin (I-19, Santa Cruz), mouse anti-α-tubulin (B-5-1-2, Santa Cruz #sc-23948), mouse anti-
CDC6 (Santa Cruz #sc-9964), mouse anti-p62 (D5L7G, cell signaling), mouse anti-Flag (F3165, 
Sigma), mouse anti-p53 (DO-1, Santa Cruz #sc-126), mouse anti-vinculin (H-10, Santa Cruz #sc-
25336), guinea pig anti-ESCO2 81. 

 

Analysis of cohesion defect and chromosomal breakage 

Cells were incubated with 200 ng/mL Demecolcin (Sigma-Aldrich) for 20 minutes (cohesion 
defect analysis) or 30 minutes (chromosomal breakage analysis). Cells were harvested, 
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resuspended in 0.075 M KCl for 20 minutes and fixed in methanol/acetic acid (3:1). Cells were 
washed in fixative three times, dropped onto glass slides and stained with 5% Giemsa (Merck). 
Cohesion defects or chromosomal breaks were counted in 50 metaphases per condition on two 
coded slides. Analysis of breaks was described before 80. 

 

DNA Fiber analysis 

Cells were pulse-labeled with 25 µM Chlorodeoxyuridine (CldU) for 20 minutes, followed by 20 
minutes 250 µM Iododeoxyuridine (IdU). Approximately 3000 cells were lysed in 7 µL spreading 
buffer (200 mM Tris-HCl PH 7.4, 50 mM EDTA and 0.5% SDS). Fibers were spread on Superfrost 
microscope slides, which were tilted ~15⁰, air-dried for several minutes and fixed in 
methanol:acetic acid (3:1). DNA was denatured with 2.5 M HCl for 75 minutes, blocked in PBS 
+ 1% BSA + 0.1% Tween20 and incubated for 1 hour with rat-anti BrdU (1:500, Clone BU1/75, 
Novus Biologicals) and mouse-anti-BrdU (1:750, Clone B44, Becton Dickinson). Slides were fixed 
with 4% paraformaldehyde for 10 minutes, incubated for 1.5 h with goat-anti-mouse Alexa 488 
and goat-anti-rat Alexa 594(both 1:500, Life technologies) and mounted with Vectashield 
medium. Images of DNA fibers were taken with a Zeiss AxioObserver Z1 inverted microscope 
using a 63x objective equipped with a Hamamatsu ORCA AG Black and White CCD camera. Fiber 
tract lengths were assessed with ImageJ and µm values were converted into kilobases using the 
conversion factor 1 µm = 2.59 kb 83,84. 

 

Immunofluorescence 

Cells were grown on cover slips, fixed in 2% paraformaldehyde for 15 min at RT and 
subsequently in 70% ice cold EtOH for 1h. Cells were permeabilized in 0,3% Triton X-100 for 5 
min, blocked in 3% BSA and 0,3% Triton X-100 for 45 min, incubated with primary antibody for 
1,5h and secondary antibody for 1h at RT. Cells were mounted using  ProLong™ Gold Antifade 
Mountant with DAPI (Invitrogen) and cells were examined using fluorescence microscopy 
(Leica). Antibodies used: rabbit anti-DDX11 (ab204788, Abcam), mouse anti-yH2AX (Ser139, 
JBW301, Millipore), rabbit anti-53BP1 (Novus). 

 

Flow cytometry  

Cells were harvested, washed in PBS and fixed in ice-cold 70% EtOH. Cells were washed and 
resuspended in PBS with 1:10 PI/RNase staining buffer (BD Biosciences) and analyzed by flow 
cytometry on a BD FACSCalibur (BD Biosciences). Cell-cycle analysis was conducted with BD 
CellQuest software (BD Biosciences). 
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In vitro DNA helicase assay 

For biochemical analysis of the DDX11 C705Y mutant protein, Flag-tagged DDX11 WT and 
C705Y mutant were purified. Kinetics of DNA unwinding by DDX11 wild type (WT) and the 
C705Y mutant (C705Y) were measured in 30 microliter reactions by adding each protein (600 
ng) into the assay mixture containing a fluorescein-labelled DNA substrate (20 nM). 
Fluorescence emission due to substrate melting was monitored. Fluorescence values were 
converted to unwound DNA (also see reference 37). 
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General discussion 

Cohesinopathies 

Cohesinopathies originate from defects in either structural components or regulators of the 
cohesin protein complex. Thus far, four cohesinopathy syndromes are classified: Roberts 
syndrome (RBS), Cornelia de Lange syndrome (CdLS), Warsaw breakage syndrome (WABS) and 
Chronic Atrial and Intestinal Dysrhythmia (CAID). Cohesinopathy patients show a 
heterogeneous spectrum and varying degree of clinical symptoms, including growth 
retardation, intellectual disability and multiple congenital abnormalities.  

WABS was firstly diagnosed in our lab in 2010 and is caused by bi-allelic mutations in the 
DDX11/ChlR1 gene 1. DDX11 belongs to the group of Fe-S containing, ATP-dependent super-
family 2 (SF2) DNA helicases. This family also includes FANCJ, XPD and RTEL1, which are related 
to different genetic syndromes. FANCJ mutations are genetically linked to Fanconi Anemia (FA), 
characterized by congenital abnormalities, bone marrow failure and cancer predisposition 2. 
Mutations in XPD underlie a rare skin disorder, Xeroderma Pigmentosum, which is 
characterized by extreme UV sensitivity and neurological abnormalities 3. RTEL1 mutations are 
associated with Dyskeratosis Congenita, a premature aging syndrome 4. 

New WABS cases, prevalence and diagnostic complications 

Chapter 6 of this thesis describes the identification of seven individuals with WABS, thereby 
increasing the total number of reported WABS patients to 23 1, 5-9,10. Thus far, there is no clear 
evidence for a WABS patient to have two complete null mutations in DDX11, and several 
patient-derived DDX11 mutants that we investigated encode a functional, but unstable protein. 
This suggests that WABS patients have some residual DDX11 activity that is required for 
survival. Indeed, DDX11 knockout is embryonic lethal in mice and we discovered that complete 
disruption of the DDX11 gene using CRISPR-Cas9 in human RPE1 cells leads to severe, p53-
dependent growth retardation.  

It is possible that the prevalence of WABS is underestimated due to diagnostic overlap with FA 
11. Cells from both WABS and FA patients show high sensitivity and chromosomal breakage 
upon treatment with DNA-crosslinking agents, which is considered the “golden standard” for 
FA diagnosis. Indeed, we identified a WABS case that was mistakenly reported as 
uncharacterized FA (WABS04, chapter 6). The presence of defective sister chromatid cohesion 
in WABS cells, however, specifically distinguishes WABS from FA. Definitive confirmation of 
WABS further requires mutational analysis of the DDX11 gene. This can be a challenge due to 
the presence of the pseudogene DDX12p, which has 98% sequence similarity with the DDX11 
gene. DDX12p is primate-specific and is proposed to originate from a late-evolution duplication 
of a chromosomal region containing DDX11. Additionally, multiple sub-telomeric regions were 
shown to contain sequences that are highly similar to the DDX11 C-terminus 12. These high 
sequence similarities can make it difficult to conclude whether a mutation is present in DDX11 
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or in a related sequence. DDX11 mutational analysis will therefore greatly benefit from the 
development and implementation of long-read sequencing techniques. 

DDX11 and FANCJ helicases have different specificities 

DDX11 and FANCJ are structurally related, iron-sulfur containing DNA helicases, whose 
mutational inactivation is linked to diseases that have also overlapping clinical phenotypes 11. 
Both are shown to be involved in resolving secondary DNA structures, such as hairpins and G-
quadruplexes (G4), formed in G-rich regions of the genome 13, 14. Interestingly, in vitro studies 
using different G4-DNA structures demonstrated different G4 substrate specificity of DDX11 
and FANCJ. FANCJ but not DDX11 was able to unwind uni-molecular G4 DNA substrates 13, 
whereas DDX11 efficiently resolved  forked duplex DNA, a three-stranded D-loop substrate, and 
anti-parallel bi-molecular G4 structure 13, 15. In addition, the helicase activity of DDX11, but not 
FANCJ, is stimulated by Timeless, a component of the replication fork protection complex (FPC). 
Timeless physically interacts with DDX11 and enhances its ability to unwind forked DNA and bi-
molecular DNA substrates up to 10-fold and 4-fold, respectively 15. Moreover, in genome-wide 
siRNA screens, CRISPR screens and siFANCJ transfection experiments, DDX11 deficient cells did 
not seem to be particularly sensitive to FANCJ loss (data not shown). In conclusion, despite 
substantial similarities, FANCJ and DDX11 seem to have unique helicase specificities. 

DDX11 helicase activity supports both sister chromatid cohesion and replication fork progression 

In vitro studies suggest that DDX11 is specialized in unwinding certain DNA structures with a 
preference for 5' overhangs, including forked duplexes, 5’-flap duplexes and anti-parallel G-
quadruplexes (reviewed in Pisani et al (2018) 16. Which specific structures are the most relevant 
DDX11 substrates in living cells remains elusive. Interestingly, treating WABS cells with various 
G4-DNA stabilizers, such as Quarfloxin and CX5461, inhibited their proliferation, suggesting that 
G4 structures are indeed unwound by DDX11 in vivo (chapter 6). Importantly, Quarfloxin 
treatment also caused cohesion defects, suggesting that resolving these structures is required 
for efficient cohesion establishment. Furthermore, overexpression of the helicase-dead DDX11-
K50R mutant, as well as two patient-derived DDX11 mutants with presumed loss of helicase 
activity, could not rescue cohesion defects and sensitivity to G4 stabilization in WABS cells 
(chapter 5 and 6). Together, this indicates that human DDX11 requires its helicase activity to 
perform its function. 

These findings contradict a recent model that proposed that the helicase activity of Chl1 is not 
important for sister chromatid cohesion, but rather to facilitate restart of stalled replication 
forks 17. The cohesion promoting function of Chl1 was attributed to a physical interaction with 
CTF4 (AND-1 in humans) via a CTF4 Interacting Protein (CIP) motif 17. This motif is conserved in 
other components of the replication fork, including DNA polymerase α p180 polypeptide and 
the GINS subunit Sld5. It will be interesting to identify the exact location of the CIP-box in human 
DDX11 and study its contribution to DNA replication and sister chromatid cohesion. Yeast Chl1 
genetically interacts with numerous replication factors, including PCNA, Ctf18, Ctf4, FEN1, 
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Eco1, FPC and CTF18. Downregulation of many of these proteins causes both delayed 
replication fork speed and cohesion defects 17, 18. In agreement with these observations, also 
human DDX11 promotes replication fork progression in unperturbed conditions (chapter 5 and 
6).  

Taken together, we propose a model (figure 1) in which DDX11 helicase activity is required to 
resolve secondary DNA structures during replication, including anti-parallel G-quadruplexes 
present in G-rich regions on both chromosome arms and in pericentromeric regions. Because 
the loading of the second strand into cohesin rings was reported to require single stranded DNA 
19, the DNA resolving function of DDX11 may facilitate sister chromatid cohesion. Alternatively, 
in the absence of DDX11, secondary structures that are normally substrates of DDX11 may be 
prone to breakage, repair of which requires WAPL/PDS5-dependent cohesin removal to provide 
access of repair factors to the break site (Benedict et al, submitted manuscript) 20. Either way, 
this would inevitably lead to cohesion loss. The ESCO1/2 dependent acetylation of SMC3 may 
come into play at a later stage, to counteract WAPL activity and possibly to enable completion 
of lagging strand duplication by affecting the conformation of cohesin. 

 

Figure 1: Speculative model of the differential contributions of DDX11 and ESCO1/2 to replication 
fork progression and sister chromatid cohesion. DDX11 resolves complex secondary DNA 
structures in the lagging strand to facilitate DNA synthesis and second strand capture by 
cohesin. Cohesin acetylation may not only prevent WAPL activity but also induce a more open 
conformation that enables lagging strand duplication. 

Role of DDX11 in different DNA repair pathways  

Besides its role in normal replication fork progression, DDX11 is also involved in the response 
to different drugs that induce DNA damage. DDX11 deficient cells are sensitive to the inter-
strand crosslinker mitomycin C (MMC), the topoisomerase I inhibitor camptothecin and to 
PARP inhibitors (chapters 3 and 6). This role in DNA repair mechanisms appears to be 
evolutionary conserved. For instance, budding yeast Chl1 was shown to maintain genomic 
stability upon UV irradiation 21. Timeless, a DDX11 interacting protein, is shown to physically 
interact with PARP-1 and is recruited to laser-induced DNA damage sites, facilitating 
homologous recombination 22. In collaboration with the lab of Haico van Attikum, we 
discovered that yeast Chl1 is recruited to laser-induced DNA damage (data not shown). This 
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may indicate that DDX11 cooperates with Timeless to promote homology directed repair, 
possibly by resolving secondary structures that may be formed after extensive end resection.  

Understanding how DDX11 performs its functions in different DNA damage repair pathways 
and whether these functions are separated from its role in sister chromatid cohesion is also 
relevant in the context of cancer. Genetic alterations of cohesin components, most notably 
STAG2, are reported in different cancers (chapter 1). DDX11 is involved in the survival of 
advanced melanomas and suggested to protect melanoma cells from chromosome segregation 
defects and apoptosis 23.  Thus, targeting DDX11 might be an effective tool to kill melanoma 
cells. Moreover, identification of critical pathways that are synthetically lethal with pathways 
involving sister chromatid cohesion and/or DDX11, might yield novel approaches to selectively 
kill cancer cells.  

Identification of synthetic lethal networks in cohesion-defective cancers 

In chapter 4 of this thesis we discovered synthetic lethality between DDX11 and several subunits 
of the Anaphase Promoting Complex or Cyclosome (APC/C). Chapter 5 describes how the 
synthetic lethality of DDX11 and ESCO2 originates from severely enhanced cohesion loss that 
is incompatible with survival. Both studies indicate that further weakening of sister chromatid 
cohesion in tumor cells in which cohesion is already impaired, might be a feasible approach to 
target such cells while sparing normal cells. This strategy requires both a reliable detection of 
cohesion loss in vivo and the development of novel drugs with sufficient potency and specificity. 
We showed that a newly synthesized APC/C-inhibiting drug, apcin, can kill cohesion-defective 
cancer cell lines (chapter 4), so the development of apcin-derivatives with in vivo applicability 
might be rewarding. In addition, directly targeting cohesion regulating enzymes such as ESCO2 
and DDX11, possibly in combination with certain DNA damaging agents or PARP inhibitors, may 
have therapeutic potential. It will be important to better understand the interplay between 
sister chromatid cohesion, DNA replication and DNA damage repair pathways to select the most 
promising strategies. 

How loss of DDX11 causes WABS 

How mutations in DDX11 cause developmental defects in WABS is still an open question. A 
couple of research groups unsuccessfully attempted to generate mouse models for WABS 24, 25. 
Initially, Inoue et al tried in 2007 to develop a DDX11 knockout mouse. These mice seemed to 
have growth retardation at embryonic day (E) 7.5 and the embryos could not survive beyond 
E10.5. Cells isolated from DDX11 knockout embryos showed a prolonged G2/M phase, 
defective sister chromatid cohesion and aneuploidy. The second attempt was by Cota and 
Garcia-Garcia in 2012, applying potent mutagen, ethylnitrosourea (ENU), to generate DDX11 
mutant mice. In this experiment, a mutation in DDX11 helicase motif V was induced, which 
seemed to be a null allele of DDX11 and the mutant embryos died at embryonic day 8.5. This in 
mind, the group of Hein te Riele generated a WABS mouse model with a patient-derived DDX11 
allele (DDX11-G57R), anticipating that this seemingly mild mutation would be only partially 
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inactive and still compatible with survival. Unfortunately, this mutation also resulted in 
embryonic lethality at E10 (data not shown). Chapter 6 shows that this mutation is actually a 
null allele that fails to restore sister chromatid cohesion and Quarfloxin resistance in WABS 
cells. Therefore, a mouse model with only partially reduced DDX11 activity, which would be 
very helpful to study the role of DDX11 in development, is still lacking. 

Besides its role in sister chromatid cohesion and DNA replication, DDX11 is also reported to be 
involved in heterochromatin formation, suggesting that it may affect expression of  
developmental genes during embryogenesis 26. Experiments in both isolated DDX11-/- MEFs and 
DDX11-depleted HeLa cells showed that DDX11 is targeting heterochromatin protein 1 α 
(HP1α) to pericentric- and telomeric-regions, which is required for overall organization of 
heterochromatin and centromere clustering 26. Moreover, studies in HeLa cells and zebrafish 
embryos demonstrated that DDX11 localizes at the nucleolus, binding preferentially to hypo-
methylated rDNA gene loci and interacting with RNA polymerase I 27. DDX11 knockdown 
suppressed ribosomal RNA synthesis and led to an altered epigenetic status of ribosomal gene 
clusters. These findings suggest that WABS developmental defects might be associated with 
aberrant nucleolar functions. Investigating gene expression patterns in e.g. WABS cells, 
DDX11KO RPEs, DDX11KO MEFS and cells isolated from zebrafish embryos, will further clarify 
the role of DDX11 in gene transcription and development. 
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BOX 1: Cohesion Defects and Drug Sensitivities 
 

STAG2-deficient cancer cells display increased sensitivity to chemotherapeutic agents: Recently, 
glioblastoma and Ewing sarcoma cells with STAG2 mutations were reported to be sensitive to a 
panel of chemotherapeutic agents, ionizing radiation and small molecule inhibitors of DNA double-
strand break repair 194. In addition, STAG2 deficiency in these cells was correlated to retarded cell 
proliferation after treating with alkylating agents, DNA crosslinking, topoisomerase inhibitors, 
PARP inhibitors. The sensitivity of STAG2-mutated cancer cells was suggested to be a result of 
replication fork disruption and accumulation of DNA double strand breaks 194. 
 
Cohesion defective tumor cells are sensitive to APC/C inhibitors: In Chapter of 4 of this thesis, using 
cohesion-defective head and neck squamous cell carcinoma and luminal-type breast cancer cell 
lines, we showed that these cells are sensitive to a newly developed drug, apcin, a substrate 
competitive APC/C inhibitor 201. We uncovered a remarkable correlation between apcin sensitivity 
and level of cohesion defects in these cancer cells. 
 
PARP sensitivity of glioblastoma with STAG2 mutations: Inhibition of poly ADP-ribose polymerase 
(PARP) has been discovered many years ago to be a promising drug for the treatment of BRCA1- 
and BRCA2-mutated tumors205,206. PARP inhibitors appeared to be able to selectively kill cancer 
cells via synthetic lethality. In 2014 Bailey. et al demonstrated PARP-inhibitors sensitivity in 
different glioblastoma cell lines with truncating STAG2 mutations. Upon PARP-inhibitor treatment, 
the cells showed proliferation defects, accompanied by G2 accumulation and genomic instability. 
In addition we show in Chapter 3 of this thesis that DDX11 mutated WABS cells are sensitive to 
PARP inhibition as well. Further, the effect of PARP inhibition was enhanced when it was combined 
with other drugs such as topoisomerase I inhibitor (camptothecin) and an alkylating agent 
(temozolomide) in STAG2-mutated glioblastoma. 
 
STAG1 depletion sensitizes STAG2-mutated cancer cells to PARP inhibitors: Two separate studies 
suggested a robust synthetic lethal interaction between STAG2 and its homologue STAG1 12,207. 
STAG2 inactivation was illustrated to create cancer-specific therapeutic vulnerabilities, where 
STAG1 inhibition in these cells resulted in severe cohesion defects and prolonged mitosis and 
apoptosis. Moreover, downregulation of STAG1 in STAG2-mutated Ewing sacroma and bladder 
urothelial carcinoma cells are both susceptible to DNA damage (especially double stranded breaks) 
and defective DNA repair. In addition, depletion of SA1 in SA2-mutated cells sensitized them to 
olaparib, accompanied with severe cohesion defects, prolonged mitosis and apoptosis 207.   
 
STAG2 knockdown sensitizes pancreatic adenocarcinoma cells to different platinum-based 
chemotherapy agents including cisplatin : Pancreatic ductal adenocarcinoma (PDA) is an extremely 
lethal cancer type, with 4% STAG2 mutations 170. siRNA knockdown of STAG2 in PDA cells was 
demonstrated to increase sensitivity to platinum-based drugs such as cisplatin,carboplatin and 
oxaliplatin. 
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Summary: 
 
DNA duplication and distribution during cell division is tightly controlled. During S-phase of the 
cell cycle, every chromosome is identically synthesized and subsequently, two sister chromatids 
are created. The sister chromatids are kept together until anaphase, where they are separated 
and pulled towards opposite poles of the cell. This process, which is very crucial for each 
daughter cell to have the correct set of chromosomes, called sister chromatid cohesion. A ring 
form protein complex, called cohesin, is responsible for the cohesion between the two sister 
chromatids. Cohesin complex is composed of three core subunits: SMC1A, SMC3 and 
RAD21/Scc1 and two HEAT-repeats containing proteins: STAG1/STAG2 and PDS5A/PDS5B.For 
proper sister chromatid cohesion, cohesin needs to cooperate with multiple other proteins, 
such as NIPBL and MAU2 (responsible for cohesion loading), WAPL and PDS5 (associated with 
cohesin unloading), acetyltransferases ESCO1 and ESCO2 (establish cohesion), DDX11 (involved 
in cohesion maintenance). Mutations in a number of these components and regulators cause 
several related syndromes, called cohesinopathies (see chapter 2). For examples, mutations in 
SMC1A, SMC3, RAD21, STAG2 and NIPBL cause Cornelia de Lange syndrome (CdLS), mutations 
in ESCO2 and DDX11 are respectively responsible for Roberts Syndrome (RBS) and Warsaw 
Breakage Syndrome (WABS). Besides, cohesin mutations play an important role in the 
development of several types of cancer and understanding the mechanisms will be very 
important for future treatment of tumors with impaired cohesion. In this thesis we broaden 
our understanding regarding general understanding of sister chromatid cohesion.  
 
In chapter 1, we introduce the general understanding of sister chromatid cohesion and the 
most recent findings. In chapter 2 we discussed the present understanding of the different 
cohesinopathy syndromes, including  clinical features, genetic causes, underlying biology and 
their possible links with cancer predisposition. In chapter 3 we showed that lymphoblasts 
derived from WABS, RBS and Fanconi Anemia (FA), which is clinically related to WABS and RBS,  
are sensitive to inhibition of PARP pathway. Specially, DNA helicases DDX11 and FANCM were 
identified as determinants of PARP inhibitor response. Since PARP inhibitors are applied in the 
treatment of BRCA-mutated breast and ovarian cancer, identifying additional determinants of 
PARP inhibitor sensitivity would extend their utility in cancer therapy. In search to find 
additional synthetic lethal networks in cohesion defective cancer cells, we discovered in chapter 
4 synthetic lethality between DDX11 and several subunits of the Anaphase Promoting Complex 
or Cyclosome (APC/C). In addition, we identified that a newly synthesized APC/C-inhibiting 
drug, Apicin can selectively kill cohesion defective cancer cells. These findings are important for 
developing new cancer therapy, which only targets cohesion defective cancer cells. Additionally 
in chapter 5, we also showed synthetic lethality between DNA helicase DDX11 and SMC3 acetyl 
transferases ESCO1/ESCO2. WABS derived cells rely on ESCO2, but not ESCO1 for residual sister 
chromatid cohesion, cellular growth and survival. Also, we demonstrated that DDX11 required 
for normal replication fork progression without clearly affecting SMC3 acetylation. 
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In chapter 6 we demonstrated different new WABS patients, with DX11 containing a null and a 
weakened allele that encodes an unstable but functional DDX11 protein. We strengthened our 
findings by creating DDX11-mutated  RPE1 cells, where DDX11 knockout is responsible for 
reduced cell growth in a p53-dependent manner. Also, we showed that specially DDX11 
helicase activities are  required for sister chromatid cohesion by possibly dissolving G-
quadruplex (G4) structures, created during DNA replication. We exhibited that stabilization of 
G4 structures induces defective sister chromatid cohesion in normal cells and cellular lethality 
in DDX11-deficient cells. In conclusion, we proposed a model, where DDX11 helicase activity is 
important for maintaining genomic integrity through dissolving DNA secondary structures and 
preventing G4-induced breaks during DNA replication. Thus cohesion defects in WABS might 
result from either defective cohesin loading or excessive cohesin removal from broken 
replication forks to facilitate DNA repair. 
 
In chapter 7 we summarized and discussed studies described in the thesis and proposed some 
future perspectives. Overall, the work presented in this thesis is a step forward toward 
understanding how sister chromatid cohesion functions and its importance in human 
development and carcinogenesis. Furthermore, our work provides ground for finding out how 
cohesion defects in tumors can be exploited to develop new anti-cancer therapies (see box 1 
in chapter 7). 
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