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1. Introduction

The use of containers for the transportation of consumer goods has been drastically growing since its introduction in 1956 (Levinson 2010). Liner shipping is the transportation of goods in large container ships that sail the world on fixed routes and schedules. Prior to the financial crisis in 2009, the booming demand for containerized transport drove shipping lines to deploy larger and larger ships that can now carry over 18,000 twenty-foot equivalent units (TEU). In recent years of economic recovery, the shipping industry is facing a decrease in demand and an overcapacitated network, which is now driving freight and charter rates down (UNCTAD 2015). A reduction in time spent at ports for loading/unloading is extremely important when making a profit on marginal costs. With a cargo flow of approximately 15.4 million TEU just on the Asia–Europe trade route in 2014, the industry has recognized the need to apply scientific optimization methods. This is evident from the growing literature in liner shipping network optimization, speed optimization, stowage planning, etc.

Stowage planning, which is the focus of this paper, is the process of assigning containers to positions on the ship (stowage). The order in which containers are stowed and their distribution along the ship define the cost of the plan. The arrangement of the containers can reduce the time at port by minimizing the number of unnecessary container moves and by optimizing the schedule of the loading cranes (quay cranes). Moreover, it contributes to the total bunker consumption since it can impact the hydrodynamics of the ship (e.g., trim optimization).

Finding high-quality stowage plans is hard not only because of the complexity of the objective function but also because of the complex set of feasibility requirements to satisfy. Until now, the academic focus has been on developing heuristic methods that have gradually moved from simple capacity allocation problems (Avriel and Penn 1993; Dubrovsky, Levitin, and Penn 2002; Ambrosino, Sciomachen, and Tanfani 2004) to handling the complex stability requirements of a ship (Pacino et al. 2011, 2012). However, the quality of the implemented solutions is hard to scientifically evaluate because of the lack of studies on optimal methods and the unwillingness of the industry to share data.

In this paper, we aim to (partially) fill this gap by presenting insights and solution methods to solve to optimality the basic container stowage planning problem (CSPP) originally defined by Avriel and Penn (1993), which is one of the first stowage planning problems that appeared in the literature and can be described as
follows. Containers are stowed on a ship divided into bays. Each bay consists of multiple stacks, and each stack is divided into tiers. Each tier can contain a single container. Moreover, all containers are of the same size, all stacks have the same number of tiers, and all bays have the same number of stacks. Therefore, the ship can be seen as a grid (i.e., a single rectangular bay), where each column represents a stack and each row represents a tier.

The ship travels a predefined route of ports, where containers are loaded and unloaded. Containers can be accessed only from the top of each stack, and each container has an origin port and a destination port. The number of containers to move from each port to any other port is known in advance; a pair of origin/destination ports is commonly called a transport.

The ship is empty before loading operations take place at the first port and after it arrives at the last port. At each port, containers destined to that port are unloaded (such unloading operations are called discharges), and containers destined to the following ports are loaded. Without loss of generality, it can be assumed that all unloading operations take place before any loading operation.

Whenever a container has to be discharged, another container destined to one of the next ports may be stowed on top of it: this situation is called overstowage and requires a shift (i.e., the unloading and reloading of the container on top). Two types of shifts may occur: mandatory and nonmandatory. Mandatory shifts take place whenever there is overstowage. Nonmandatory shifts take place if a container is unloaded and reloaded at a port to avoid overstowage.

An example of mandatory and nonmandatory shifts is provided in Figure 1. The left panel shows two stacks with five tiers each and the containers stowed upon arriving in Port 4 (each container is identified by its destination port). Containers destined to Port 4 must be discharged, and four containers destined to Port 6 must be loaded. The layout of the containers in the two stacks is shown in the right panel; six shifts have taken place for the containers destined to Port 5: four mandatory shifts in the stack on the left and two nonmandatory shifts in the stack on the right.

In the CSPP, both mandatory and nonmandatory shifts are allowed. Note that nonmandatory shifts are sometimes called voluntary in the literature; nonetheless, in real-life applications, voluntary shifts refer to shifts performed by terminal operators that were not planned in advance, so we prefer to use the term nonmandatory.

The goal of the CSPP is to find a stowage plan where each container is transported from its origin port to its destination port and the number of shifts is minimized.

The CSPP is a simplified version of stowage planning problems encountered in practice, where, for example, containers may have different sizes and weights, stacks may have a different number of tiers, and stability constraints on the distribution of weight along the ship must be taken into account. In spite of these simplifications, the CSPP has features that are common to all real-life stowage planning problems, so effective solution methods for the CSPP can be the basis of new approaches for solving more complex stowage planning problems. Although several exact and heuristic methods for the CSPP can be found in the literature, solving to optimality large-scale CSPP instances using these methods is still out of reach even with today’s technology. Therefore, this paper provides more insight on the CSPP and on solving it to optimality. In particular, the main contributions of this paper are the following:

- By extending previous results from the literature, we derive some properties on the transport matrix guaranteeing that a strictly positive number of shifts must take place and propose a combinatorial lower bound on the minimum number of shifts.
- We introduce a novel mixed-integer programming (MIP) formulation for the CSPP, based on two sets of exponentially many variables, whose linear relaxation provides strong lower bounds.
- We illustrate a lower bounding procedure based on stabilized column generation (CG) and multiple heuristic and exact pricing algorithms to solve the linear relaxation of the new formulation.
- We describe a solution method combining the lower bound from the bounding procedure with a compact MIP model to determine an optimal stowage plan.
- We computationally prove that the proposed solution method can provide an optimal stowage plan with no shifts on all test instances with up to 10 ports and 5,000 TEU from the literature in a few minutes of computing time.
- We generate a new set of test instances, where shifts must take place, and show that they are computationally harder, but the proposed solution method can
still solve instances with up to 10 ports and 5,000 TEU, performing significantly better than the MIP models from the literature.

The paper is organized as follows. Section 2 reviews the literature about stowage planning. The CSPP is formally introduced in Section 3. A novel mathematical model is illustrated in Section 4. Section 5 provides two MIP models to formulate the pricing problems of the variables of the new formulation. Section 6 describes the lower bounding procedure, and Section 7 illustrates the procedure for finding an optimal stowage plan. Computational results are reported in Section 8. Finally, some conclusions and future research directions are outlined in Section 9.

2. Literature Review

Literature on stowage planning is very diverse, in terms of both problem definitions and solution approaches. The lack of a common benchmark and the unwillingness from the industry to share data could be cited as probable causes. The literature can be roughly divided into two major groups: those works addressing the CSPP studied in this paper and those that include a rich set of characteristics.

2.1. Literature on the CSPP

Solution methods for the CSPP have been presented by Avriel and Penn (1993), Avriel et al. (1998), Dubrovsky, Levitin, and Penn (2002), and Ding and Chou (2015). Avriel and Penn (1993) were the first to propose a binary linear formulation for the CSPP; they used two sets of variables, the first one with five indexes (three for the ports, one for the tiers, and one for the stacks) and the second with three indexes (for each port, each tier, and each stack). As the number of variables easily grows with the size of the instance, they also proposed a heuristic method based on applying the proposed binary linear model on a reduced transportation matrix. Avriel et al. (1998) presented the suspensory heuristic (a dynamic slot-assignment scheme) and Dubrovsky, Levitin, and Penn (2002) a genetic algorithm with a compact encoding for the same problem. A different binary formulation has recently been proposed by Ding and Chou (2015), which is reported to solve in 10s of minutes small-size problems with seven ports, six tiers, and 150 stacks; however, the core of the contribution is a novel placement heuristic that generally performs better than the suspensory heuristic.

The complexity of the CSPP was addressed by Aslidis (1990), Avriel, Penn, and Shpirer (2000), and Tierney, Pacino, and Jensen (2014). Aslidis (1990) presented a polynomial-time algorithm for solving the CSPP with a single column. Avriel, Penn, and Shpirer (2000) studied its connection with problems of coloring a circle graph and proved that the problem is NP-complete. Tierney, Pacino, and Jensen (2014) presented a polynomial-time algorithm for the CSPP with fixed stacks and tiers, demonstrating that the combinatorial complexity is not rooted in the number of transported containers; moreover, they showed that a version of the problem where tiers are abstracted away continues to be NP-hard.

2.2. Literature on Rich Stowage Planning Problems

Rich problem definitions tend to include various combinations of stowage requirements. Focusing on a single port problem with heuristic stability rules and a mixture of container types, Ambrosino, Sciomachen, and Tanfani (2004) proposed a binary formulation for the master bay planning problem (MBPP). The problem is solved using a heuristic preprocessing procedure, which is then extended to a three-phase heuristic by Ambrosino, Sciomachen, and Tanfani (2006) and then further combined with a tabu search by Ambrosino et al. (2009). The relation between the MBPP and the 3-Dimensional Bin Packing Problem is studied by Sciomachen and Tanfani (2003, 2007), where the ship is seen as the only available bin. A constraint programming model and a constraint-based local search procedure for a single bay stowage can also be found in Delgado et al. (2012) and Pacino et al. (2012), respectively.

The first rich multiport stowage planning model was presented by Botter and Brinati (1992); the developed binary formulation was too complex, so a tree search procedure that could solve instances with four ports and 40 TEU was implemented. The most successful heuristics are based on a hierarchical decomposition of the problem where a master planning phase distributes containers to sections of the vessel and successively a slot planning phase assigns containers to those sections. Examples of such decompositions can be found in Wilson and Roach (1999), Kang and Kim (2002), Pacino et al. (2011), Ambrosino, Paolucci, and Sciomachen (2017), and Ambrosino, Paolucci, and Sciomachen (2015). All of them proposed a mathematical formulation for the first phase and a heuristic for the second phase. A study on the linearization of complex vessel stability calculations is also presented in Pacino and Jensen (2013).

3. Problem Definition

In this section, we formally introduce the CSPP along with the notation used throughout the paper and report some interesting properties that can be found in the literature.

As previously noted, the ship can be seen as a grid. We denote with $C$ the set of stacks ($|C| = \bar{c}$) and with $R$ the set of tiers ($|R| = \bar{r}$), which correspond to the columns and the rows of the grid, respectively. Tiers are numbered from 1 to $\bar{r}$ from bottom to top. Let $R^-$ be the set of all tiers excluding the top one (i.e., $R^- = \{1, 2, \ldots, \bar{r} - 1\}$).
The ship sequentially visits the ordered set of ports \( P = \{ 1, 2, \ldots, n \} \) from 1 to \( n \).

Let \( t_{ij} \) be the number of containers originating from port \( i \) and destined to port \( j \), with \( 1 \leq i < j \leq n \) (\( t_{ij} = 0 \) if \( i \geq j \)), and let \( T = [t_{ij}] \in \mathbb{Z}^{n \times n} \) be the transportation matrix. Moreover, let \( \mathcal{J} \) be the set of all transports (i.e., \( \mathcal{J} = \{(i, j); i, j \in P, t_{ij} > 0\} \)). A container destined to Port \( j \), no matter its origin port, is called a \( j \)-container. For the sake of brevity, the subset of ports \( \{i, i+1, \ldots, j\} \), with \( 1 \leq i < j \leq n \), is indicated with \( P_i \). Moreover, let \( \tilde{\mathcal{J}} = \{(i, j); i \in P_i^{-1}, j \in P_i^n \} \) be the set of all pairs of ports \( (i, j) \) with \( i < j \), let \( n \text{Cont} = \sum_{i,j,|\tilde{\mathcal{J}}|} t_{ij} \) be the number of containers transported (also equal to the total number of discharges), and let \( \tilde{t}_{ij} \) be the number of \( j \)-containers to stow on board upon leaving Port \( i \) (i.e., \( \tilde{t}_{ij} = \sum_{k \in t_{ij}} t_{kj} \)), for each \( (i, j) \in \tilde{\mathcal{J}} \).

The transportation matrix \( T \) is feasible if all containers can be stowed on board upon leaving each port \( i \in P_i^{-1} \), that is, if \( \sum_{j=1}^{n} \tilde{t}_{ij} \leq \tilde{r} \cdot \tilde{c} \).

Ding and Chou (2015) reported and proved the following properties of the CSPP.

**Property 1.** If \( n \leq 3 \), for any given \( \tilde{r}, \tilde{c}, \) and \( T \), there always exists a stowage plan with no shifts.

**Property 2.** If \( \tilde{r} = 1 \), for any given \( n, \tilde{c}, \) and \( T \), all stowage plans lead to no shifts.

**Property 3.** If \( n \geq 4 \) and \( \tilde{r} \geq 2 \), for any given \( \tilde{c} \), there always exists a transportation matrix \( T \) such that shifts are inevitable.

In particular, Property 3 was proven on the following transportation matrix:

\[
T = \begin{bmatrix}
0 & 1 & \tilde{c} \cdot \tilde{r} - 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

where \( n = 4, t_{12} = 1, t_{13} = \tilde{c} \cdot \tilde{r} - 1 \), and \( t_{24} = 1 \). A transportation matrix \( T \) where shifts are inevitable if \( n > 4 \) can easily be derived by extending the previous one. In Section 6.2, we build on Property 3 to compute a combinatorial lower bound on the optimal number of shifts.

A transportation matrix \( T \) is defined as full-loading if the ship is always full upon leaving each port (i.e., \( \sum_{j=1}^{n} t_{ij} = \tilde{r} \cdot \tilde{c} \), for each \( i \in P_i^{-1} \)); otherwise, \( T \) is said to be non-full-loading. Clearly, a full-loading transportation matrix is also feasible. Ding and Chou (2015) showed that a non-full-loading transportation matrix \( T \) can be transformed into a full-loading transportation matrix \( \tilde{T} \) without affecting the number of shifts in the optimal solution as follows: \( t_{ij} = t'_{ij} \) if \( j \neq i + 1 \), and \( t_{ij} = t'_{ij} + \tilde{r} \cdot \tilde{c} - \sum_{k=1}^{n} t_{k,i+1} \cdot t'_{k,j} \) if \( j = i + 1 \). Therefore, without loss of generality, we consider full-loading matrices only.

In the remainder of the paper, the symbols “\( \land \)” “\( \lor \)” and “\( \mod \)” indicate the logical-and, logical-or, and modulo operation, respectively, and bold symbols represent vectors or matrices. Moreover, the notation introduced thus far is summarized in Table 1.

### Table 1. Notation Used Throughout the Paper

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>Number of ports to visit</td>
</tr>
<tr>
<td>( P )</td>
<td>Set of ports ( P = { 1, \ldots, n } )</td>
</tr>
<tr>
<td>( P_i )</td>
<td>Subset of ports from ( i ) to ( j ) with ( i &lt; j ), i.e., ( P_i = { i, i+1, \ldots, j } )</td>
</tr>
<tr>
<td>( C )</td>
<td>Set of stacks</td>
</tr>
<tr>
<td>( \tilde{c} )</td>
<td>Number of stacks ( \tilde{c} =</td>
</tr>
<tr>
<td>( R )</td>
<td>Set of tiers</td>
</tr>
<tr>
<td>( \tilde{r} )</td>
<td>Number of tiers per stack ( \tilde{r} )</td>
</tr>
<tr>
<td>( R^* )</td>
<td>Set of tiers excluding the top one, i.e., ( R^* = { 1, 2, \ldots, \tilde{r} - 1 } )</td>
</tr>
<tr>
<td>( T )</td>
<td>Transportation matrix</td>
</tr>
<tr>
<td>( t_{ij} )</td>
<td>Transport from Port ( i ) to Port ( j ) with ( 1 \leq i &lt; j \leq n )</td>
</tr>
<tr>
<td>( \mathcal{J} )</td>
<td>Set of transports, i.e., ( \mathcal{J} = {(i, j); i, j \in P, t_{ij} &gt; 0} )</td>
</tr>
<tr>
<td>( \tilde{\mathcal{J}} )</td>
<td>Set of pairs of ports ( (i, j) ) with ( 1 \leq i &lt; j \leq n )</td>
</tr>
<tr>
<td>( \tilde{t}_{ij} )</td>
<td>Number of ( j )-containers to stow on board upon leaving Port ( i ) with ( (i, j) ) in ( \tilde{\mathcal{J}} )</td>
</tr>
<tr>
<td>( n \text{Cont} )</td>
<td>Total number of containers to transport along the route</td>
</tr>
</tbody>
</table>

4. **A Novel Mathematical Formulation**

This section introduces a novel mathematical formulation of the CSPP. It is based on two sets of exponentially many variables. The first set corresponds to stack plans, which define how containers stowed in a given stack are moved while visiting the different ports. The second set corresponds to port layouts, which indicate how containers are stowed on the ship upon leaving a given port. The linear relaxation of the formulation provides strong lower bounds (as will be shown in Section 8) but needs CG to be solved. An effective lower bounding procedure will be presented in Section 6.

Let \( \mathcal{J} \) be the index set of all feasible stack plans for any stack \( c \in C \), where each stack plan \( s \) is represented by a \( \tilde{r}|\tilde{\mathcal{J}}| \)-dimensional vector \( e^s \in \{ 0, 1 \}^{\tilde{r}|\tilde{\mathcal{J}}|} \), where each element \( e^s_{ijr} \in \{ 0, 1 \} \) indicates if, upon leaving Port \( i \), exactly \( r \)-\( j \)-containers are stowed in the stack (if so, \( e^s_{ijr} = 1 \)). The cost, \( \tilde{c}_s \), of stack plan \( s \in \mathcal{J} \) is the minimum number of unloading operations (i.e., discharges plus mandatory and nonmandatory shifts) required to stow \( re^s_{ijr} \) \( j \)-containers in the stack upon leaving port \( i \) (for each \( (i, j) \) in \( \tilde{\mathcal{J}} \) and each \( r = 1, \ldots, \tilde{r} \)). A stack plan \( s \) is feasible if, upon leaving each port \( i \in P_i^{-1} \), exactly \( \tilde{r} \) containers are stowed into it (i.e., \( \sum_{j=1}^{n} \tilde{t} \cdot e^s_{ijr} = \tilde{r} \) for each \( i \in P_i^{-1} \)).

An example of a stack plan is provided in Figure 2. A stack plan shows which containers are stowed in a given stack upon leaving each port from Port 1 to Port \( n - 1 \). The figure shows an example of a feasible stack plan \( s \) for an instance with five ports and six tiers per stack. The cost \( \tilde{c}_s \) of this stack plan is 17 because of two discharges in Port 2, four discharges and two mandatory shifts in Port 3, three discharges in Port 4, and six
discharges in Port 5; the stack plan is represented as $c_{122} = c_{134} = c_{234} = c_{242} = c_{343} = c_{353} = c_{456} = 1$ and all other elements $c_{ij}$ equal to 0.

Let $s_i$ be the index set of all feasible port layouts for port $i \in P^{n-1}$, where each port layout $l$ is represented by an $r \cdot |P_i|$-dimensional vector $a_{il} \in \mathbb{Z}_+^{r \cdot |P_i|}$, where each element $a_{ij}$ indicates the number of stacks that, upon leaving port $i$, contain $r$ $(1 \leq r \leq \tilde{r})$ $j$-containers. A port layout $l \in s_i$ is feasible if all $j$-containers are stowed on board (i.e., $\sum_{r \in \mathbb{R}} a_{ij} = t_{ij}$ for each port $j \in P^{n-1}_i$).

An example of a port layout is provided in Figure 3.

A port layout shows how containers are stowed in the different stacks upon leaving a given port. The figure illustrates an example of a feasible port layout $l$ for Port 1 for an instance with five ports, five stacks, six tiers per stack, and transports $t_{12} = 5$, $t_{13} = 6$, $t_{14} = 7$, $t_{15} = 12$; the port layout is represented as $a_{22} = 1$, $a_{23} = 1$, $a_{33} = 2$, $a_{41} = 1$, $a_{42} = 1$, $a_{43} = 2$, $a_{56} = 1$ and all other elements $a_{ij}$ equal to 0.

Let $x_s \in \mathbb{Z}_+$ be a nonnegative integer variable representing the number of stacks implementing stack plan $s \in s$ over the route, and let $y_{ij} \in \{0, 1\}$ be a binary variable equal to 1 if port layout $l \in s_i$ of port $i \in P^{n-1}_i$ is selected (0 otherwise). The CSPP can be formulated as

$$z_{RP} = \min \sum_{s \in s} x_s$$

s.t. \begin{align}
\sum_{l \in s_i} y_{ij} & \geq 1, \quad i \in P^{n-1}_i, \\
\sum_{s \in s} c_{ij} x_s & \geq \sum_{l \in s_i} a_{ij} y_{ij}, \quad (i, j) \in \tilde{r}, \quad r \in \mathbb{R}, \\
x_s & \in \mathbb{Z}_+, \quad s \in s, \\
y_{ij} & \in \{0, 1\}, \quad i \in P^{n-1}_i, \quad l \in s_i.
\end{align}

The objective function (1) aims to minimize the total number of unloading operations in the selected stack plans. Constraints (2) require selecting at least one port layout for each port $i \in P^{n-1}_i$. Constraints (3) link variables $x$ and $y$ by guaranteeing that, if in the selected port layout for port $i$ there are $a_{ij}$ columns containing $r$ $j$-containers, then at least $a_{ij}$ stack plans containing $r$ $j$-containers are also selected. Constraints (4)–(5) enforce integrality of the decision variables.

Note that constraints (2)–(3) will be tight at any optimal solution of (1)–(5). Because of the exponential size of both sets of variables, CG is needed to solve the linear relaxation of formulation (1)–(5), and having (2)–(3) in the form of inequalities halves the feasible space of dual variables, thus generally improving the convergence of solution methods based on CG.

Moreover, the formulation could arguably be extended to rich variants of the CSPP by adding some stack-related and port-related constraints to the definition of feasible stack plans and port layouts, respectively.

In Sections 5–7, we describe the different ingredients that allow to find an optimal CSPP solution in two subsequent steps. In the first step, a lower bound LB on the minimum number of unloading operations, corresponding to the optimal solution cost of the linear relaxation of formulation (1)–(5), is computed by CG. In the second step, an optimal CSPP is found by solving one of the two MIP models with a general-purpose MIP solver. The first MIP model (described in Section 7.1) is used to find CSPP solutions with no shifts. The second MIP model (described in Section 7.2) allows shifts in a small subset of stacks. The choice between which of the two MIP models to use is based on the lower bound LB computed in the first step: if LB = n Cont, then a stowage plan with no shifts is likely to exist, so the first MIP model is selected; otherwise (i.e., if LB > n Cont), at least LB − n Cont shifts are necessary, so the second MIP model is selected and shifts are allowed in LB − n Cont stacks only.

In the first step, to compute lower bound LB by CG, two pricing problems (for the stack plans and for the port layouts) have to be solved at each iteration. We introduce an MIP model to solve the pricing problem for stack plans in Section 5.1, and an MIP model to solve the pricing problem for port layouts in Section 5.2. Because it would be time-consuming to solve both pricing problems via these MIP models at each iteration, we also introduce two heuristic procedures based on dynamic programming to generate stack plans (see Sections 6.4.1–6.4.2) and a heuristic procedure to generate port layouts (see Section 6.4.3). We also describe a combinatorial lower bound (see Section 6.2) that can be used to limit the number of iterations of CG, and a stabilization technique (see Section 6.3) to limit degeneracy of the dual variables.
5. Solving the Linear Relaxation of the New Formulation

We solve the linear relaxation of the formulation (1)–(5) via CG. There are two pricing problems: one for stack plans and another for port layouts. In this section, we formulate these two pricing problems as MIP problems.

The goal of CG is to solve the linear relaxation of (1)–(5) obtained by replacing constraints (4) with $x_{ijr} \geq 0$ ($s \in S$) and constraints (5) with $y_{ijl} \geq 0$ ($l \in L_{ijr}, i \in P_1^{n-1}$) and that constraints $y_{ijl} \leq 1$ are redundant and can be omitted. Hereafter, we call this problem the master problem (MP), and we denote its optimal value by $z_{\text{MP}}$. Because of the size of the sets $S$ and $L_{ijr}$, CG works on a restricted master problem (RMP) containing small subsets $\tilde{S} \subseteq S$ and $\tilde{L}_{ijr} \subseteq L_{ijr}$ of variables of the MP. The optimal value of the RMP is denoted by $z_{\text{RMP}}$.

Let $u_i \in \mathbb{R}_+$ be the dual variable associated with constraint (2) for port $i \in P_1^{n-1}$, and $v_{ijr} \in \mathbb{R}_+$ be the dual variable of constraint (3) for the pair of ports $(i, j) \in \tilde{S}$ and number of tiers $r \in R$. The dual (hereafter called MD) of the RMP reads as follows:

$$\max \sum_{i=1}^{n-1} u_i \quad s.t. \quad \sum_{(i, j) \in \tilde{S}} \sum_{r \in R} e_{ijr} v_{ijr} \leq \tilde{c}_s \quad s \in \tilde{S},$$

$$u_i - \sum_{j=1}^{n} \sum_{r \in R} e_{ijr} v_{ijr} \leq 0, \quad i \in P_1^{n-1}, l \in \tilde{L}_{ijr},$$

$$u_i \in \mathbb{R}_+, \quad i \in P_1^{n-1},$$

$$v_{ijr} \in \mathbb{R}_+, \quad (i, j) \in \tilde{S}, r \in R.$$

At each iteration of a basic CG procedure, the RMP is solved, the optimal dual variables $(u, v)$ are retrieved, and the pricing problems for stack plans and for port layouts are solved to find the least-cost variables of the MP. If such columns have a negative reduced cost, they are added to the RMP, and the process is repeated. The procedure stops as soon as both pricing problems do not return any negative reduced cost columns. The two pricing problems can be formulated and solved as MIP problems as illustrated next.

5.1. An MIP Model to Price Out Stack Plans

The pricing problem for stack plans can be formulated as an MIP with the following three sets of decision variables: $x_{ijr} \in \{0, 1\}$, which equals 1 if, upon leaving port $i \in P_1^{n-1}$, a $j$-container ($j \in P_1^{n-1}$) is stowed in tier $r \in R$; $\beta_{ijr} \in \{0, 1\}$, which equals 1 if, upon leaving port $i \in P_1^{n-1}$, $j$-containers ($1 \leq r \leq \bar{r}, j \in P_1^{n-1}$) are stowed in the stack; and $\xi_{ijr} \in \{0, 1\}$, which equals 1 if the container stowed in the container $i$ upon leaving port $i \in P_1^{n-1}$ is unloaded in port $i + 1$. Then, the pricing problem for stack plans can be formulated as follows:

$$\min \left\{ \sum_{i=1}^{n-1} \sum_{r \in R} \xi_{ijr} - \sum_{(i, j) \in \tilde{S}} \sum_{r \in R} v_{ijr} \beta_{ijr} \right\} \quad (6)$$

s.t. $\sum_{(i, j) \in \tilde{S}} \sum_{r \in R} \alpha_{ijr} = 1, \quad i \in P_1^{n-1}$, \quad (7)$

$\sum_{r \in R} \alpha_{ijr} = \sum_{r \in R} r \beta_{ijr}, \quad (i, j) \in \tilde{S}, \quad (8)$

$\sum_{(i, k) \in \tilde{S}, k \neq j} \beta_{ijk} + \sum_{r \in R} \beta_{ijr} \leq 1, \quad (i, j) \in \tilde{S}, \quad (9)$

$\xi_{ijr} \geq \alpha_{ijr} - \alpha_{i+1,jr}, \quad (i, j) \in \tilde{S}, \quad r \in R, \quad (10)$

$\xi_{ijr} \leq \xi_{i,r+1}, \quad (i, j) \in \tilde{S}, \quad r \in R, \quad (11)$

$\beta_{ijr} = 0, \quad (i, j) \in \tilde{S}, \quad r \geq l_{ij}, \quad (12)$

$\alpha_{ijr}, \beta_{ijr} \in \{0, 1\}, \quad (i, j) \in \tilde{S}, \quad r \in R, \quad (13)$

$\xi_{ijr} \in \{0, 1\}, \quad i \in P_1^{n-1}$, \quad (14)$

The objective function (6) aims to minimize the reduced cost of the generated stack plan, given by the number of unloading operations minus the associated dual variables $v$. Constraints (7) stipulate that exactly one container must be stowed in tier $r \in R$ upon leaving port $i \in P_1^{n-1}$.

Constraints (8) establish the link between $\alpha$ and $\beta$ variables: $\beta_{ijr}$ is equal to 1 if $r$ containers are stowed in the stack upon leaving port $i$. Constraints (9) ensure that at most one of the $\beta_{ijr}$ variables associated to the pair of ports $(i, j) \in \tilde{S}$ is equal to 1. For example, let us assume that, upon leaving Port 1, three 2-containers are stowed in the stack, thus meaning that $\sum_{r \in R} \alpha_{12r} = 3$. Variable $\beta_{123} = 1$ must be set equal to 1; this is modeled with constraint (8) (i.e., $\sum_{r \in R} \alpha_{12r} = \sum_{r \in R} \beta_{12r}$) and with constraint $\sum_{r \in R} \beta_{12r} \leq 1$. Nevertheless, $\sum_{r \in R} \beta_{ijr} \leq 1$ can be lifted by adding the first summation of constraint (9) (i.e., $\sum_{(i, k) \in \tilde{S}, k \neq j} \beta_{ijk}$) because, as soon as the stack is filled up with $\bar{r}$ containers destined to one of the ports $k \in P_1^{n-1}, k \neq j$, then no $j$-containers can be stowed in the stack (i.e., $\sum_{(i, k) \in \tilde{S}, k \neq j} \beta_{ijk} = 1$ and $\sum_{r \in R} \beta_{ijr} = 0$).

Constraints (10) force variable $\xi_{ijr}$ to be equal to 1 whenever the container stowed in tier $r$ upon leaving port $i \in P_1^{n-1}$ is unloaded in port $i + 1$, notwithstanding its destination port. For example, consider variable $\xi_{21r}$, which is equal to 1 if the container stowed in Port 2 in tier 1 is unloaded in Port 3. Because of constraints (7), one of the variables $\alpha_{21i}$, with $i \in P_1^{n-1}$, must be equal to 1. Let us assume that $\alpha_{241} = 1$, meaning that a 4-container is stowed in tier 1 upon leaving Port 2. If this 4-container is unloaded in Port 3, then $\alpha_{341} = 0$, thus setting $\xi_{21r}$ equal to 1 ($\xi_{21r} \geq \alpha_{241} - \alpha_{341} = 1 - 0$). Otherwise, if the 4-container is not unloaded in Port 3, then $\alpha_{341} = 1$, and $\xi_{21r} = 0$ ($\xi_{21r} \geq \alpha_{241} - \alpha_{341} = 1 - 1$).

Constraints (11) guarantee that, if the container stowed in tier $r \in R$ upon leaving Port $i \in P_1^{n-1}$ is unloaded in port $i + 1$, then all containers stowed on top of it are unloaded as well. Constraints (12) set variables $\beta_{ijr}$ equal to 0 if the total number of $j$-containers originated from Port 1 to $i$ (i.e., $\bar{r}$), with $(i, j) \in \tilde{S}$, is less than $r \in R$. Integrality on the decision variables is imposed with constraints (13)–(14).
The minimum reduced cost stack plan \( s \in \mathcal{S} \) is defined as \( c^*_r_{ijr} = \beta^*_r_{ijr} \) for each \((i, j) \in \mathcal{S}\) and each \( r = 1, \ldots, \bar{r} \), where \( \beta^* \) is the optimal solution of (6)–(14).

### 5.2. An MIP Model to Price Out Port Layouts

Let \( \mathcal{H}_i \) be the index set of all feasible stack patterns for port \( i \in P_n^{-1} \), where each stack pattern \( h \in \mathcal{H}_i \) is a subset of \( \bar{r} \) containers destined to ports \( i + 1, \ldots, n \) that can be stowed, with no overstowage, in a single stack. Each stack pattern \( h \in \mathcal{H}_i \) is represented by an \((n-i)\)-dimensional vector \( w^h \in \mathbb{Z}^{n-i} \) such that \( \sum_{j=1}^{n-i} w^h_j = \bar{r} \) and \( w^h_j \leq \tilde{t}_{ijr} \) for each \( j \in P^{-1}_{i+1} \), where \( w^h_j \) is the number of \( j \)-containers stowed in the stack pattern.

Let \( \chi_{ih} \in \mathbb{Z}_+ \) be a nonnegative integer variable representing the number of stacks implementing stack pattern \( h \in \mathcal{H}_i \), in port layout of Port \( i \in P_n^{-1} \), and let \( d_{ih} \) be the reduced cost of stack pattern \( h \in \mathcal{H}_i \), computed as \( d_{ih} = \sum_{j \in P^{-1}_{i+1}} w^h_j \cdot v_{ijw^h_j} \). Then, the pricing problem for port layouts for a given port \( i \in P_n^{-1} \) can be formulated as follows:

\[
\begin{align*}
\min \ & \left\{ \sum_{h \in \mathcal{H}_i} d_{ih} \chi_{ih} - u_i \right\} \\
\text{s.t.} \ & \sum_{h \in \mathcal{H}_i} w^h_j \chi_{ih} = \tilde{t}_{ijr}, \quad j \in P^{-1}_{i+1}, \quad (16) \\
\ & \chi_{ih} = \bar{c}_r, \quad (17) \\
\ & \chi_{ih} \in \mathbb{Z}_+, \quad h \in \mathcal{H}_i. \quad (18)
\end{align*}
\]

The objective function (15) minimizes the reduced cost of the optimal port layout. Constraints (16) stipulate that all transports from Port \( i \) have to be satisfied. Constraint (17) guarantees that \( \bar{c} \) stack patterns are selected. Integrality on the decision variables is imposed with constraints (18).

The minimum reduced cost port layout \( l \) is defined as \( a^l_{ijr} = \sum_{h \in \mathcal{H}_i} w^h_j \cdot x^*_r_{ih} \) for each \( j \in P^{-1}_{i+1} \) and \( r = 1, \ldots, \bar{r} \), where \( x^* \) is the optimal solution of (15)–(18).

Note that the formulation (15)–(18) has an exponential number of variables because the number of stack patterns of the sets \( \mathcal{H}_i \) increases exponentially with the number of ports. Therefore, to use formulation (15)–(18) to solve the pricing problem for port layouts, a column generation strategy needs to be applied unless it is possible to enumerate all stack patterns (i.e., all of the variables \( \chi \)) a priori. The computational experiments reported in Section 8 involve instances with up to 10 ports and up to 10 tiers per stack (i.e., \( \bar{r} \leq 10 \)), so it is possible to completely enumerate the sets \( \mathcal{H}_i \) a priori. Thus, to solve the pricing problem for port layouts, we simply solve problem (15)–(18) by using a general-purpose MIP solver after numerating all of the stack patterns and the corresponding variables \( \chi \).

### 6. A Lower Bounding Procedure Based on the New Formulation

To efficiently solve the MP, two main tools can be used: heuristic algorithms to price out columns, and stabilization techniques to stabilize the dual variables and limit the number of iterations of the CG procedure. In this section, we outline the bounding procedure we propose to solve the MP and its main ingredients. The reader interested in a detailed description of the procedure is referred to the online appendix, where all details and a pseudo-code are provided.

The CG bounding procedure solves the RMP by starting with a small subset of variables \( x \) and \( y \) corresponding to a CSP solution obtained via a greedy algorithm (see Section 6.1). At each iteration, stack plans of negative reduced cost are generated via two heuristic algorithms (see Sections 6.4.1 and 6.4.2), and the most negative reduced cost stack plan found by each of the two procedures is added to the RMP; as soon as none of the heuristics can find negative reduced cost columns, the exact MIP model described in Section 5.1 is used. Similarly, at each iteration, port layouts of negative reduced costs are also generated via a heuristic algorithm (see Section 6.4.3); the most negative reduced cost port layout found (if any) is added to the RMP; if the heuristic cannot find any negative reduced cost port layout, the exact MIP of Section 5.2 is solved. To speed up the solution process, the RMP is initialized with an additional set of columns to stabilize the dual variables (see Section 6.3), and the CG process is terminated as soon as \( z_{\text{RMP}} \) is not greater than a combinatorial lower bound computed as described in Section 6.2.

The procedure to initialize the RMP, to compute the combinatorial lower bound, the columns added to stabilize the CG procedure, and the three heuristic pricing algorithms are described next.

#### 6.1. Initializing the Restricted Master Problem

The RMP is initialized with the variables \( x \) and \( y \) of the set of stack plans and port layouts of a CSP solution computed via a greedy heuristic algorithm with a polynomial running time.

The greedy algorithm can be outlined as follows. First, the algorithm decides where each container originating from Port 1 is stowed upon leaving Port 1; this is done in a way that no overstowage occurs. Then, the algorithm iteratively defines the loading/unloading operations in Ports 2 to \( n - 1 \). In each port \( j \), first all \( j \)-containers, along with containers stowed on top of them (i.e., containers to shift), are unloaded. Then, all containers either originating from port \( j \) or that need to be shifted are loaded on board by starting from the containers destined to the farthest port; in this loading phase, the algorithms makes an attempt to load \( j \)-containers on top of other \( j \)-containers (if possible) or to fill up entire stacks with containers having the same
destination; when this is not possible, overstowage takes place.

Our computational experiments with the lower bounding procedure suggested that the procedure used to initialize the RMP does not affect the performance of the lower bounding procedure. Therefore, we do not report further details on the greedy heuristic algorithm.

6.2. A Combinatorial Lower Bound
In this section, we describe a simple combinatorial lower bound, \( LB_0 \), to the optimal value of (1)–(5). In the lower bounding procedure, CG is stopped as soon as \( z_{RMP} \) is not greater than \( LB_0 \). This allows to save some CG iterations and speed up the solution process.

Let us call a port \( j \in P_{n-1}^n \) a critical port if \( t_{ij} = 0 \) for all \( k \in P_{n-1}^n \) and \( t_{ij} = 0 \) for all \( k \in P_{n}^n \), that is, the first two rows of the transportation matrix \( T \) read as

\[
T = \begin{bmatrix}
0 & t_{12} & t_{13} & \ldots & t_{1j} & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 & t_{2,j+1} & t_{2,j+2} & \ldots & t_{2,n}
\end{bmatrix}.
\]

Let \( j^* \) (if any) be the first critical port.

**Proposition 1.** If \( n \geq 4, \bar{r} \geq 2 \), \( T \) is full-loading, \( j^* \) exists, and \( (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} \neq 0 \), then at least \( LB_{\text{shifts}} \) shifts are needed in any feasible stowage plan, where

\[
LB_{\text{shifts}} = \min \left\{ \left( \sum_{k=3}^{\bar{r}} t_{1k} \right) \mod \bar{r}, \bar{r} - \left( \left( \sum_{k=3}^{\bar{r}} t_{1k} \right) \mod \bar{r} \right) \right\}.
\]

**Proof.** For the sake of clarity, we refer to Figure 4, where white containers represent containers from Port 1 to Port 2, gray containers originate from Port 1 and are destined to Ports 3, 4, \ldots, \( j^* \), and black containers originate from Port 2. Note that, because \( (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} \neq 0 \), there has to be at least one stack with both white and gray containers upon leaving Port 1 and at least one stack with both gray and black containers upon leaving Port 2. There are two cases to consider:

Case 1. \( \bar{r} - (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} \leq (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} \) (i.e., \( (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} \geq \bar{r}/2 \))—as all black containers to load in Port 2 are discharged after all gray containers are already on board, there will be at least \( \bar{r} - ((\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r}) \) black containers on top of gray containers; this will cause \( \bar{r} - ((\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r}) \) shifts in a later port; on the other hand, it would take \( (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} \) shifts to avoid overstowage at Port 2.

Case 2. \( (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} < \bar{r} - ((\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r}) \) (i.e., \( (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} < \bar{r}/2 \))—overstowage can be avoided at Port 2 if the \( (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} \) gray containers stowed in the stack with white containers are shifted; this implies \( (\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r} \) shifts; on the other hand, it would not be convenient leaving the gray containers under the black ones because this would cause \( \bar{r} - ((\sum_{k=3}^{\bar{r}} t_{1k}) \mod \bar{r}) \) shifts in a later port.

Therefore, at least \( LB_{\text{shifts}} \) shifts as defined in (19) are necessary.

Because of Proposition 1, a valid lower bound, \( LB_0 \), to the optimal solution of (1)–(5) is \( LB_0 = n \text{ Cont} + LB_{\text{shifts}} \).

6.3. Stabilizing the Master Problem
To limit the computing time of the CG bounding procedure, some stabilization of the dual variables is needed because of high degeneracy of the MP. A successful stabilization technique used in the literature is to add cuts to the MD to limit the range of the dual variables. Ideally, good inequalities restrict the set of feasible solutions of the MD without cutting off any of its optimal solutions so that the final lower bound does not change: such inequalities are called dual optimal inequalities (DOIs; Ben Amor, Desrosiers, and Valerio de Carvalho 2006). A category of problems on which DOIs have been extensively studied and successfully applied is cutting stock problems (see, e.g., Ben Amor, Desrosiers, and Valerio de Carvalho 2006; Alves and de Carvalho 2008; Clautiaux et al. 2011).

When we initialize the RMP, we add three sets of inequalities to the MD for each pair of ports \((i, j)\) \( \in \bar{E} \):

- Let \( E_1 = \{(q_1, q_2) : 1 \leq q_1 < q_2 \leq \bar{r} \land t_{ij} \mod q_1 = 0 \land t_{ij} \mod q_2 = 0 \} \), then

\[
v_{ij} = \frac{q_2}{q_1} v_{ijq_1} \quad (q_1, q_2) \in E_1.
\]

- Let \( E_2 = \{(q_1, q_2, m) : 1 \leq q_1 \leq \bar{r} - 2 \land q_1 + 2 \leq q_2 \leq \bar{r} \land 2 \leq m \leq q_2 \land (q_1 + q_2) \mod m = 0 \} \), then

\[
v_{ij} + v_{ij} \leq m \cdot v_{ijq_1} \quad (q_1, q_2, m) \in E_2.
\]

where \( q_3 = (q_1 + q_2)/m \).
• Let $\ell_3 = \{(q_1, q_2, q_3) : 1 \leq q_1 < q_2 < q_3 < \bar{r} \land q_3 = q_1 + q_2\}$, then

$$v_{ijq} \leq v_{iq} + v_{jjq}, \quad (q_1, q_2, q_3) \in \ell_3. \quad (22)$$

The main idea behind inequalities (20)–(22) is to rank the dual variables $v_{ijq}$ in a way that, when solving the pricing problems, columns (both stack plans and port layouts) where containers of the same transport $(i, j) \in \mathcal{I}$ are stowed in as few stacks as possible are prioritized over columns where each stack contains containers with many different destinations. Indeed, we have observed that, in most optimal CSPP solutions, there are many stacks with containers with the same destination upon leaving each port and very few stacks are shared by containers with different destinations. Consider the following three examples of inequalities (20)–(22):

• Example of (20). Given $\ell_{ij} = 30$, $q_1 = 1$, and $q_2 = 3$, inequality $v_{ij3} \leq 3v_{ij1}$ is added; this prioritizes a port layout where three $j$-containers are stowed in a single stack upon leaving port $i$ over a port layout where the same three $j$-containers are stowed in three different stacks.

• Example of (21). Given $q_1 = 1$, $q_2 = 5$, and $m = 3$, inequality $v_{ij1} + v_{ij5} \leq 3v_{ij2}$ is added; this prioritizes a port layout where six $j$-containers are split into two stacks (one with a single $j$-container and another with five containers) over a port layout where six $j$-containers are stowed in three different stacks (two in one stack and four in the other).

• Example of (22). $q_1 = 2$, $q_2 = 4$, and $q_3 = 6$, then inequality $v_{ij6} \leq v_{ij2} + v_{ij4}$ is added; a port layout where six $j$-containers are stowed in the same stack upon leaving port $i$ is prioritized over a port layout where the six $j$-containers are stowed in two different stacks (two in one stack and four in the other).

Unfortunately, we did not manage to prove that inequalities (20)–(22) are DOIs, but the computational results reported in Section 8 show that the final lower bound achieved with and without these cuts did not change in the instances we tested, thus suggesting that (20)–(22) may be DOIs. Besides that, adding these cuts to the initial RMP (as extra columns) significantly decreases the total computing time of the bounding procedure—up to 99% in some test instances.

Note that, if inequalities (20)–(22) are not DOIs and the MP is then overstabilized, the lower bounding procedure is still correct (as we do not require the primal feasibility of the final MP solution), but the final lower bound is simply worse, i.e., strictly lower than $z_{MP}$.

### 6.4. Heuristic Algorithms for Pricing Problems

In this section, we describe the three heuristic procedures to price out columns. The first two procedures, HeuX1 and HeuX2, generate heuristic solutions of the pricing problem for stack plans; both procedures are based on dynamic programming (DP), but HeuX1 considers stack plans without any shifts only, while HeuX2 allows shifts under particular circumstances. The third heuristic algorithm, HeuY, prices out port layouts.

#### 6.4.1. Procedure HeuX1

In Section 5.2, we introduced the concept of stack patterns, which is also used in Procedure HeuX1. For each stack pattern $h \in \mathcal{H}_i$ of port $i \in P_i^{-1}$, let us define a set of predecessors $\mathcal{P}(h, i, \ell_{ij}) \subseteq \mathcal{H}_{i-1}$ that contains the subset of stack patterns of port $i - 1$ that can turn into stack pattern $h$ after all discharges and loadings are completed, but without shifts. For each stack pattern $h \in \mathcal{H}_i$, the set of predecessors $\mathcal{P}(h, i)$ is empty; for stack pattern $h \in \mathcal{H}_i$, of port $i \in P_i^{-1}$, the set $\mathcal{P}(h, i)$ is defined as

$$\mathcal{P}(h, i) = \{ h' \in \mathcal{H}_{i-1} : (\tau(h') = 0) \lor (\tau(h') > 0 \land w_h = w^h_{ij}, \forall j > \tau(h') \land w^h_{ij} \geq w^h_{ij} \} \},$$

where, for each $h \in \mathcal{H}_i$, $i \in P_i^{-2}$, $\tau(h)$ is the first destination port of the containers stowed in stack pattern $h$, excluding port $i + 1$, i.e.,

$$\tau(h) = \begin{cases} 0 & \text{if } w^h_{i+1} = \bar{r}, \\ \arg \min \{w^h_{ij} : w^h_{ij} > 0\} & \text{otherwise.} \end{cases}$$

An example of the set $\mathcal{P}(h, i)$ of a stack pattern is provided in Figure 5.

Let $f(h, i)$ be the minimum reduced cost of any stack plan that (a) implements stack pattern $h \in \mathcal{H}_i$ in port $i \in P_i^{-1}$, (b) has been derived from any stack patterns of the sets $\mathcal{H}_i$, at ports $i' = 1, \ldots, i - 1$, and (c) does not require any shifts in any port. Moreover, let $\nu(h)$ be the sum of the dual variables of constraints (3) associated with stack pattern $h$, defined as $\nu(h) = \sum_{r \in P_i^{-1}} \nu_{ijr} w^h_{ijr}$. The most negative reduced cost stack plan without shifts can be computed with the following DP recursion:

Initialization: $f(h, 1) = -\nu(h), \forall h \in \mathcal{H}_1$.

Recursive step: $f(h, i) = \min_{h' \in \mathcal{P}(h, i)} \{ f(h', i - 1) - \nu(h) + w_{ij}^h \}, \forall i \in P_i^{-2} \land h \in \mathcal{H}_i$.

Note that $\mathcal{H}_{n-1}$ contains one vector only (i.e., $w^h = (w^h_{ij}) = (\bar{r})$). The stack plan of minimum reduced cost is given by the stack plan $h \in \mathcal{H}_{n-1}$ and has a reduced cost $f(h, n - 1) + \bar{r}$. If it has a negative reduced cost, it is added to the RMP whenever procedure HeuX1 is called.

#### 6.4.2. Procedure HeuX2

Let us define a stack layout of port $i \in P_i^{-1}$ as a vector $\lambda \in \{0, 1\}^{(n-i)j}$, where $\lambda_{ij} (j \in P_i^{-1}, r \in R)$ is equal to 1 if a $j$-container is stowed in tier $r$ of a given stack upon leaving port $i$ (0 otherwise). Overstowage is allowed in stack layouts. Note that a stack plan consists of a stack layout for each port $i \in P_i^{-1}$.

Among all possible stack layouts, let us consider the following two sets of stack layouts for port $i \in P_i^{-1}$:
Stack layouts without overstowage, with containers with at most four different destinations, and with those destined to the same port stowed in consecutive tiers. Given an additional auxiliary variable \( \eta_j \in \{0, 1\} \) \((j \in P_{i+1}^n)\) indicating if at least one \(j\)-container is stowed (0 otherwise), this set of stack layouts corresponds to all feasible solutions \( \lambda \in \{0, 1\}^{(n-i)l} \) of the following constraints:

\[
\sum_{j=i+1}^{n} \lambda_{jr} = 1, \quad r \in R, \quad (23)
\]

\[
\sum_{r \in R} \lambda_{jr} \leq \min\{\bar{r}, \bar{t}_{ij}\}\eta_{jr}, \quad j \in P_{i+1}^n, \quad (24)
\]

\[
\sum_{j=i+1}^{n} \eta_{jr} \leq 4, \quad (25)
\]

\[
\sum_{j=i+1}^{n} j\lambda_{jr} \geq \sum_{j=i+1}^{n} j \bar{\lambda}_{jr+1}, \quad r \in R^{-}, \quad (26)
\]

where constraints (23) state that exactly one container has to be stowed in each tier, constraints (24) are on/off constraints to set \( \eta_{jr} \) equal to 1 whenever at least one \( j \)-container is stowed in the stack layout, constraints (25) ensure that containers are destined to no more than four ports, and constraints (26) prevent overstowage.

All stack layouts with containers destined to exactly two ports, with containers destined to the same port stowed in consecutive tiers, and with overstowage. Therefore, this set of stack layouts corresponds to all feasible solutions of the following constraints:

\[
\sum_{j=i+1}^{n} \eta_{jr} = 2, \quad (27)
\]

\[
\sum_{j=i+1}^{n} j\lambda_{jr} \leq \sum_{j=i+1}^{n} j \bar{\lambda}_{jr+1}, \quad r \in R^{-}, \quad (23)–(24).
\]

For each port \( i \in P_{i+1}^{n-1} \), let us define the set \( \Lambda_i \) of stack layouts as \( \Lambda_i = \{\lambda \in \{0, 1\}^{(n-i)l} : (23)–(26)\} \cup \{\lambda \in \{0, 1\}^{(n-i)l} : (23)–(24), (27)–(28)\} \). Note that \( \Lambda_i \) contains a subset of all feasible stack layouts that make up the entire set \( \mathcal{F} \) of stack plans defined in Section 4. Four examples of stack layouts of the set \( \Lambda_1 \) of Port 1 for an instance with five ports and six tiers per stack are given in Figure 6; the first two stack layouts on the left satisfy constraints (23)–(26), and the second two stack layouts on the right satisfy constraints (23)–(24) and (27)–(28).

Let \( v(\lambda) \) be the sum of the dual variables of (3) associated with stack layout \( \lambda \in \Lambda_i \) \( (i \in P_{i+1}^{n-1}) \) defined as \( v(\lambda) = \sum_{j \in P_{i+1}^n} w_j \eta_j \), where \( w_j = \sum_{r \in R} \bar{\lambda}_{jr} \). Moreover, let \( g(\lambda', \lambda) \) be a compare function that returns the number of unloading operations (if any) that need to be performed to implement stack layout \( \lambda' \) at port \( i - 1 \) and stack layout \( \lambda \) at port \( i \), with \( i \in P_{i+1}^{n-1} \), defined as

\[
g(\lambda', \lambda) = \begin{cases} 0 & \text{if } \lambda'_i = \lambda_{jr}, \forall j \in P_{i+1}^n, \forall r \in R, \\ r - r'(\lambda', \lambda) + 1 & \text{otherwise}, \end{cases}
\]

where \( r'(\lambda', \lambda) = \arg\min_{r \in R} \{\lambda'_i \neq \lambda_{jr}, j \in P_{i+1}^n\} \), that is, \( r'(\lambda', \lambda) \) is the index of the first tier from the bottom of the stack where the container stowed in stack layout \( \lambda' \) has a destination port different from the container stowed in the same tier of stack layout \( \lambda \).

Let \( f(\lambda, i) \) be the minimum reduced cost of any stack plan that implements stack layout \( \lambda \) at Port \( i \in P_{i+1}^{n-1} \) and has implemented any stack layout of the sets \( \Lambda_i \) at Ports \( l = 1, \ldots, i - 1 \). Functions \( f(\lambda, i) \) can be computed with the following DP recursion:

**Initialization:** \( f(\lambda, 1) = -v(\lambda), \quad \forall \lambda \in \Lambda_1 \).

**Recursive step:**

\[
f(\lambda, i) = \min_{\lambda' \in \Lambda_{i-1}} \{f(\lambda', i - 1) - v(\lambda) + g(\lambda', \lambda)\}, \quad \forall i \in P_{i+1}^{n-1} \forall \lambda \in \Lambda_i.
\]

Note that \( \Lambda_{n-1} \) contains one vector only (i.e., \( \lambda = (\lambda_r) = 1, \forall r \in R \)). A stack plan of minimum reduced
cost w.r.t. the sets $\Lambda_i$ is given by this vector $\lambda \in \Lambda_{n-1}$ and has reduced cost $f(\lambda, n - 1) + \hat{r}$.

### 6.4.3. Procedure HeuY

Solving the pricing problem for port layouts to optimality (as described in Section 5.2) at each iteration of the lower bounding procedure is time-consuming. Therefore, we rely on a heuristic pricing algorithm based on the MIP model (15)–(18). In particular, we set equal to zero all $x_{ih}$ variables corresponding to stack patterns $h \in \mathcal{H}$, having containers destined to more than three ports, i.e., $x_{ih} = 0$ if $\sum_{j \in \mathcal{J}_{i+1}} a_{ijc}^h > 0$, and solve (15)–(18) with the remaining $x_{ih}$ variables.

### 7. Finding an Optimal Stowage Plan

The lower bounding procedure described in Section 6 returns a lower bound LB to the CSPP, but does not necessarily provide any (optimal) stowage plan. We could not envision promising ways of embedding the procedure into an exact branch-and-price algorithm, so we propose a solution method, based on the lower bound LB, that chooses between two MIP models that we propose in this section to find an optimal solution.

If $LB = n \text{Cont}$, the MIP model described in Section 7.1 is solved to find a stowage plan with no shifts; clearly, if such a plan exists, it is also optimal for CSPP. Otherwise, if $LB > n \text{Cont}$ (i.e., at least $LB - n \text{Cont}$ shifts are necessary), another MIP model (see Section 7.2) where shifts are allowed in a small subset of the stacks is solved; if a stowage plan with a number of shifts equal to $LB - n \text{Cont}$ is found, then it is clearly an optimal one for CSPP.

Such a solution method strongly relies on the quality of the lower bound LB and has the drawback that no feasible stowage plans may be found. Computational results in Section 8 show that it is still a successful solution method for most test instances with up to 10 ports and 500 stacks.

#### 7.1. Finding an Optimal Stowage Plan Without Shifts

The MIP model described in this section is run if the bounding procedure suggests that a stowage plan with no shifts may exist (i.e., whenever $LB = n \text{Cont}$). Shifts are prevented, so if the optimal CSPP solution requires a strictly positive number of shifts, it cannot be found by this MIP.

Let $a_{ijc} \in \mathbb{Z}_+$ be an integer variable equal to the number of $j$-containers loaded in stack $c \in \mathcal{C}$ in port $i \in P_{n-1}$ (which is different from the number of $j$-containers stowed in stack $c \in \mathcal{C}$ upon leaving port $i$), and let $\zeta_{ijc} \in \{0, 1\}$ be a binary variable equal to 1 if, upon leaving port $i \in P_{n-3}$, in stack $c \in \mathcal{C}$ there is at least one container destined to a port $k \in P_{n-3}$, where $j \in P_{n+1}$. A stowage plan without shifts corresponds to an optimal solution of the following problem having an optimal value $z_0$ equal to $n \text{Cont}$:

$$
\begin{align*}
z_0 &= \max \sum_{(i,j) \in \mathcal{J}} \sum_{c \in \mathcal{C}} a_{ijc} \quad (29) \\
\text{s.t.} \quad &\sum_{c \in \mathcal{C}} a_{ijc} \leq t_{ij}, \quad (i,j) \in \mathcal{J}, \\
&\sum_{(k,j) \in \mathcal{J}} \sum_{c \in \mathcal{C}} a_{kjc} \leq \hat{r}, \quad i \in P_{n-1}, \ c \in \mathcal{C}, \\
&\sum_{(i,h) \in \mathcal{J}} \sum_{j \in \mathcal{J} \in P_{n+1}} a_{ijc}^h \leq \hat{r} \zeta_{ijc}, \ i \in P_{n-3}, \ j \in P_{n+3}, \ c \in \mathcal{C}, \\
&\sum_{(i+1,k) \in \mathcal{J}} \sum_{j \in \mathcal{J} \in P_{n+1}} a_{ijc} \leq \hat{r}(1 - \zeta_{ijc}), \ i \in P_{n-3}, \ j \in P_{n+3}, \ c \in \mathcal{C}, \\
&\zeta_{ijc} \in \{0, 1\}, \ i \in P_{n-3}, \ j \in P_{n+3}, \ c \in \mathcal{C}. \quad (35)
\end{align*}
$$

The objective function (29) maximizes the number of containers that are loaded on board in each port, which is at most $n \text{Cont}$. Constraints (30) state that each transport $(i,j) \in \mathcal{J}$ must be satisfied. Constraints (31) impose on the solution not to exceed the number of tiers per stack. Constraints (32) are on/off constraints for variables $\zeta_{ijc}$ setting them equal to 1, for a given port $i \in P_{n-3}$, a given port $j \in P_{n+3}$, and a given stack $c \in \mathcal{C}$, whenever stack $c$ contains containers destined to one of the ports from $i + 2$ to $j - 1$. Constraints (33) stipulate that, if $\zeta_{ijc}$ is equal to 1, then containers destined to ports $j, j + 1, \ldots, n$ cannot be loaded into stack $c \in \mathcal{C}$ in port $i + 1$. Constraints (34)–(35) define the range of the decision variables.

To better clarify constraints (32) and (33), let us consider the following example: $n = 8$, $\hat{r} = 10$, and, for a given stack $c \in \mathcal{C}$, $\omega_{12c} = 6$, $\omega_{15c} = 1$, $\omega_{18c} = 3$, $\omega_{23c} = 4$, $\omega_{27c} = 2$. In stack $c$ at Port 1, three 8-containers have been stowed in the bottommost tiers, one 7-container has been stowed on top of the previous three containers, and six 2-containers have been stowed in the topmost tiers. At Port 2, the six 2-containers have been discharged and have been replaced by two 7-containers and four 3-containers. In Port 3, the four topmost containers will be discharged, but, as overstowage is prevented, containers destined to Port 8 cannot be further loaded in stack $c$. Indeed, the left-hand side of constraint (32) for $i = 2$ and $j = 8$ reads as $\omega_{14c} + \omega_{15c} + \omega_{16c} + \omega_{17c} + \omega_{24c} + \omega_{25c} + \omega_{26c} + \omega_{27c} = 3$, which implies $\zeta_{2c6} = 1$. Constraint (33) for $i = 2$ and $j = 8$ sets $\omega_{38c}$ equal to 0, thus preventing 8-containers to be loaded in the stack in Port 3. On the contrary, constraints (32) leave $\zeta_{2c5} = \zeta_{2c6} = \zeta_{2c7} = 0$, so $\omega_{35c}, \omega_{36c},$ and $\omega_{37c}$ are allowed to take strictly positive values because of constraints (33).

Indeed, in Port 3, containers destined to Ports 5, 6, and 7 can replace the four 3-containers that are discharged.
7.2. Finding an Optimal Stowage Plan with Shifts

Whenever the lower bound LB returned by the bounding procedure of Section 6 is strictly greater than \( n \) Cont, shifts are necessary in any feasible stowage plan. In this case, to find an optimal stowage plan, we run the MIP model described in this section. This MIP extends the MIP model described in Section 7.1 on the set of stacks \( C_N \) that is, \( a_{ijc} \) \( \in \mathbb{Z}_+ \) equals the number of \( j \)-containers added in stack \( c \in C_N \) at port \( i \in P_{n-1} \), and \( \zeta_{ijc} \), \( \in \{0,1\} \) equals 1 if, upon leaving port \( i \in P_{n-1} \), stack \( c \in C_N \) there is at least one container destined to a port \( k \in P_{n+1} \), where \( j \in P_{n-1} \). The other three sets of variables are \( \mu_{ijc} \) \( \in \{0,1\} \), which equals 1 if, upon leaving port \( i \in P_{n-1} \), a \( j \)-container (with \( j \in P_{n-1} \)) is stowed in tier \( r \in R \) of stack \( c \in C_N \) \( \in \{0,1\} \), which equals 1 if the container stowed in tier \( r \in R \) of stack \( c \in C_N \) upon leaving Port \( i \in P_{n-1} \) is unloaded at Port \( i+1 \); and \( \delta_{ijc} \) \( \in \mathbb{R}_+ \), which indicates the number of \( j \)-containers that should be on board upon leaving Port \( i \in P_{n-1} \) but were not loaded.

The proposed MIP model reads as follows:

\[
\begin{align*}
    z_i &= \min \left\{ \sum_{(i,j) \in \mathcal{J}} M \delta_{ij} + \sum_{(i,j) \in \mathcal{J}, c \in C_N} a_{ijc} + \sum_{i=1}^{n-1} \sum_{r \in R \in C_N} \gamma_{ir} c = C_N, \right. \\
    & \text{s.t.} \sum_{c \in C_N} a_{ijc} + \sum_{c \in C_N} \sum_{r \in R \in C_N} \mu_{ijrc} - \mu_{i-1,irc} \leq t_{ijc}, \quad (i,j) \in \mathcal{J}, \\
    & \sum_{(i,j) \in \mathcal{J}, c \in C_N} a_{ijc} \leq \bar{r}, \quad i \in P_{n-1}, c \in C_N, \\
    & \sum_{(i,j) \in \mathcal{J}, c \in C_N} \mu_{ijrc} \leq \bar{r} \zeta_{ijc}, \quad i \in P_{n-1}, j \in P_{n-1}, c \in C_N, \\
    & \sum_{(i,j) \in \mathcal{J}, c \in C_N} \mu_{ijrc} \leq \bar{r} (1 - \zeta_{ijc}), \quad \bar{r} \zeta_{ijc}, \quad i \in P_{n-1}, j \in P_{n-1}, c \in C_N, \\
    & \sum_{r \in R \in C_N} \mu_{ijrc} \leq \bar{r}, \quad (i,j) \in \mathcal{J}, \\
    & \sum_{j=1}^{n} \mu_{ijrc} \leq 1, \quad \bar{r} \zeta_{ijc}, \quad r \in R, c \in C_N, \\
    & \gamma_{ir} \geq \mu_{i1rc} - \mu_{i1rc}, \quad (i,j) \in \mathcal{J}, r \in R, c \in C_N, \\
    & \gamma_{ir} \leq \gamma_{r+1,irc}, \quad i \in P_{n-1}, r \in R, c \in C_N, \\
    & \mu_{ijc} \in \mathbb{Z}_+, \quad (i,j) \in \mathcal{J}, c \in C_N, \\
    & \zeta_{ijc} \in \{0,1\}, \quad i \in P_{n-1}, j \in P_{n-1}, c \in C_N, \\
    & \mu_{ijc} \in \{0,1\}, \quad (i,j) \in \mathcal{J}, r \in R, c \in C_N, \\
    & \gamma_{ir} \in \{0,1\}, \quad i \in P_{n-1}, r \in R, c \in C_N, \\
    & \delta_{ijc} \in \mathbb{R}_+, \quad (i,j) \in \mathcal{J}, \\
\end{align*}
\]

where \( M \) in the objective function (36) represents a large enough number.

The objective function (36), first, minimizes the number of containers not loaded (i.e., aims to set all \( \delta \) variables to 0) and then minimizes the total number of shifts; note that any feasible stowage plan corresponds to a solution where all \( \delta_{ij} \) are 0, and the second and third term of the objective function count the number of discharges in stacks \( C_N \) and the number of discharges plus the number of shifts in stacks \( C_Y \), respectively. Constraints (37) guarantee that, if all containers are loaded, each transport \( t_{ijc} \), \( (i,j) \in \mathcal{J} \), is not exceeded. Constraints (38)–(40) correspond to constraints (31)–(33). Constraints (41) link variables \( \mu_{ijc} \), \( \mu_{ir} \), and \( \delta_{ijc} \) and set \( \delta_{ij} \) equal to the number of \( j \)-containers not loaded upon leaving Port \( i \) (with \( (i,j) \in \mathcal{J} \)). Constraints (42) stipulate that at most one container can be stowed in each tier \( r \in R \) of stack \( c \in C_N \) upon leaving Port \( i \in P_{n-1} \). Constraints (43) are on-off constraints for variables \( \gamma_{ir} \) that are set equal to 1 whenever the container stowed in tier \( r \in R \) of stack \( c \in C_N \) upon leaving Port \( i \in P_{n-1} \) is unloaded at Port \( i+1 \). Constraints (44) stipulate that the container loaded in tier \( r+1 \) of stack \( c \in C_N \) at port \( i \in P_{n-1} \) has to be unloaded if the container stowed in tier \( r \in R \) (or any of the tiers underneath) is unloaded. Constraints (45)–(49) define the range of the decision variables.

To make use of the lower bound LB in model (36)–(49), the following constraint is added:

\[
\begin{align*}
    \sum_{(i,j) \in \mathcal{J}, c \in C_N} a_{ijc} + \sum_{r \in R \in C_N} \gamma_{ir} c = \text{LB},
\end{align*}
\]

which allows to stop the MIP model as soon as a solution of cost LB is found. Moreover, the number of stacks where shifts are allowed is set equal to the minimum number of shifts returned by LB, that is, \( |C_Y| = \min \{ \bar{r}, \text{LB} - n \text{ Cont} \} \).

8. Computational Results

In this section, we report the computational results of the lower bounding procedure described in Section 6 and the proposed method for finding an optimal stowage plan described in Section 7. A comparison with the compact formulations of Avriel and Penn (1993) and Ding and Chou (2015), which represent the state-of-the-art exact methods to solve the CSP, is provided; both formulations are reported in the online appendix. We coded both formulations and solved them by using Cplex (version 12.6.1). Our algorithms were coded in C compiled with Visual Studio 2015 and by using Cplex callable libraries (version 12.6.1) to solve formulation (6)–(14) to price out stack plans, formulation (15)–(18) to price out port layouts, and formulations (29)–(35), (36)–(49) to find an optimal stowage plan. All algorithms and models were run on a single
thread of an Intel Core i7-6700K at 4 GHz equipped with 24 GB RAM. All computing times are in seconds rounded to the nearest integer.

8.1. Test Instances
As test instances used in prior papers were not available, we generated 405 instances of five types (Long, Mixed, Short, Authentic, and Required) with different features of the transportation matrix. All transportation matrices are full-loading as assumed throughout the paper.

Long, Mixed, and Short instances were described and tested by Avriel et al. (1998). In Long instances, containers stay on average a long period of time on board. In Short instances, containers stay on average a short period of time on board. In Mixed instances, there is a more random distribution of the magnitude of the transports, so long and short distance transports are mixed. The reader is referred to Avriel et al. (1998) for a detailed description of these three sets.

Authentic instances were described in Ding and Chou (2015) and combine both short and long distance transports. We coded the instance generator that is accurately described in Ding and Chou (2015), so we omit the details here.

The last set of instances, Required, is introduced in this paper. Transportation matrices are such that shifts are necessary, that is $\text{LB}_{\text{Shifts}} > 0$ (see (19)). To do so, the first rows of $T$ (a random number typically between two and four) contain a critical port (see Section 6.2), thus guaranteeing that shifts must be performed. In each row of $T$, the nonzero transports represent partitions of the $\bar{c} \cdot \bar{r}$ containers to transport to fulfill the full-loading assumption. For the sake of brevity, we omit further details on the instance generator, whose source code is available upon request to the authors.

For each type, we generated 81 instances by varying the number of ports ($n = 6, 8, 10$), the number of stacks ($\bar{c} = 100, 300, 500$), and the number of tiers per stack ($\bar{r} = 6, 8, 10$). For each combination of $n$, $\bar{c}$, and $\bar{r}$, three instances were generated. The parameters $n$, $\bar{c}$, and $\bar{r}$ we selected correspond to real-life problems of small/medium-size container ships transporting $600$ to $5,000$ TEU and are in line with what has been done in all of the papers from the literature, except for the number of ports: heuristic methods can address instances with $n$ up to $20$, which is out of reach for our solution method that aims to find an optimal stowage plan.

8.2. Performance Analysis
Tables 2–6 report a summary of the computation results achieved by the compact formulation of Avriel and Penn (1993) (hereafter called AP93), the compact formulation of Ding and Chou (2015) (hereafter DC15), and
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the solution method proposed in this paper. Each table refers to a different type of instance and each line indicates averages over the three instances with fixed values \( n , \bar{c} , \bar{r} \). A time limit of one hour was imposed on each solution method. Detailed computational results are reported in the online appendix.

The following information is reported in each table: features of the instance \((n, \bar{c}, \bar{r})\); for AP93 and for DC15, the final lower bound (LB), the final upper bound (UB), the number of instances solved to optimality out of the three (Opt), the computing time \(T_{\text{run}}\) to find the final upper bound (UB), and the total computing time \(T_{\text{tot}}\); for our solution method, the combinatorial lower bound \(L_{\text{lb}}\), the number of variables of the final RMP (Vars), the number of iterations of column generation (Iter), the lower bound returned by the bounding procedure (LB), the computing time taken by the bounding procedure \(T_{\text{ub}}\), the final upper bound (UB), the number of instances solved to optimality (Opt), and the total computing time \(T_{\text{tot}}\). In \(L_{\text{lb}}\), LB, and UB of our solution method, we subtracted \( n \) Cont (i.e., the constant number of discharges) to have a direct comparison with AP93 and DC15 (the reader is referred to the online appendix for a detailed description of AP93 and DC15); moreover, in two instances no feasible UB was found, so the reported UB is the average of the costs of the feasible solutions only—in this case, an asterisk is also reported. The last two lines of each table report the number of instances solved by each method and average computing times (in which 3,600 seconds are considered whenever the time limit was reached).

Table 2 refers to Long instances (detailed results can be found in Tables EC.1–EC.3 in the online appendix). Our solution method was able to find an optimal solution with no shifts for all 81 instances, so all lower bounds are obviously zero. The average computing time of our method is five seconds, so it clearly outperforms both AP93, which could not solve one of the instances with 500 stacks and solved the remaining ones on average in 316 seconds, and DC15, which solved only 50 instances in 1,802 seconds of average computing time. Note that the average computing time of the proposed lower bounding procedure is almost negligible (less than a second), just a few iterations of column generation are needed (12 on average), and the final RMP contains 1,087 variables on average.

Table 3 summarizes the results on Mix instances (see Tables EC.4–EC.6 in the online appendix for detailed results). Our solution method proved that a solution with no shifts can be found on all 81 instances in an average computing time of five seconds. Our method outperformed AP93, which could solve all instances but
with an average computing time of 223 seconds, and DC15, which could solve only 50 of the 81 instances. Also, in these instances, the average computing time of the bounding procedure is less than a second and just a few iterations of column generation are performed.

In Table 4, we compare the three solution methods on Short instances (see Tables EC.7–EC.9 in the online appendix for detailed results). The results confirm what we have already seen in Tables 2 and 3: our solution method found an optimal solution with no shifts in all 81 instances and outperformed both AP93 and DC15 in terms of number of instances solved to optimality and average computing times.

Table 5 summarizes the results on Authentic instances (refer to Tables EC.10–EC.12 in the online appendix for detailed results). Even on these instances, no shifts were necessary in any of the optimal solutions. Even though Authentic instances seem a bit tougher than the previous three sets of instances, our solution method was still able to solve all of them in a short amount of time. Yet it outperformed AP93 and DC15, which did not manage to solve 2 and 34 instances to optimality, respectively, within the imposed time limits. As seen previously, the complexity of the problem increases with the number of stacks.

Note that all instances of the first four sets did not require any shift. The heuristic of Ding and Chou (2015) already showed that the number of shifts is always very small compared to the number of transported containers and it usually decreases when the number of stacks increases. Even though we cannot prove that a solution with no shifts always exists for these types of transportation matrices and we could not address instances with more than 10 ports, we can expect that even if we increase \( n \) and \( \bar{c} \), an optimal solution with no shift will likely still exist.

A summary of the computational results achieved on the new set of Required instances is given in Table 6 (detailed results are provided in Tables EC.13–EC.15 in the online appendix). These instances are much harder to solve than the other four sets: our method could solve 64 of the 81 instances, whereas AP93 and DC15 could solve 28 and 8 instances only. Therefore, our method still outperforms the two compact formulations. The lower bounding procedure has small computing times of a few seconds and provides strictly positive lower bounds; in many cases, the combinatorial lower bound coincides with the lower bound provided by the linear relaxation of the new formulation. When comparing the lower bounds of the three methods, we noted that
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<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>
the linear relaxations of AP93 and DC15 always provide zero shifts, while the proposed method returns a strictly positive number of shifts. Whenever an optimal solution can be found, the number of shifts required is equal to the lower bound returned by the bounding procedure—this cannot be seen from Table 6 but from Tables EC.13–EC.15 in the online appendix. It is interesting to note that, overall, the number of shifts required is always of a few units; moreover, it looks like an increase in the number of ports, stacks, and/or tiers does not necessarily translate into more shifts in the optimal solutions.

### 8.3. Impact of the Stabilization Technique

In Table 7, we show the impact of the stabilization technique described in Section 6.3 on the lower bounding procedure. We selected 10 Required instances with 10 ports (of which we report $\bar{r}$, $\bar{c}$, and the instance number, no) where the final lower bound is strictly greater than the combinatorial lower bound, and we ran the bounding procedure with (stabilized version) and without (nonstabilized version) inequalities (20)–(22). For the two versions, we report the number of iterations (Iter), the final lower bound (LB), and the computing time ($T_{\text{ub}}$). We also indicate the total number of DOIs (inequalities $(20) + (21) + (22)$) added in the stabilized version of the column generation.

From Table 7, we see that the final lower bound always coincides, thus suggesting that inequalities (20)–(22) may be DOIs even though we do not have a formal proof (as stated in Section 6.3). Moreover, the positive effects of the inequalities in the stabilized version are evident: there is a decrease of 95.2% of the number of column generation iterations required to converge and a decrease of 99.6% of the computing time.

### 8.4. Impact of the Lower Bounding Procedure

The goal of the lower bounding procedure is to compute the lower bound LB, which is used to choose between looking for a feasible solution with no shifts by solving model (29)–(35) and looking for an optimal solution that allows shifts in no more than LB − $n$ Cont stacks by solving model (36)–(49). Even though the computing time to achieve LB is almost negligible (on average about one second), the time to code the different components of the lower bounding procedure is significant. Therefore, the reader may wonder if it is worth having a procedure to compute LB, or whether the two MIP models (29)–(35) and (36)–(49) could be directly used to find an optimal CSPP solution.
the computational results reported in Tables 2–6, this
Table 6. Summary of the Computational Results on Required Instances

<table>
<thead>
<tr>
<th>n</th>
<th>r</th>
<th>⨁</th>
<th>LB</th>
<th>UB</th>
<th>Opt</th>
<th>T_{lb}</th>
<th>T_{ub}</th>
<th>LB</th>
<th>UB</th>
<th>Opt</th>
<th>T_{lb}</th>
<th>T_{ub}</th>
<th>This paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>6</td>
<td>100</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>38</td>
<td>38</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>58</td>
<td>1,257</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>300</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>385</td>
<td>1,583</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>33</td>
<td>2,418</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>500</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1,768</td>
<td>1,768</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>391</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>100</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>174</td>
<td>174</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>23</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>300</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>331</td>
<td>1,527</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>184</td>
<td>2,551</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>500</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>903</td>
<td>3,288</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>542</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>100</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>196</td>
<td>195</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>34</td>
<td>1,229</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>300</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>687</td>
<td>1,883</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>856</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>500</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>26</td>
<td>2,408</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>726</td>
<td>2,446</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>100</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>66</td>
<td>2,430</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>644</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>300</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>488</td>
<td>2,874</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1,120</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>500</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1,193</td>
<td>3,576</td>
<td>0</td>
<td>43</td>
<td>0</td>
<td>734</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>100</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>116</td>
<td>2,408</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>487</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>300</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>1,665</td>
<td>3,600</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>1,701</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>500</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>323</td>
<td>3,600</td>
<td>0</td>
<td>5,922</td>
<td>0</td>
<td>2,452</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>100</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>739</td>
<td>2,976</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>2,806</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>300</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>458</td>
<td>3,600</td>
<td>0</td>
<td>163</td>
<td>0</td>
<td>574</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>500</td>
<td>0</td>
<td>7,332</td>
<td>0</td>
<td>597</td>
<td>3,600</td>
<td>0</td>
<td>7,318</td>
<td>0</td>
<td>1,977</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>100</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>417</td>
<td>1,348</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>1,347</td>
<td>2,533</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>300</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>312</td>
<td>3,600</td>
<td>0</td>
<td>10,978</td>
<td>0</td>
<td>1,863</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>500</td>
<td>0</td>
<td>10,735</td>
<td>0</td>
<td>252</td>
<td>3,600</td>
<td>0</td>
<td>94</td>
<td>0</td>
<td>1,417</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>100</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>1,762</td>
<td>3,600</td>
<td>0</td>
<td>34</td>
<td>0</td>
<td>2,727</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>300</td>
<td>1</td>
<td>5,237</td>
<td>0</td>
<td>472</td>
<td>3,600</td>
<td>0</td>
<td>9,645</td>
<td>0</td>
<td>1,620</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>500</td>
<td>0</td>
<td>8,559</td>
<td>0</td>
<td>382</td>
<td>3,600</td>
<td>0</td>
<td>23,720</td>
<td>0</td>
<td>2,735</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>100</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>1,656</td>
<td>3,600</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>2,415</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>300</td>
<td>0</td>
<td>6,100</td>
<td>1</td>
<td>253</td>
<td>2,399</td>
<td>0</td>
<td>16,533</td>
<td>0</td>
<td>1,246</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>500</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1,427</td>
<td>3,600</td>
<td>0</td>
<td>28,619</td>
<td>0</td>
<td>3,600</td>
<td>3,600</td>
<td></td>
</tr>
</tbody>
</table>

Solved 28 8

Note. An asterisk indicates that in one of the instances no feasible solution was found.

Table 7. Effects, on a Sample Set of Required Instances with 10 Ports, of Stabilizing the Bounding Procedure

<table>
<thead>
<tr>
<th>⨁</th>
<th>⨁</th>
<th>No</th>
<th>nDOI</th>
<th>Iter</th>
<th>LB</th>
<th>T_{lb}</th>
<th>Iter</th>
<th>LB</th>
<th>T_{lb}</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>300</td>
<td>2</td>
<td>143</td>
<td>4</td>
<td>3</td>
<td>480</td>
<td>20</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>300</td>
<td>3</td>
<td>501</td>
<td>5</td>
<td>18</td>
<td>475</td>
<td>78</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>500</td>
<td>2</td>
<td>955</td>
<td>5</td>
<td>25</td>
<td>459</td>
<td>93</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>300</td>
<td>3</td>
<td>1,431</td>
<td>3</td>
<td>101</td>
<td>1,202</td>
<td>37</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>500</td>
<td>1</td>
<td>338</td>
<td>4</td>
<td>12</td>
<td>968</td>
<td>9</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>500</td>
<td>2</td>
<td>561</td>
<td>2</td>
<td>29</td>
<td>1,105</td>
<td>20</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>2</td>
<td>282</td>
<td>6</td>
<td>7</td>
<td>1,255</td>
<td>27</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>2</td>
<td>798</td>
<td>5</td>
<td>69</td>
<td>1,782</td>
<td>52</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>300</td>
<td>2</td>
<td>2,641</td>
<td>8</td>
<td>6,655</td>
<td>1,564</td>
<td>86</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>1</td>
<td>2,069</td>
<td>5</td>
<td>341</td>
<td>1,625</td>
<td>45</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

Average 972 726 47 3

A simple approach (hereafter called NoLB) to find an optimal CSPP could be to first solve model (29)–(35) and then, if a solution with no shifts does not exist, solve model (36)–(49) by removing constraint (50) and by allowing shifts on a limited but large enough set of stacks—for example, by setting |C| = 10. Based on the computational results reported in Tables 2–6, this simple approach should be able to find an optimal solution on all instances without having to compute LB.

The computational results achieved on the Long, Mixed, Short, and Authentic by the NoLB approach would clearly be the same as that already reported in Tables 2–5 because the computing time taken by the lower bounding procedure is on average less than a second and a feasible solution with no shifts exists on all these instances.

In Table 8, we compare the computational results achieved on the Required instances by the exact method proposed in this paper and by the NoLB approach. The first five columns report the same information as that already reported in Table 6 whereas the four columns under the heading NoLB indicate the computing time to solve model (29)–(35) (T_{0}), the number of instances solved to optimality (Opt), the computing time to solve model (36)–(49) (T_{10}), and the total computing time (T_{tot}), where T_{tot} = T_{0} + T_{10}. A time limit of one hour was imposed on each model.

Table 8 clearly shows the benefits of computing the lower bound LB. The proposed exact method that computes LB could solve 64 of the 81 Required instances whereas the NoLB approach could close only nine instances. We also note that the average computing time
to prove that no feasible solution with no shifts exists is already twice as much as the time to find the optimal solution. Moreover, we can see that the computing time to solve model (36)–(49) by setting $|C_I| = 10$ is significantly higher than the time to find an optimal solution with the proposed exact method.

9. Conclusions

We have considered the container stowage planning problem (CSPP) where the number of loading and unloading movements of containers stowed in a ship visiting a predefined ordered sequence of ports has to be minimized. The CSPP has been previously addressed with heuristics and compact mixed-integer programming models. Nonetheless, finding an optimal solution or even a good lower bound is an open problem even for small-sized instances.

We have introduced a combinatorial lower bound and a novel MIP model whose linear relaxation provides high-quality lower bounds. An efficient bounding procedure to compute such lower bounds has been proposed. The bounding procedure has been embedded into a simple yet effective solution method to find an optimal stowage plan.

Computational results have shown that the proposed solution method outperforms the methods available from the literature and that the optimal solutions of test instances with up to 10 ports and 5,000 TEU can be found in a few minutes of computing time.

Many operational constraints arising in real-life CSPPs have not been considered in the basic CSPP addressed in this paper, but we believe that the proposed formulation and the solution method could be successfully extended to handle a wide variety of operational constraints. The feasibility of stack plans can be defined to handle, for example, containers of different size, weight, and type, stacks of different size, the fact that ships are never empty, and other operational constraints related to a single stack; moreover, the feasibility of port layouts can be defined to handle, for example, ship stability constraints and other constraints involving multiple bays or stacks. Changing the definition of stack plans and port layout would naturally require to properly adapt the different algorithms to solve the pricing problems to use the proposed formulation (or some extensions of it) to find optimal stowage plans. Investigating all these possible extensions of the proposed formulation and solution method is beyond the scope of this paper, but we consider it as a promising avenue for future research on the topic. We also believe that the insight on the basic CSPP provided by this paper can be of inspiration to solve stowage planning problems similar to the problems faced by stowage planners in practice.
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