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ABSTRACT
Clustering of users underlies many of the personalisation algorithms that are in use nowadays. Such clustering is mostly performed in an offline fashion. For a health and wellbeing setting, offline clustering might however not be suitable, as limited data is often available and patient states can also quickly evolve over time. Existing online clustering algorithms are not suitable for the health domain due to the type of data that involves multiple time series evolving over time. In this paper we propose a new online clustering algorithm called CluStream-GT that is suitable for health applications. By using both artificial and real datasets, we show that the approach is far more efficient compared to regular clustering, with an average speedup of 93%, while only losing 12% in the accuracy of the clustering with artificial data and 3% with real data.
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1 INTRODUCTION
Personalisation in the health domain can contribute greatly to an improved wellbeing among patients [7, 12, 16]. For example, personalisation entails selecting a dedicated intervention for a patient that is most likely to improve the patients health state. Applications vary from more medical cases in hospitals [2] to mobile health apps such as sport trackers [10] or apps to battle depression [11]. Performing personalisation in the health domain is challenging: bad suggestions are highly undesirable, data can be limited for specific types of health-related domains, and doing real life experiments to collect more data is not trivial at all.

Clustering is often considered a valuable step in providing personalisation support or recommendations to users (see e.g. [6, 8]) in order to have enough data to base recommendations on. Using clustering, like-minded users are grouped, and recommendations (or the aforementioned interventions) are found that are relevant for the users in the group. Mostly, this clustering is done in an offline fashion, i.e., once the clusters are determined they do not change in real-time and are only updated in a batch mode over possibly long intervals. While this is fine for companies such as Netflix and Amazon with a user base of millions and without rapid changes of user preferences, for the health domain this might come with severe disadvantages: (1) the number of users could be very limited and one would want to exploit the most recent data of all patients, and (2) the health state of users can vary greatly and change rapidly over time. Hence, clustering in a real-time fashion is much more desirable.

In the literature, there are various algorithms that allow for the online updating of clusters. Well-known examples include CluStream [1], ODAC [14], and others [4, 5]. They do however not fit the health domain well.

In the health domain, we mostly consider measurements over time per patient, and intend to cluster on a patient level. This means that online clustering approaches need to cope with: (1) new patients arriving, and (2) new data of known patients coming in. Both situations potentially require an update of clusters, while in existing approaches only the second case is tackled, assuming the number of data points (in our case patients) do not change as time progresses. In this paper, we present an online clustering approach for the health care domain that is called CluStream-GT (standing for: CluStream for Growing Time-series). It is able to online cluster patients with evolving time series (i.e. an increasing amount of data per patient over time). This approach is an extension of the popular CluStream approach. CluStream-GT online clusters inputted time-series by first checking if the data is meant as an update of an already clustered patient or is categorising a new one. In the former case it then decides if the newly updated time-series has to be re-clustered or can be kept in the already assigned cluster. Whilst in the latter
We require the following property of the function (to simplify, we assume one feature):

\[ a(S^{t_k}_{t_0}(u_j)) = a(S^{t_{k-1}}_{t_0}(u_j), S^{t_k}_{t_0}(u_j)) \]  

(1)

This property allows updating the aggregate of the time series without having to maintain a history of all values.

Given our formal notation before, we slightly adjust the microcluster definition to make it suitable for our setting:

- the sum of all values of the aggregation function of the users in the microcluster:
  \[ \sum_{u \in U_1} a(S^{t_{end}(u)}_{t_{start}(u)}(u)) \]
- the sum of all squared values of the aggregation function:
  \[ \sum_{u \in U_1} \left( a(S^{t_{end}(u)}_{t_{start}(u)}(u)) \right)^2 \]
- the sum of the last time points for all users:
  \[ \sum_{u \in U_1} t_{end}(u) \]
- the sum of the squared values of the last time points for all users:
  \[ \sum_{u \in U_1} (t_{end}(u))^2 \]
- the set of users contained in the microcluster \( U_i \subset U \) 

As a second step, these microclusters are used as datapoints in a standard clustering approach resulting in microclusters. Having the microclusters as an intermediate step saves valuable storage space, but also computational effort in the clustering. Of course, it is essential to have appropriate microclusters that group users in a suitable way. CluStream therefore, when new data arrives, assigns the new data point to an existing microcluster if it is sufficiently alike, or its own microcluster in case it is too different. In the latter case, two existing microclusters are merged. Microclusters containing too many old datapoints can also be removed. In our setting, life becomes slightly more complicated as data points are now time series. Hence, we can have two cases: (1) a new datapoint arrives in a time series of an existing user/patient, or (2) a new patient arrives of a new patient. We need to accommodate for both cases. Algorithm 1 shows our adjusted version of CluStream to accommodate for this setting.

**Algorithm 1 CluStream-GT pseudocode**

1. procedure CluStream-GT(new_data, id)
2. \( t \leftarrow \text{current time} \)
3. if id is known then
4. \( m_c \leftarrow \text{get microcluster}(id) \)
5. \( \text{prev}_t \leftarrow \text{get last}(id) \)
6. \( \text{prev}_{aggr} \leftarrow \text{get prev aggregate value}(id) \)
7. \( \text{new}_{aggr} \leftarrow \text{calculate aggregate}(\text{get prev data}(id), \text{new data}) \)
8. \( \text{if new}_{aggr} < \delta \) then
9. \( \text{m_c} \leftarrow \text{update microcluster}(m_c, \text{id}, t, \text{prev}_t, \text{new}_{aggr}) \)
10. \( \text{prev}_{aggr} \)
11. \( \text{else} \)
12. \( \text{m_c} \leftarrow \text{remove from microcluster}(m_c, \text{id}, \text{prev}_t, \text{new}_{aggr}) \)
13. \( \text{goto find} \)
14. \( \text{New patient} \)
15. \( \text{else} \)
16. \( \text{new}_{aggr} \leftarrow \text{calculate aggregate}(\text{null}, \text{new data}) \)
17. \( \text{find} \)
18. \( \text{m_c} \leftarrow \text{find best microcluster}(\text{id}, \text{prev}_{aggr}) \) // New patient fits in an existing microcluster
19. \( \text{if distance(new}_{aggr}, \text{t, m_c}) < \text{max boundary} \) then
20. \( \text{m_c} \leftarrow \text{update microcluster}(m_c, \text{id}, \text{null}, \text{new}_{aggr}, \text{null}) \) // Microclusters need to merge, patient in a new microcluster
21. \( \text{else} \)
22. \( \text{m_c} \leftarrow \text{min}_{\text{micro cluster}(\text{distance}(m_c, m_c), m_c)} \)
23. \( \text{m_c} \leftarrow \text{merge microclusters}(m_c, m_c, m_c) \)
24. \( \text{m_c} \leftarrow \text{null} \)
25. \( \text{m_c} \leftarrow \text{update microcluster}(m_c, \text{id}, \text{null}, \text{new}_{aggr}, \text{null}) \)

In our extension, we consider the update when a new patient arrives the same as with CluStream (of course, using our aggregation function again). In case a new datapoint for an existing...
we had each time-series associated to a specific set of parameters within the health domain we want to retain the information of \( \delta_1 \) where the adjustment is judged against a threshold value \( \delta \).

In the pseudocode, the additions that were made to CluStream are seen from line 1 to 12 in Algorithm 1. We also assume that within the health domain we want to retain the information of all the clustered time-series, no matter how old they are. If they would ever have to be deleted, the user of the algorithm can do so manually, but we do not want to give permission to the algorithm to automatically remove information. Therefore we have removed the possibility of the algorithm deleting micro-clusters.

For the offline cluster creation (or macro-clustering process) CluStream-GT works similarly to CluStream. It uses k-means but uses the micro-clusters as the input data. Furthermore, the centroids are chosen as the k most populated micro-clusters. This can be easily achieved by analysing the last element of each micro-cluster tuple and choosing the k highest ones. This macro-clustering process has the clear advantage of not requiring storage of the whole time-series dataset as we use only use the micro-clusters, making our approach better suited for cases with limited resources.

3 EXPERIMENTAL SETUP

In this section we explain the experimental conditions and evaluations we have used to test CluStream-GT’s performance. We compare CluStream-GT against two alternatives: (1) k-means clustering in each iteration, and (2) ODAC (cf. [14]).

Scenarios. To assess the difference in performance we performed tests for three scenarios: two were done with generated synthetic data and one with the use of a real world dataset. For the generated data conditions we utilised sine functions to generate our time-series, and therefore would always return the same results. Each one of these scenarios was repeated five times. ODAC was run only a single time as it lacks stochasticity and therefore would always return the same results.

Algorithm setup. All of the tests are set up to represent a realistic scenario for all techniques (CluStream-GT, k-means and ODAC). We therefore update at every single timestep as in the health care domain data can be scarce and therefore all available data should be exploited as much as possible to create the most up-to-date clusters. This means that we re-cluster every time any form of new data is given to the algorithm. That includes both a new time-series and any amount of new data related to an already clustered one.

The k-means used as benchmark clustered using the means of each time-series present in the dataset. The mean was used since it was also utilised as our selected aggregate function (described in Section 2) for distance computation during the online phase of CluStream-GT. Both CluStream-GT and k-means clustering require the number of clusters to be set. To make the results comparable we fixed this value to \( k = 3 \) for both cases as initial experiments have shown this to be the best value for all scenarios. Our replication package contains the full experimental setup implemented in Python as used to perform these experiments\(^1\).

Experimental Conditions. For both generated cases, we had a starting population of 120 time-series uniformly distributed over three clusters. The experiments were performed over the course of 30, 60 and 90 simulated days, with each case repeated 30 times. At each day there was a 50% chance of adding new time-series to the dataset (simulating the addition of a new patient). The amount added ranged from one to five chosen with the use of a uniform distribution. It is important to note that this feature of our experiment was not used whilst testing ODAC. This is because ODAC cannot work on datasets with changing numbers of timeseries. Per day, each generated time-series consisted of 24 points. This was selected to simulate pooling done once at each hour of the day.

For the real dataset, we ran tests on three cases: 100, 200 and 300 total patients. Each patient had a time-series containing 4097 individual datapoints. Each one of these scenarios was repeated five times. ODAC was run only a single time as it lacks stochasticity and therefore would always return the same results.

4 RESULTS

Section 4.1 illustrates the results we gathered from the two generated data test cases, whilst Section 4.2 does so with the EEG dataset results. As we could never compute the silhouette score for ODAC we illustrate those results separately (see Section 4.3).

4.1 Results from the generated data

We will first discuss the results for the base case. Figure 1 illustrates the distribution of the average silhouette scores obtained for each of the test scenarios. The CluStream-GT mean averages at 0.86 and the median to 0.9, whilst the k-means mean and median average at 0.93. Secondly, it is interesting to note the skewed distribution occurring for all cases of CluStream-GT. Furthermore, we can observe some runs that result in differences deviant enough from the mean to be classified as outliers. The potential cause of this behaviour could be attributed to poor initialisation of the micro-clusters within those runs, which then followed with worse overall clustering and therefore a lower silhouette score. Nevertheless, the distributions

\(^1\)https://github.com/EMGrua/CluStream-GT
favour a smaller difference with the IQR ranging from the smallest Q1 equal to 0.84 to the highest Q3 equal to 0.92. Differently is the execution time trends of the two techniques (shown in Figure 2). We clearly observe that with the growing amount of data the saved execution time also grows. This can be certainly attributed to the use of the micro-cluster tuples for the generation of the macro-clusters, which caps the amount of data used to cluster. Therefore, the time increase is only due to the higher number of runs of the online component needed by CluStream-GT to update the micro-clusters. No matter the amount of data, CluStream-GT provides at least a 90% speedup.

Examining now the silhouette score for the advanced case, we observe a bigger difference between CluStream-GT and k-means, and a less skewed distribution for all the scenarios of CluStream-GT (as shown in Figure 3) as compared to the base case. In this case we observe a number of outliers, although smaller than with the base case. The overall higher difference between the two approaches is to be expected as CluStream-GT is trying to cluster a now far more complex time-series with only the use of the meta-data contained in the micro-cluster tuples. This provides somewhat of an advantage to our benchmark k-means which has access to the mean of each time-series present in the generated dataset.

Finally, we examine the execution times recorded for each scenario of the advanced case (shown in Figure 4). Similar to the execution times of the base case, CluStream-GT minimally grows as the data does, whilst the execution time of k-means continues to grow. This indicates that the more data is clustered and the higher is the speed gain achieved by using CluStream-GT. In fact in the 90 days test case we achieve an average 94.7% speed-up.

4.2 Results from the real dataset

We start by analysing the results collected from the silhouette scores (shown in Figure 5). The mean values recorded from both algorithms are extremely similar, with only a small loss in the silhouette score by CluStream-GT compared to k-means. Furthermore, the standard deviation for each case was minimal. This suggests reliable clustering over repetitions and therefore reliable clustering overall. This is somewhat in contrast with the generated data, where both CluStream-GT and k-means showed wider standard deviations, reinforcing our assumption that the deviation in the generated data is due to the noisier nature of said data. Moving to execution times we observe the huge advantage that using CluStream-GT gives over k-means. In Figure 6 we see that whilst k-means drastically increases its execution time with the increase of data, CluStream-GT barely increases. This leads to a difference in execution time that becomes more substantial the bigger the dataset is. Taking the case of 300 patients the average execution time for k-means is of 20000 seconds (5 hours and 33 minutes) whilst CluStream-GT’s average execution time is only 1036 seconds (17 minutes and 20 seconds). This effectively is a 95% improvement.
4.3 Results obtained by the use of ODAC

Over all tests, ODAC consistently maintained only one node of its tree structure, hence clustering all data under one cluster. As a result, it was impossible for us to measure the silhouette score. In order to make such measure, ODAC would have had to result in at least two separate clusters. The reason for this behaviour seems to stem from the algorithm stalling on the first node, splitting and aggregating consecutively. This type of behaviour has also been reported by the authors of ODAC as well [13]. A cause could be that updates are performed at each time step, while in experiments using ODAC often batches of time points are used. ODAC was also consistent in the registered execution times. For all cases tested, CluStream-GT was, on average, 98% faster than ODAC (as reported in Table 1). This is an expected consequence, given that ODAC increases in speed with an increasing number of leaves, otherwise needing to recompute all dissimilarities each time new data is clustered (a calculation that has a quadratic complexity on the number of data streams) [14].

5 DISCUSSION AND FUTURE WORK

The main contribution of our study is the development of an online clustering algorithm that can cluster growing timeseries.

We have developed this algorithm by modifying the already existing data stream clustering algorithm CluStream and so named ours CluStream-GT. We formalised CluStream-GT’s function in Section 2 where we present pseudocode and explain the input and global variables used by the algorithm to perform the micro-cluster updates. We then evaluated our approach by the use of three test scenarios: two of them were executed using generated data, whilst the third one was performed using a real EEG dataset [3].

As described in Section 3, for all test cases we recorded the total execution time and the average silhouette score obtained by re-clustering at each timestep. We compared CluStream-GT against k-means and ODAC for three scenarios. ODAC clustered all data under one cluster for all experimental conditions, it was impossible to compute, and therefore compare, the silhouette score with that of CluStream-GT. CluStream-GT was 98% faster than ODAC on
all cases. We explain this as ODAC, remaining on a structure of one node, had to execute under its worst case scenario. Therefore, having to recompute all dissimilarities at each new time step (an operation with quadratic complexity).

When comparing k-means with CluStream-GT for the base case, CluStream-GT provides a good trade-off between accuracy and execution time by speeding up the performance by 92% whilst only losing an average of 0.06 on the silhouette score. For the advanced case, the trade-off is similar as we lose an average of 0.1 on the silhouette score but still achieve significant speedup with CluStream-GT performing 94.5% faster. The bigger divide in silhouette score, as compared to the base case, can be explained by the increase in noise that the advanced case brings to the data due to the chance of timeseries suddenly switching behaviour and therefore making the clustering a more challenging task. This is especially apparent for CluStream-GT since it only uses the descriptive data contained in the micro-clusters for the formation of the final macro-clusters.

Lastly, in the test case performed with the EEG dataset CluStream-GT performed excellently. The speed-up was of at least 91% with it improving to 95% with the 300 patients run. This meant that on the machine used for testing k-means it took a total of 5 and a half hours whilst CluStream-GT only took a little more than 17 minutes. This was achieved with an extremely small trade-off on the silhouette score, with the worst case being the 300 patients run in which CluStream-GT had on average 0.028 less on the silhouette score.

For future work we would like to augment CluStream-GT with a mechanism to detect poor micro-cluster initialisation at an early stage. Whilst it was not a problem for the less noisy EEG data, we did record a few outlier cases in some of the runs in the generated data. We therefore aim to create such a mechanism in order to reduce or remove the possibility of such outliers appearing and therefore increasing the average silhouette score obtained.

Furthermore, as mentioned in Section 3 we measure execution time by measuring the time difference with the python module Time. Whilst we minimised the risk of variance with repeated runs and assuring that the machine had no other processes open apart from our experiment, it would be desirable to repeat the experiments on other machines in order to further validate our findings.

Lastly, we have mentioned throughout our work that the execution time gap increases with the size of the data and have explained this phenomenon by CluStream-GT’s use of the micro-clusters and lack of needing to store the entire dataset. However, we have not investigated how much more efficient CluStream-GT can be on storage space. This would be an interesting fact to investigate especially for CluStream-GT’s therefore potential use on lower spec hardware, such as mobile devices.
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