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Summary 
The Arctic is at the forefront of climate change, given that it is warming at a rate 

faster than elsewhere on the planet and because the impacts of this warming extend much 
further than the Arctic region itself. Thus, the Arctic region has rightfully attracted a great 
deal of research interest that is geared towards understanding what has happened, what is 
happening and what is going to happen in the Arctic region and further afield in the 21st 
century and beyond. 

However, one issue researchers face is trying to understand the context of the 
current changes we are observing. For example, is an observed freshening of the Arctic 
Ocean due to melting glaciers and sea-ice, thawing permafrost, increased rainfall, a result 
of anthropogenic climate change we are observing, or is it part of a natural low-frequency 
cycle and how much can be accredited to anthropogenic forcings and how much is due to 
natural forcings. These are questions that I have grappled with within this thesis and I have 
presented here before you.  

To be able to do so I have employed the use of a climate model, called 
LOVECLIM. A climate model is a mathematical representation of the Earth’s atmosphere, 
oceans, land and vegetation. While such models do have their limitations, they are an 
essential part of climate studies when investigating mechanisms of the climate for which 
we have either limited observed data or reconstructed, proxy, data.  

The following thesis is split into 4 main chapters that are the focus of the research, 
which are bookended by a general Introduction (Chapter 1) and a concluding Synthesis, 
Conclusions and Recommendations section (Chapter 6). 

Chapter 2 “The Arctic Freshwater Hydrological Cycle during a naturally and an 
anthropogenically induced warm climate” focuses on comparing the climate simulations 
of two periods, the mid-Holocene (approximately 6ka BP) and one in the future, the 21st 
century, and the response of the Arctic Freshwater Hydrological Cycle. These two periods 
were chosen because the projected temperature increase in the Arctic during the 21st 
century is similar to what was observed during the mid-Holocene. As a result, the mid-
Holocene is often taken as an analogy for the future. But is this correct? This is what I 
wanted to investigate.  

The climate of these two periods, while showing similar temperature profiles, 
evolved due to different sets of forcings. While both these periods were preceded by 
increasing levels of atmospheric CO2 and this is the primary driver of temperature 
increases in the 21st century, this was not the case for the mid-Holocene. The warming 
during the mid-Holocene was a result of higher levels of summer insolation and as a result 
an overall warmer annual mean climate. Given that the forcings for this period are 
different, could the response of the Arctic hydrological freshwater cycle also be different? 

Our results, showed that within the 21st century simulation, up until the year 
2010, the average annual surface temperature in the Arctic region is within the bounds of 
natural variability observed during the mid-Holocene simulation, however it is closer to 
the warmer, more extreme end of the confidence range. Following 2010, we see that the 
mean annual surface temperatures continue to increase, close to those of an extreme mid-
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Holocene warm climate, making it no longer comparable to the mid-Holocene and thus 
we can say only the first decade of the 21st century is analogous to the mid-Holocene. 

One interesting result we observed during our research in this chapter was a 
distinct, multi-centennial pattern of Arctic Ocean freshwater content variability. This was 
observed within a transient simulation with annually varying forcings, thus making it 
difficult to understand the mechanisms driving this observation. This discovery led us to 
Chapter 3 “The driving mechanisms of multicentennial variability of the Arctic Ocean 
freshwater content with the LOVECLIM climate model”. Taking this observation from 
Chapter 2, we performed a 10,000-year long preindustrial control simulation. 

This simulation revealed a peak periodicity at 165-years, with 95% significance, 
of the Arctic Ocean Freshwater content. Further analysis revealed that this intrinsic 
variability is driven by the low-frequency modulation of the heat and saline fluxes entering 
the Arctic Ocean, predominantly via the Barents and Kara Seas, via the North Atlantic 
Current. Our observations complement other work that has identified low-frequency 
modes of variability in the Arctic region. The main takeaway from this chapter is that 
further work is required on these low-frequency modes of natural variability, so that 
present day observations can be placed within the correct context and the correct 
attribution of the driving mechanisms, behind modern day observations, can be made.  

The study performed in Chapter 3 allowed us to isolate and understand the driving 
mechanisms of the intrinsic mode of multicentennial variability within the Arctic Ocean 
freshwater cycle. The next step was to see if this mechanism held up in a more realistic 
transient simulation. Therefore, the next chapter, Chapter 4 “Simulating the 
Multicentennial variability of the Arctic Ocean freshwater content over the Holocene with 
the LOVECLIM climate model” was geared towards that task. In this chapter we 
performed a Holocene run, from 8ka to 0ka with the relevant orbital parameters and 
greenhouse gas concentrations. 

The transient simulation revealed a peak periodicity of 220-years, with 95% 
significance. The mechanisms driving this periodicity were the same as in Chapter 3 and 
when statistically analysed the robustness of the results from Chapter 3 were verified. In 
Chapter 3, one result that was difficult to interpret was the fact that sea-ice transport to 
the North Atlantic via the Fram Strait was not significant in the control simulation, which 
we did not expected to be the case. However, in the transient simulation this was not the 
case and the sea-ice transport to the North Atlantic via the Fram Strait was deemed to be 
a significant mechanism controlling the Arctic Ocean freshwater content.  

Overall, the results of both Chapter 3 and 4 showed that the Arctic Ocean possess 
an intrinsic low-frequency mode of variability and they both highlight the need for low-
frequency mechanisms within the Artic Ocean, and from elsewhere, to be incorporated 
into discussions on the causes of the climate variability we are currently observing. 

Chapter 5 “The impact of Sahara desertification on Arctic cooling during the 
Holocene” does not directly follow on from the previous chapters, however it expands on 
the point I make in the previous paragraph, which calls for alternative mechanisms to be 
included within the causes of the current climate debate. There have been numerous 
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research papers looking into the driving mechanism behind the mid-Holocene 
desertification of the Sahara region, going form a grassland to the desert we all know 
today. However, we could find no research that looked at the impact the desertification 
had on the climate, which is what we investigated. Our results showed that through a long-
range land-atmosphere teleconnection, the desertification of the Sahara in the mid-
Holocene accounts for anywhere between 17 and 40% of the observed Arctic cooling 
between 9k and 0ka.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 14 

Samenvatting 
Het noordpoolgebied staat in het brandpunt van de belangstelling als het gaat om 

klimaatverandering, aangezien de opwarming hier sneller gaat dan elders op onze planeet 
en omdat de gevolgen van deze opwarming veel verder reiken dan de Arctische regio zelf. 
Het noordpoolgebied heeft dus terecht veel interesse van onderzoekers getrokken, welke 
erop gericht is te begrijpen wat er in het verleden is gebeurd, wat er nu gebeurt en wat er 
gaat gebeuren in de Arctische regio en daarbuiten in de 21e eeuw en daarna. 

Onderzoekers proberen nu de context te begrijpen van de veranderingen die we 

waarnemen. Is bijvoorbeeld de waargenomen verzoeting van de Noordelijke IJszee  ̶  als 
gevolg van het smelten van gletsjers en zeeijs, dooiende permafrost en toegenomen 

regenval  ̶  deel van een natuurlijke laagfrequente cyclus, of wordt het veroorzaakt door 
de opwarming die we waarnemen?  En als dit laatste het geval is, hoeveel van deze 
verandering kunnen we toeschrijven aan menselijke invloed, en welk deel is het gevolg 
van natuurlijke processen? Dit zijn vragen waarmee ik in dit proefschrift heb geworsteld 
en die ik hier voor u heb gepresenteerd. 

Om dit te kunnen doen heb ik gebruik gemaakt van een klimaatmodel, genaamd 
LOVECLIM. Een klimaatmodel is een wiskundige weergave van de atmosfeer, oceanen, 
land en vegetatie op aarde. Hoewel dergelijke modellen beperkingen hebben, zijn ze een 
essentieel onderdeel van klimaatonderzoek, bij het analyseren van klimaatmechanismen 
waarvan we beperkte waarnemingen en gereconstrueerde gegevens (‘proxy data’) 
hebben.  

Dit proefschrift is opgedeeld in vier kernhoofdstukken die de focus van het 
onderzoek vormen, welke aangevuld worden door een algemene inleiding (Hoofdstuk 1) 
en een afsluitende sectie met een synthese, conclusies en aanbevelingen (Hoofdstuk 6). 

Hoofdstuk 2 “The Arctic Freshwater Hydrological Cycle during a naturally and an 
anthropogenically induced warm climate” richt zich op de vergelijking van 
klimaatsimulaties van twee perioden, het midden-Holoceen (ongeveer 6 duizend jaar 
geleden of ka BP), en de toekomst, in de 21e eeuw, en met name op de respons van de 
zoetwaterbalans in het noordpoolgebied. Deze twee periodes werden gekozen omdat de 
geprojecteerde temperatuurtoename in het noordpoolgebied gedurende de 21e eeuw 
vergelijkbaar is met de waargenomen toename in het midden-Holoceen. Vanwege deze 
overeenkomst wordt het midden-Holoceen vaak als analogie voor de toekomst genomen. 
Maar klopt dit? Dit is wat ik wilde onderzoeken. 

Alhoewel de temperatuurprofielen van beide perioden op elkaar lijken, werden 
de klimaten aangedreven door verschillende forceringen. Beide perioden werden 
weliswaar voorafgegaan door stijgende CO2 concentraties in de atmosfeer, maar dit is 
alleen de dominerende sturende factor voor de temperatuurtoename in de 21e eeuw, en 
niet voor het midden-Holoceen. De opwarming in het midden-Holoceen was het gevolg 
van hogere waarden van de zonnestraling in de zomer, welke ook zorgden voor een 
warmer jaargemiddeld klimaat. Gezien het feit dat deze forceringen verschillend waren, 
zou het kunnen dat de zoetwaterbalans in het noordpoolgebied ook anders reageerde? 
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Onze resultaten van de simulatie van de 21e eeuw lieten zien dat de 
jaargemiddelde temperatuur in het noordpoolgebied tot het jaar 2010 binnen de grenzen 
van de natuurlijke variabiliteit bleef, zoals gesimuleerd voor het midden-Holoceen. Wel 
was de temperatuur toen al dichtbij het warme extreem van het betrouwbaarheidsbereik. 
Na 2010 zien we de jaargemiddelde oppervlaktetemperatuur echter verder stijgen, zodat 
het klimaat niet langer vergelijkbaar is met het midden-Holoceen. We kunnen dus 
concluderen dat alleen het eerste decennium van de 21e eeuw analoog was met het 
midden-Holoceen. 

Een interessant resultaat dat we tijdens ons onderzoek in dit hoofdstuk hebben 
waargenomen, was een duidelijk wederkerend patroon in de variabiliteit van het 
zoetwatergehalte van de Noordelijke IJszee, op een tijdschaal van meerdere eeuwen. Dit 
werd waargenomen in een tijdsafhankelijke simulatie met jaarlijks veranderde 
forceringen, waardoor het moeilijk was om de mechanismen achter deze observatie te 
begrijpen. Deze ontdekking resulteerde in Hoofdstuk 3 “The driving mechanisms of 
multicentennial variability of the Arctic Ocean freshwater content with the LOVECLIM 
climate model”. Op basis van de waarneming uit Hoofdstuk 2 hebben we een 10,000 jaar 
durend controle-experiment uitgevoerd met pre-industriële randvoorwaarden. 

Deze simulatie onthulde een periodiciteit met een piek op 165 jaar (met 95% 
significantie) in het zoetwatergehalte van de Noordelijke IJszee. Verdere analyse toonde 
aan dat deze intrensieke variabiliteit wordt aangedreven door laagfrequente veranderingen 
in de warmte- en zoutstromen naar de Noordelijke IJszee, vooral via de Barentsz- en 
Karazee, en via de Noord-Atlantische Drift. Onze waarnemingen vullen ander werk aan 
dat laagfrequente variabiliteit heeft vastgesteld in het noordpoolgebied. De belangrijkste 
boodschap uit dit hoofdstuk is dat verder onderzoek aan laagfrequente modi van 
natuurlijke variabiliteit noodzakelijk is, zodat recente waarnemingen in de juiste context 
kunnen worden geplaatst, en de juiste attributie van de drijvende mechanismen achter 
hedendaagse waarnemingen kan worden gedaan.  

De resultaten van het controle-experiment uit Hoofdstuk 3 stelden ons in staat 
om het mechanisme achter de laagfrequente interne variabiliteit in het zoetwatergehalte 
van de Noordelijke IJszee vast te stellen en te begrijpen. De volgende stap was om te zien 
of dit mechanisme ook stand hield in een tijdsafhankelijke simulatie. Het volgende 
hoofdstuk, Hoofdstuk 4 “Simulating the Multicentennial variability of the Arctic Ocean 
freshwater content over the Holocene with the LOVECLIM climate model” was daarom 
gericht op deze taak. Voor dit hoofdstuk voerden we een Holocene simulatie uit voor de 
periode 8 tot 0 ka BP, aangedreven met de relevante orbitale parameters en 
broeikasgasconcentraties.  

Deze tijdsafhankelijke simulatie liet een periodiciteit met een piek op 220 jaar 
zien, met een 95% significantie. De mechanismen achter deze periodiciteit waren dezelfde 
als in Hoofdstuk 3, en na een statistische analyse werd de robuustheid van de resultaten 
van Hoofdstuk 3 geverifieerd. Een moeilijk interpreteerbaar resultaat uit Hoofdstuk 3 was 
dat de bijdrage van het zeeijstransport via Framstraat naar de Noord-Atlantische Oceaan 
niet significant was, wat niet verwacht werd. Echter, in de tijdsafhankelijke simulatie in 
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Hoofdstuk 4 was dit zeeijstransport prominenter aanwezig en had het een significante 
invloed op het zoetwatergehalte in de Noordelijke IJszee.  

Over het geheel genomen toonden de resultaten van Hoofdstuk 3 en 4 aan dat een 
laagfrequente intrensieke variabiliteit aanwezig is in de Noordelijke IJszee en beide 
hoofdstukken benadrukken dat het mechanisme achter deze laagfrequente variabiliteit 
meegenomen moet worden in de discussies over de oorzaken van klimaatvariabiliteit die 
we momenteel waarnemen. 

Hoofdstuk 5 “The impact of Sahara desertification on Arctic cooling during the 
Holocene” volgt niet direct op de voorgaande hoofdstukken, maar gaat verder op het punt 
dat ik maakte in de vorige paragraaf, waarin wordt opgeroepen tot het opnemen van 
alternatieve mechanismen in het huidige klimaatdebat.  Er is een aantal wetenschappelijke 
artikelen verschenen waarin wordt gekeken naar de drijvende kracht achter 
woestijnvorming in het midden-Holoceen in de Sahara, gaande van grasland naar de 
bekende woestijn van van nu. We konden echter geen onderzoek vinden waarin werd 
gekeken naar de invloed van deze woestijnvorming op het klimaat. Deze invloed hebben 
we vervolgens onderzocht. Onze resultaten lieten zien dat via een land-atmosfeer 
teleconnectie over een lange afstand de woestijnvorming in de Sahara in het midden-
Holoceen een bijdrage van 17 tot 40% had in de waargenomen afkoeling in het 
noordpoolgebied tussen 9 en 0 ka BP. 
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“Men wanted for hazardous journey, small wages, bitter cold, long months of complete 
darkness, constant danger, safe return doubtful, honor and recognition in case of success” 
 
Ernest Shackleton  
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Chapter 1: General Introduction 
 
1.1 Background and Framework 

There is now unequivocal evidence showing climate change has been driven by 
human activities, with nearly two-thirds of regional climate impacts on natural and human 
systems related to atmosphere and ocean temperature being directly accredited to 
anthropogenic forcing (Hansen and Stone, 2016). Indeed, the past three decades have been 
successively warmer than any of the preceding decades since 1850 (IPCC, 2014). In 
addition, the northern-hemisphere over the period 1983 to 2012, was likely to have been 
the warmest 30-year period of the last 1400-years (Stocker et al., 2013).  

Given the thermal inertia of the oceans, a certain degree of warming is 
unavoidable within the near-term future, defined as up to 2035 by the IPCC (Stocker et 
al., 2013). Across the 4 IPCC Representative Concentration Pathways (RCP) used in the 
5th Assessment report, the global mean surface temperature increase for the period  2016 
to 2035 will likely range from 0.3 to 0.7°C, relative to the period 1986 to 2005. These 
results were corroborated by findings of the CMIP5 project which project a global mean 
surface temperature increase of 0.36°C to 0.79°C over the period 2012 to 2035 (Kirtman 
et al., 2013).  

The simulations that formed the analysis presented by the IPCC also showed that 
this warming was strongest in northern-hemisphere wintertime, particularly at high-
latitudes, with temperatures increasing at twice the global average within the high-
northern latitudes (IPCC, 2014), with the mean annual Arctic temperature being 1.5°C 
warmer than the 1971 to 2000 mean, more than twice the warming of lower latitudes 
(Overland et al., 2013). 

This observed disparity in global warming is due to the process of Arctic 
amplification, a process driven by, but not restricted to, positive sea-ice-albedo feedbacks 
within the Arctic region that alter the heat fluxes between the ocean and the atmosphere 
and snow cover, which affects the heat fluxes between land and the atmosphere. This 
positive feedback mechanism within the Arctic, causes the net surface albedo of the Arctic 
Ocean to decrease as sea-ice melts and atmospheric temperatures rise (Manabe and 
Stouffer, 1980). A similar process occurs when snow-cover melts and exposes more land. 
These elevated temperatures feedback upon the sea-ice and snow cover, thus reducing the 
net albedo in the Arctic further (Serreze and Barry, 2011). 

These near-term temperature changes are also projected to extend into the mid-
21st century, with global mean surface temperatures for the period 2081 to 2100, relative 
to 1986 to 2015, expected to increase by 0.3 to 0.7°C (RCP2.6), 1.1 to 2.6°C (RCP4.5), 
1.4 to 3.1°C (RCP6.0) and 2.6 to 4.8°C (RCP8.5) (Stocker et al., 2013). The likely 
consequences of this warming will be the continued modification of the Arctic 
environment, which will have localised and far reaching climatic impacts, unless a global 
governmental strategy is agreed upon and implemented.  

The Arctic Ocean (Fig.1.1), situated between the Pacific and Atlantic Oceans, 
receives freshwater inputs from some of the largest rivers in the world, receiving 11% of 
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the worlds freshwater in the process and has an estimated liquid freshwater volume of 
74,000km3 (Serreze et al., 2006). It also receives inputs in the form of annual net 
precipitation over the Arctic Ocean (~2000km3), from the Pacific Ocean via the Bering’s 
Strait (2500±300km3) (Woodgate and Aagaard, 2005) and via the Norwegian Coastal 
Current (250±50km3) (Blindheim, 1989). This large input of freshwater is predominantly 
stored within the top 200m of the Ocean. This allows the Arctic Ocean to be strongly 
stratified within its upper layers, decoupling forces the deeper, warmer waters from the 
surface, reducing heat transport through the ocean, and thus promoting the formation of 
sea-ice. This accounts for 10,000km3 of freshwater (Serreze et al., 2006) stored within 
the Arctic as sea-ice, across a large proportion of its surface throughout the year. 
However, with a recurring sequence of record or near record September sea-ice minima 
being observed within the Arctic Ocean over the past decade, the prospect of an ice-free 
Arctic Ocean during summer is becoming more plausible.   

To balance these freshwater inputs to the Arctic Ocean, freshwater is exported to 
the North Atlantic, via the Fram Strait in the form of sea-ice (2300±340km3) (Vinje et al., 
2004) and freshwater (2400±400km3) (Meredith et al., 2001). It is also exported via the 
Canadian Arctic Archipelago in liquid form (3200±300km3) and to a lesser extent sea-ice 
(160±17km3) (Prinsenberg and Hamilton, 2005). 

These exports of freshwater from the Arctic Ocean are an important coupling 
mechanism of the Arctic Ocean to the global oceanic circulation, via the Atlantic 
Meridional Ocean Circulation (AMOC). The AMOC plays an important role in regulating 
the Earth’s climate by redistributing heat and salt around the world’s oceans. Relatively 
warm, dense, saline waters are transported in near-surface currents, whereas cooler, less 
saline waters are transported in deeper layers of the ocean. At specific locations across the 
globe there are several sites where the near-surface waters descend to the deeper levels of 
the ocean when the density of the water is higher than the surrounding water masses. 
These sites are known as deep-water formation sites. Approximate well-known present-
day locations of these sites include the Nordic Seas, the Labrador Seas, the Irminger Seas, 
the Mediterranean Seas and Antarctica (See Fig.1.2). Given that a site of deepwater 
formation is located in the Nordic Seas, an important location given the export of 
freshwater from the Arctic Ocean via the Fram Strait, directly into the Nordic Seas, it is 
likely that any variability of freshwater export via the Fram Strait would have an impact 
on deep water overturning in the Nordic Seas and thus impact regional and global climate. 
Indeed, it has been shown that Arctic freshwater exports affect deep-ocean convection in 
the North Atlantic (Haak et al., 2003; Koenigk et al., 2007).  

Deep convection is a result of density variations, caused by differences in 
temperature and saline content of ocean waters. Relatively dense surface waters sink from 
the surface to the depths of the ocean, allowing for the transport of heat and saline waters 
within our oceans. Within the North Atlantic, an important site of deep convection is 
within the Nordic Seas. Within these seas, warmer waters transported northwards by the 
North Atlantic Current, are cooled by a combination of surface winds and cooler air 
temperatures. Eventually, their relative density, being greater than the vertical column 
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waters, causes these water masses to sink to the depths of the Nordic Seas, creating a 
branch of the AMOC or ‘great ocean conveyor’ (Broecker, 2010). Therefore, a freshwater 
perturbation applied to the North Atlantic Ocean will have an impact on the strength of 
this overturning.  

 
 
Recent studies have shown that since the 1990s the freshwater content of the 

Arctic Ocean has been increasing, particularly in the Western Arctic and the Beaufort 
Gyre (McPhee et al., 2009, Rabe et al., 2011 and Giles et al., 2012), which has largely 
been driven by an increase in river runoff (Peterson et al., 2002). In addition, we have 

 
Fig.1.1. Arctic Ocean. The red (warm ocean currents) and blue (cold ocean currents) arrows represent 
the ocean currents. The white land areas highlight the Eurasian and North-American river catchments 
that drain into the Arctic Ocean. BSt = Bering Strait; ESS = East-Siberian Sea; KS = Kara Sea; BS = 
Barents Sea; NAC = North Atlantic Current; FS = Fram Strait; CAA = Canadian Arctic Archipelago 
(modified from Prowse 2016). 
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seen a 6% increase in the mean annual ice export via the Fram Strait since 1979 (Smedsrud 
et al., 2017). As a result of these changes it is projected that the volumes of water passing 
through the various components that constitute the Arctic Ocean freshwater cycle will 
increase during the 21st century (Holland et al., 2007, Koenigk et al., 2007). 

 
 
 

                    
Fig.1.2. Schematic diagram of the Atlantic Meridional Overturning Circulation. Red arrows represent 
warm near-surface currents; Blue arrows represent cold-deep currents; Yellow circles represent sites of 
deep-water formation in the Labrador Sea, Norwegian-Greenland Sea, and Antarctic Weddel Sea 
respectively. The Subpolar Gyre (SPG) and Subtropical Gyre (STG) are also depicted. RACE Project 
Synthesis (2015) Synthesis. 
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Therefore, being cognisant of these changes occurring in the Arctic, this thesis 
focuses on investigating the freshwater budget of the Arctic Ocean during the Holocene, 
the present day and the 21st century. This is achieved through the application of modelling 
studies. This thesis forms part of a scientific collaborative project, drawing on the expertise 
of six institutes across Europe entitled: “CASE ITN: The Changing Arctic and Sub-Arctic 
Environment”. Further information on the project and its partner institutions can be found 
at http://caseitn.epoc.u-bordeaux1.fr/index.php/home.html. The overreaching aim of 
this project was to ascertain and advance understanding of how observed climatic changes 
to the Arctic and Nordic Seas compare with past changes observed during the Holocene 
(~the past 11,700 years), and how do intrinsic changes of the climate system stand in the 
context of the present day human-influenced modulation of the climate system.  

This introductory chapter serves to introduce a general background for the work 
presented in this thesis. Firstly, a description of the climate system (Section 1.2) is given, 
followed by an overview of the Milankovitch theory of orbitally driven climate change 
(Section 1.3), greenhouse gas concentrations (GHGs) (Section 1.4), ice sheets (Section 
1.5), the Holocene (Section 1.6), and a description of climate modelling (1.7). This will 
be followed by a detailed description of LOVECLIM, the Earth System Model of 
Intermediate Complexity (EMIC) used throughout this thesis (Section 1.8) and its 
advantages (Section 1.9). Finally, this leads to an overview of the research questions I 
sought to address in this thesis (Section 1.10). 

 
 

http://caseitn.epoc.u-bordeaux1.fr/index.php/home.html
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1.2 The Climate System 
 The climate is the longer-term conditions (defined as 30-year mean; WMO, 
2007) of temperature, rain, humidity, winds etc. that we expect for any given location 
and time. Climate variability, defined as the variations in the mean state of the climate on 
all temporal and spatial scales, beyond single weather events, is the net result of external 
and internal forcings, and feedbacks within the climate system, which is a representation 
of the current state of the atmosphere, the hydrological cycle, the land surface, the 
cryosphere, and the biosphere.  
 The composition of the atmosphere has changed naturally throughout the history 
of the Earth. The main constituents of the atmosphere are Nitrogen (78.1%), Oxygen 
(20.9%) and Argon (0.93%), plus several trace gases, including carbon dioxide (CO2), 
methane (CH4), nitrous oxide (N2O) and ozone (O3). The trace gases, CO2, CH4, N2O 
and O3, known as greenhouse gases, absorb and emit infrared radiation and play an 
important role in modulating the Earth’s energy budget. In addition, water vapour 
contained within the Earth’s atmosphere also acts as a greenhouse gas.  
 The hydrological cycle comprises all fresh and saline water components on our 
planet including, the seas, oceans, lakes, wetlands, and underground stores. The Oceans 
cover 70% of the Earth’s surface and store vast amounts of carbon dioxide (CO2) and heat. 

Due to the high thermal inertia of the oceans, they regulate climatic variability over the 
longer-time scales. 

 
Fig.1.3. Schematic of the components of the global climate system (bold arrows), their processes and 
interactions (thin arrows) with the other elements of the climate system IPCC (2001). 

https://en.wikipedia.org/wiki/IPCC


 

 25 

 The cryosphere is comprised of the world’s large icesheets, The Greenland 
Icesheet, and the Antarctic Icesheet, along with the numerous smaller ice caps found in 
the high- and low-latitudes. It also includes sea-ice, permafrost, and snow fields. The high 
albedo for solar radiation of snow and ice, along with its low thermal conductivity, are the 
features of the cryosphere that form its strongest connection to the climate system.  

These components that form the climate system are dynamic and undergoing 
constant change due to a series of forcings, feedbacks and boundary conditions. Forcings 
can be external or internal to a dynamical system and in the context of the Earth’s climate 
system these include the orbital configuration of the Earth (the Milankovitch theory see 
section 1.3) and greenhouse gas concentrations (see section 1.4). Feedbacks are transfers 
of energy within the climate system and work to either amplify (positive feedback) or 
reduce (negative feedback) the effect of a forcings. Feedbacks operate over different 
timescales with those related to sea-ice, clouds, and atmospheric particles extending from 
weeks to decades, whereas processes such as vegetation growth and ice-sheets extend over 
centuries to millennia, with plate tectonics operating over millions of years. Boundary 
conditions are what defines the edges of the system. Together these operate, over a range 
of timescales, leaving us with a highly dynamic climate system. 
 An important aspect to consider, within the context of climate modelling studies, 
is whether a process should be defined as a feedback, a forcing, or a boundary condition. 
To do so, one must consider the length of time the climate process operates over and the 
length of the period of interest. If the period of interest is shorter than the timescale of the 
climatic process, then it can be defined as a boundary condition.  
 In the context of this thesis nearly all the simulations were conducted over the 
Holocene. Therefore, the orbital configuration and greenhouse gas concentrations were 
considered forcings, whereas icesheet configuration, sea-level and the solar constant were 
considered boundary conditions. 
 
1.3 Milankovitch theory  

It was not until the last 150 years that the variation of the Earth’s orbital 
parameters were known to have a significant impact on the Earth’s climate. Nowadays this 
theory is commonly known as the Milankovitch theory (Milankovitch, 1941). The theory 
is based on the assumption that surface temperatures vary in response to regular and 
predictable changes in the earth’s orbit and axis, amplified by several positive feedbacks, 
thus the orbital configuration determines the distribution and amount of insolation upon 
the Earth’s surface at all latitudes. 

Planetary gravitational influences modify the shape of the Earth’s orbit around the 
sun over a period of ~100ka (ka = thousand years) during which time the shape of the 
earth’s orbit varies from an almost circular orbit to an elliptical one. This process is known 
as the eccentricity of the orbit (blue line in Fig.1.4). 

In addition, the tilt of the Earth’s axis varies between 21°39' to 24°36' over a 
period of ~41kyr (green line in Fig.1.4). It is the angle between the plane of the Earth’s 
equator and the plane of the Earth’s orbit around the sun and is known as the obliquity. 
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The third and final variable is due to the gravitational pull exerted by the sun and 
the moon which causes the earth to wobble on its axis. A consequence of this is that the 
equinoxes precess around the sun in a regular fashion and thus the season when the earth 
reaches perihelion (the point where the earth is closest to the sun) to the sun varies. 
Currently, the northern hemisphere winter occurs when the sun is in perihelion (the point 
where the earth is closest to the sun) and summer occurs when the sun is in aphelion (the 
point where the earth is furthest from the sun). It has been found that the periodicity with 
which this precessional cycle varies has both minor (~19kyr) and major (~21kyr) 
periodicities (red line in Fig.1.4). 

The amount of incoming solar radiation received at the Earth’s surface is partly 
determined by its eccentricity. The orbit of the Earth around the sun is not a perfect circle, 
but an ellipse, resulting in different lengths of the season when the Earth is closest or 
furthest away from the Sun. Modulated on top of this is the precession, which determines 
the time of the year when the earth is closest to the sun. Currently perihelion occurs in 
January and in approximately 10.5ka years’ time it will occur in June. Finally, the greater 
the obliquity, or tilt of the earth around its axis is, the larger the seasonal contrast between 
the summer and winter is. 

Yearly variations caused by the changes in insolation are relatively small, whereas 
over longer periods of time, centuries, millennia etc., they can amount to values that have 
a significant impact upon the climate. Therefore, in the context of this thesis and the papers 
contained within, it is important to include these variables within any experiments. 

The Milankovitch theory, the theory that orbitally driven variability in the 
insolation at the Earth’s surface is a major factor driving climatic cycles such as ice ages 
(Milankovitch, 1941), was originally met with strong resistance (Puetz et al., 2016). It 
was not until the 1960s and 1970s when work on deep-sea sediments, specifically the work 
on oxygen isotope analysis on marine microfossils identified the three indices of global 
climate, eccentricity, obliquity, and precession (Hays et al., 1976). 
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1.4 Greenhouse gas forcing 

The radiative properties of carbon dioxide (CO2), methane (CH4), and Nitrous 
Oxide (N2O), allow them to absorb and re-emit long-wave radiation emitted by the 
Earth’s surface, trapping heat within the atmosphere and preventing the loss of heat to 
space. Without this process, Earth would be uninhabitable, as the average global surface 
temperature would be -18°C (Ma and Tipping, 1998). This compares to ~14°C (NOAA, 
2020) which is the 1901-2000 average combined land and ocean annual temperature. 

If we were to look at proxy-based reconstructions of GHG concentrations, we 
would see they have varied consistently throughout the geological record (Fig.1.5). Over 
the Holocene atmospheric CO2 concentrations have increased from 260ppm at 11ka, to 
280ppm during the Pre-Industrial period (Monnin et al., 2004). Today in August 2020 
the global atmospheric CO2 concentration stands at 412ppm. CH4 levels were ~750ppb 
around 11ka, after which they decreased to ~550ppb 5ka. This was then followed by an 
increase to 750ppb pre-industrial (Kobashi et al., 2007). Since then CH4 levels have 
continued to increase and in August 2020 were upwards of 1875ppb. Throughout this 
study, we use reconstructed GHG concentrations as a forcing of our climate simulations 
throughout the Holocene and in the 21st century. 

 
Fig.1.4. Plot of Milankovitch orbital parameters spanning 500 ka before and after present (J2000). Top 
time-series plot: eccentricity; Middle is obliquity; and the bottom figure is and longitude of perihelion 
and climatic precession (Kostadinov and Gilb, 2014). 
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1.5 Icesheets 

The Antarctic and Greenland Icesheets are the two largest icesheets on our planet. 
This has not always been the case because during the past ice age, icesheets covered large 
expanses of North America (the Laurentide Icesheet) and Scandinavia (the Fennoscandia 
Icesheet). The beginning of the Holocene, the current interglacial period which began 
~11.7k, marked the end of the last major deglaciation, with a retreat of the Fennoscandian 
Icesheet. This icesheet extended from the UK north-eastwards over northern-Germany, 
Poland, the Baltics, Scandinavia, and Finland. At the same time, the Laurentide Icesheet 
which covered North-America, as far south as the Northern-Plains was also in retreat. But 
by 9.7ka and 7 to 8ka, respectively, they had all but disappeared (Dyke and Prest, 1987; 
Stroeven et al., 2016). 
 It is known from modelling experiments that the configuration of icesheets have 
the ability to impact climate on a large scale (Singarayer and Valdes 2010). When used 
within modelling studies the way they are utilised often occurs in two ways. Firstly, the 
icesheets are fixed in spatial extent, height, geometry, and albedo. This allows an 
equilibrium icesheet response to the climate to be observed. Secondly, we can study the 
impact of icesheet melt by applying a freshwater forcing to a location in the ocean, as has 
been done when simulating the 8.2ka event (Matero et al., 2017). 

Incorporating icesheets into palaeoclimate modelling is not an easy task and often 
requires the user to define the icesheet as either a boundary condition or a forcing. 
Throughout this dissertation I choose to keep the Greenland and Antarctic Icesheets fixed 

 
Fig.1.5. Temperature and atmospheric gas concentrations over the Holocene (Curry, 2017). 
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and use them as a boundary condition. Therefore, the configurations of the Greenland and 
Antarctic Icesheets were fixed with a modern-day configuration.  
 
1.6 The Holocene 

 18O reconstructions from ice cores recovered from five drilling sites on the 
Greenland Icesheet are interpreted as temperature reconstructions and show the stability 

of the temperature throughout the Holocene. Fig.1.6 shows the 18O records, which can 
be used as a proxy for temperature, from these five drill sites on the Greenland Icesheet. 
These five ice-core records show that temperatures increase during the early Holocene, 
followed by a thermal maximum in the early-to-mid Holocene, which is then followed by 
a gradual cooling over the remainder of the Holocene. Over the course of the Holocene 
the size of the Greenland and Antarctic ice-sheets have remained relatively constant, 
except for some thinning during the Holocene climate optimum ~9000 to 6000 years ago 
(Vinther, 2009), and the longer term climatic forcings have predominantly been 
accredited to the orbital parameters (Milankovitch theory, section 1.3 of this thesis) and 
natural variations of GHG concentrations (see section 1.4 of this thesis).  

However, within the ‘stable’ climate there have been periods of rapid climate 
change, for example the 8.2ka event (Kobashi et al., 2007), cold events such as The Little 
Ice Age (Mann et al., 2009), warmer periods such as The Medieval Climate Anomaly 
(Mann et al., 2009) and multicentennial climate variability, such as Bond cycles (Bond et 
al., 1997). 

The 8.2ka event is captured in all five of the Greenland ice cores shown in Fig.1.5 
and was a relatively short-lived event (200-400years) that saw a decrease in global 
temperatures. The cause of this event is largely accredited to a large freshwater 
perturbation of the Atlantic Meridional Overturning Circulation that originated with a 
large release of freshwater from Lake Agassiz, which formed part of the Laurentide 
Icesheet (Kobashi et al., 2007). 

The Little Ice Age was a relatively recent period of cooling that can be split into 
three cooler periods, which began at 1650, 1770 and 1850 and were interspersed with 
warmer periods. The often-cited cause of these cold periods is solar minima (Eddy, 1979). 
Indeed, the Maunder minima (1645 to 1715) occurred during the Little Ice age, as did the 
Dalton Minima (1790 to 1830). 
 We have also seen that the Holocene climate optimum (9 to 6ka) was a period 
where global temperatures peaked (Renssen et al., 2012). This warming was driven by 
orbital forcings with summer insolation 30 to 40 Wm-2 greater than present day (Renssen 
et al., 2012). By this time, the Fennoscandia and Laurentide Icesheets had disappeared, 
and the configuration of icesheets was similar to present day. 
 It was also during the mid-Holocene that we observed an African humid period 
(deMenocal et al., 2000; Kröpelin et al., 2008). An orbitally enhanced summer monsoon 
led to a wetter period across northern Africa. This allowed for greater vegetation coverage 
across present day Sahara (deMenocal et al., 2000). Drivers of this have been accredited 
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to orbital forcings which led to an orbital enhancement of the summer monsoon 
(deMenocal et al., 2012).  
 
 

 
Multicentennial climate fluctuations within the Holocene, more commonly 

referred to as Bond Cycles, are a record of ice-rafted detritus that show a ~1500-year 
cycle of climate variability over the course of the Holocene (Bond et al., 1997). The 
Holocene has thus displayed significant climate variability which is important for 
understanding the impacts of anthropogenic climate change in the 21st century and beyond. 
This is particularly true for the warm periods such as the Mid-Holocene Climate Optimum 
along with the Medieval Climate Anomaly, which have both been proposed as analogues 
for 21st century temperature changes, owing to similar reconstructed warming for these 
periods.  
 
1.7 Numerical climate modelling  

Numerical climate models are mathematical representations of the physical, 
chemical, and biological components of the climate system. However, it is not possible to 
fully represent every aspect of the climate system due to computational limitations of the 
computers used to run the climate model. Therefore, aspects of the climate system must 
be approximated within the model. The most obvious process of all climate models that 

 
Fig.1.6. Map showing the 5 drill sites for the five ice cores spanning the entire Holocene, with the 
corresponding reconstructed Holocene temperature records, reconstructed from oxygen isotope 
analysis. b2k means before 2000AD. The 3 grey shaded areas represent the 3 cold events within the ice 
core oxygen isotope record (Ice and Climate, 2019). The one at ~8.2ka is known as the 8.2ka event, the 
one at 9.4ka is a weak cold event known as the Erdalen Event and the one at ~11.3ka is known as the 
Preboreal Oscillation. 
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is approximated is cloud dynamics. The processes governing cloud formation occur at 
scales that are below that of even the highest resolution models, meaning these processes 
need to be approximated, and all subsequent cloud related processes, such as precipitation  
and the radiation balance, need to be parametrised.  

Due to the vast number of components that could potentially be used to construct 
a climate model, a distinct climate model hierarchy has developed over time. It is now 
widely considered that there are three distinct categories of climate models, beginning 
with zero-dimension energy balance models being the most simple, followed by Earth 
system Models of Intermediate Complexity (EMICs) being the middle-ground, with fully 
coupled Earth System Models (ESMs) classed as the most sophisticated within the climate 
modelling hierarchy (Claussen et al., 2002). Fig.1.7 provides a schematic illustration of 
climate models as a function of their complexity and the processes within them (McGuffie 
and Henderson-Sellers, 2014). 

 

 
As the climate pyramid visually demonstrates, no one model incorporates into its 

being all the processes over all the timescales, meaning that a decision needs to be made 
as to which category of climate model to use for your research. The most complex models, 
ESMs, provide the most detailed results of the current and future climate. However, these 
models are tuned to the present-day climate, and may not necessarily have the correct 
sensitivity to a large change in forcings. In addition, the time needed to run these for 

 
Fig.1.7. Schematic illustration of different types of climate models and their complexity (McGuffie and 
Henderson-Sellers, 2014). 
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relative short simulations (~100 years) is computationally expensive, i.e. it takes a long 
time. Therefore, they are not suited for multi-millennial climate simulations that are 
required to study climate changes over glacial/interglacial cycles. For this purpose, we 
need to employ an EMIC and throughout this thesis we employ the use of one EMIC, 
LOVECLIM. 

A final, but important remark about climate models and their application is that 
it is important that results from climate models be compared and discussed alongside those 
of proxy-based reconstructions or contemporary data. By using these valuable resources 
in combination, research results will carry a greater degree of robustness when critiqued.  
 
1.8 The LOVECLIM Earth Model of Intermediate Complexity 

The LOVECLIM climate model, used throughout this thesis, is categorised as an 
Earth System Model of Intermediate Complexity (EMIC), meaning that the spatial 
resolution of the model is coarser than that of more complex Earth System Models (ESMs) 
and the physics employed in the model are more simplistic. This is particularly true for 
the atmosphere, because within ESMs the atmosphere is the most computationally 
expensive component, so by reducing this complexity allows simulations performed with 
LOVECLIM to be integrated faster. Therefore, it also means that LOVECLIM is ideally 
suited to perform long simulations, allowing for the investigation of centennial to 
millennial scale climate changes. Given that the main driver of climate over these 
timescales is the ocean, employing a model with a reduced atmosphere complexity is not 
considered a major hindrance.  

LOVECLIM has been employed in a range of studies. It has been demonstrated 
that its modern-day climate is in good agreement with observations, including 
temperature, precipitation, and sea-ice cover in both the northern and southern 
hemisphere (Goosse et al., 2010). LOVECLIM is able to simulate the features of deep 
convection in the high-northern latitudes in the Labrador Sea, Irminger Sea and south of 
Svalbard with reasonable skill (Goosse et al., 2010). Within this thesis (Chapter 2) it has 
also been shown to be able to simulate a modern-day Arctic Ocean freshwater cycle 
(Davies et al., 2014).  At 6ka BP LOVECLIM simulates increased summer surface 
temperatures, particularly in the high-northern latitudes over the continents and the Arctic 
(Goosse et al., 2010). In general, the results of the 6ka simulation performed with 
LOVECLIM capture similar characteristics of the climate that have also been observed in 
other models involved in the experiments performed within the Paleoclimate Modelling 
Intercomparison Project (PMIP 2014, Braconnot et al., 2007).  In addition, it has 
successfully been applied to simulate various past climates, including the last millennium 
(Goosse et al., 2005), the last glacial maximum (LGM) (Roche et al., 2007), the Holocene 

(Renssen et al., 2009), the 8.2 ka event (Wiersma and Renssen, 2006), and the last 
interglacial (Bakker et al., 2013). The results of these simulations are consistent with those 
of comprehensive GCMs (Goosse et al., 2010; Bakker et al., 2013; Nikolova et al., 2013).  
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The version of LOVECLIM used in this thesis is composed of an atmosphere 

component (ECBilt) (Haarsma et al., 1996; Opsteegh et al., 1998), a coupled sea-ice-
ocean component (CLIO) Goosse et al., 1997 and a terrestrial biosphere model 
(VECODE) (Brovkin et al., 2002). 

The atmosphere component, ECBILT (Haarsma et al., 1996; Opsteegh et al., 
1998) has three vertical layers (800hPa, 500hPa and 200hPa) a horizontal T21 truncation 
(5.6° x 5.6° latitude -longitude), a full hydrological cycle, and is governed by the equation 
for quasi-geostrophic potential vorticity within this space. The ageostrophic terms, 
included to improve the representation of circulation in the low latitudes, are obtained by 
computing the vertical velocity and the horizontal divergence (Opsteegh et al., 1998). 
Within this atmospheric space, the radiative scheme and the thermodynamic exchange 
between the layers and the surface are computed. Temperature is calculated at the surface, 
at 650hPa and at 350hPa levels. Humidity is represented by a single prognostic variable, 
which is the total precipitable water between the surface and the 500hPa level. To account 
for the fact that humidity is generally higher closer to the surface, where wind speeds are 
lower, the prognostic variable for humidity is transported horizontally using a fraction of 
the sum (60%) of the geostrophic and ageostrophic winds at the 800hPa level. Above the 
500hPa level, it is assumed that the atmosphere is completely dry, and thus, all water 
above this level is converted to precipitable water. Additionally, if the total precipitable 
water passes a specific threshold, defined as 0.83 times the vertically integrated saturated 
specific humidity, and assuming a constant relative humidity within the layer, precipitation 
also occurs below the 500hPa level (Goosse et al., 2010). 

 
Fig.1.8. Schematic of the coupled components of LOVECLIM. In this study, only the ECBilt, CLIO and 
VECODE-LBM components are applied (Goosse et al., 2010). 
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In ECBilt, clouds are not resolved based on convection and condensation of 
evaporated precipitate; instead clouds are prescribed based on the modern day ISCCP D2 
dataset (1983-1995) (Rossow et al., 1996) with the total upward and downward radiative 
fluxes computed as a function of this dataset (Schaeffer et al., 1998; Goosse et al., 2010). 
In turn this means that clouds and precipitation are decoupled from one another within 
the model. This is an obvious limitation of the model, in that the radiative feedbacks 
between clouds, the atmosphere and the land surface may be simplified and affect 
planetary albedo.  

The land surface component of the model is a subsection of ECBilt and has the 
same grid resolution as the atmospheric component. Additionally, river runoff is 
computed using a simple bucket method, in that the volume of water in the bucket is a 
function of the vegetation type. If the water level of the bucket is higher than the allowed 
capacity of the bucket after precipitation, evaporation and snow melting have occurred, 
then the excess water is transferred directly to the mouth of the corresponding river basin. 

The oceanic component, CLIO (Goosse et al., 1997), is a primitive-equation, 
free-surface ocean model that consists of a general ocean circulation model (Deleersnijder 
and Campin, 1995; Deleersnijder et al., 1997) coupled to a thermodynamic-dynamic sea-
ice model (Fichefet and Morales Maqueda, 1997 and 1999) with a 3°x3° latitude-
longitude resolution. It includes realistic bathymetry, classical approximations (Boussineq, 
thin shell and hydrostatic), plus the eddy-induced advection term of Gent and McWilliams 
(1990). In addition, it is comprised of two spherical subgrids, to avoid North Pole 
singularity and allow more evenly sized grids at higher latitudes (Madec and Imbard, 
1996). The resolution of the model does not allow for a realistic representation of flow 
through the Bering Strait, therefore it is determined by the sea-level difference across the 
strait, following the geostrophic control theory (Goosse et al., 1997).  Sea-ice is 
represented by a three-layer model where each floe of ice is divided into two homogenous 
layers upon which snow accumulates, when the surface temperature is below the freezing 
point and precipitation occurs. If sufficient snow accumulates upon the floe, it is depressed 
below the surface layer of the underlying water, whereby it becomes immersed in 
seawater. The combination of accumulating snow and freezing seawater allows for the ice 
floe to increase in thickness (Fichefet and Morales Maqueda, 1997). Even though the 
thermodynamic processes that govern the vertical decay and growth of sea-ice within 
CLIO are a simplified version of reality, the model has the ability to replicate the 
geographical extent of seasonal sea-ice in both hemispheres (Goosse et al., 2010). 

The vegetation component, VECODE (Brovkin et al., 2002), is a reduced form 
dynamic global vegetation model which is capable of simulating the dynamics of two plant 
functional types (trees and grasses), in addition to a dummy type (desert). These interact 
with the atmosphere through only their albedo and do not affect other processes such as 
evapotranspiration (Goosse et al., 2010). 
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1.9 Advantages of LOVECLIM 
 Amongst the spectrum of climate models, LOVECLIM falls within the middle 
ground in terms of complexity. As such it is classified as an Earth System Model of 
Intermediate Complexity (EMIC). However, this does not make it a lesser model to use 
in climate modelling studies. In fact, the context of the analysis is critical when choosing 
the correct model for climate modelling studies.  
 The most complex models are known as ESMs. These include a wide range of 
components of the climate system and are intended to provide the best possible 
representation of climate system dynamics. However, this comes at a cost, computation 
cost, which limits the temporal scale they can be used to study. Thus, choosing the model 
with the highest resolution is not always the best choice. This is where EMICs come into 
their own, as despite their often lower resolution, simplified dynamics and higher number 
of parameterisation of processes, they are often the most appropriate models to use for 
climate simulations spanning millennia, even glacial cycles. This allows multiple 
simulations, over large timescales, such as the Holocene to be performed within a 
relatively short time, and at no substantial impact to the quality of the results. 
 LOVECLIM has been used in numerous studies of palaeoclimate including studies 
ranging from the Millennium (Goosse et al., 2005) to the last interglacial (Bakker et 
al., 2013). In addition, the last Glacial Maximum (Roche et al., 2007), the Holocene 

(Renssen et al., 2009) and the 8.2 ka event (Wiersma and Renssen, 2006) are all but a few 
examples of other studies where LOVECLIM has been applied. The results of LOVECLIM 
have also been tested against those of ESMs and they have shown to be consistent with 
them (Goosse et al., 2010; Bakker et al., 2013; Nikolova et al., 2013). Therefore, we 
have no doubt that LOVECLIM is a suitable model to use throughout this thesis. 
 
1.10 Overview of research questions 
 Studying the Arctic freshwater cycle provides an opportunity to show how it 
responded to past warm climates and how natural intrinsic mechanisms controlling various 
aspects of the Arctic freshwater cycle have varied throughout the Holocene. This has led 
to structuring the thesis as follows: 
 
Chapter 2: “The Arctic freshwater cycle during a naturally and an anthropogenically 
induced warm climate”. 

The projected temperature increase in the Arctic region during the 21st century is 
often compared to what occurred there during the mid-Holocene. However, the climates 
of these two periods evolved due to a very different set of forcings. Therefore, to solely 
focus on the response of the Arctic based on the change in temperature is not giving a full 
appreciation to the fact that the underlying state of the various components that comprise 
the Arctic freshwater cycle could respond differently to these forcings. In this chapter, we 
compared the response of the various components that comprise the Arctic Freshwater 
cycle between the mid-Holocene and the 21st century. 
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Chapter 3: “An intrinsic mechanism of multicentennial variability of the Arctic Ocean 
freshwater content”. 

In this chapter we further explored a result we observed in the previous chapter. 
We observed in our climate simulation of the modern period, that the Arctic Ocean 
freshwater content displayed a clear periodicity, between its maximum and minimum 
states, on the order of ~250-years. We wanted to understand this phenomenon further, 
in particular the mechanisms that were driving this variability. However, as our simulation 
in Chapter 2 included numerous external climate forcings, we had to perform a control 
simulation with fixed pre-industrial forcings which would allow us to understand the 
intrinsic mechanisms controlling the Arctic Ocean freshwater content.   
 
Chapter 4: “Simulating the multicentennial variability of the Arctic Ocean freshwater 
content over the Holocene with the LOVECLIM climate model”. 
 In this chapter we further explore the intrinsic mechanism of multicentennial 
variability of the Arctic Ocean explained in Chapter 3, but this time we use a transient 
climate simulation over the Holocene.  
 
Chapter 5: “The impact of Sahara desertification on Arctic cooling during the Holocene”. 

As can be seen, this is a slight departure from the main theme of the thesis. 
However, it was included as it highlights that relative minor changes to the atmosphere, 
induced by a relatively large vegetation change in the Sahara, can have far reaching impacts 
in the Arctic. Studies show that the Sahara was vegetated during the early Holocene (9000 
to 6000 years ago), however we are more familiar with a desert Sahara. There have been 
many studies that have sought to understand the reasons for this change, and these, along 
with the speed at which they occurred are still a hot topic of debate, and one which we do 
not try to resolve. Instead, we approached this problem from the opposite angle, instead 
of asking how did the climate impact the vegetation in the Sahara as many before have 
done, we wanted to know how the vegetation change in the Sahara effected the climate? 
Given that the Sahara is the world largest non-polar desert, it seemed a reasonable 
assertion that it would likely have some impact, either locally or globally.  
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“Everyday some new fact comes to light - some new obstacle which threatens the gravest 
obstruction. I suppose this is the reason which makes this game so well worth playing” 
 
Robert Falcon Scott 
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Chapter 2: The Arctic Freshwater Hydrological Cycle during a naturally and an 
anthropogenically induced warm climate 
 
Published as: Davies FJ, Renssen H, Goosse H (2014) The Arctic freshwater cycle during 
a naturally and an anthropogenically induced warm climate. Clim Dyn 42: 2099-2112. 
doi.10.1007/s00382-013-1849-y 
  
Abstract 

The Arctic freshwater hydrological cycle plays an important role in regulating 
regional and global climate. Current observations suggest that an intensification of the 
high-northern latitude hydrological cycle has caused a freshening of the Arctic and sub-
Arctic seas, increasing the potential of weakening overturning strength in the Nordic Seas, 
and reducing temperatures. It is not known if this freshening is a recent phenomenon and 
a manifestation of the current anthropogenic warming, or if the Arctic freshwater 
hydrological cycle has exhibited a similar response to past, naturally induced periods of 
warming, for example during the mid-Holocene hypsithermal event. Thus, we have used 
an earth model of intermediate complexity, LOVECLIM, to investigate the response of 
the Arctic freshwater hydrological cycle, during two warm periods that evolved under 
different sets of forcings, the mid-Holocene and the 21st century. A combination of proxy 
reconstructions and modelling studies have shown these two periods to exhibit similar 
temperature profiles however, it has yet to be determined if the Arctic freshwater 
hydrological cycle and thus, the transport and redistribution of freshwater to the Arctic 
and the sub-arctic seas, during the two warm periods, is comparable.  Here we provide 
an overview that shows that the response of the Arctic freshwater hydrological cycle 
during the early 21st century could be interpreted as an ‘extreme’ mid-Holocene 
hydrological cycle. Whilst for the majority of the 21st century, the Arctic freshwater 
hydrological cycle will likely transition into what can only be described as truly 
anthropogenic in nature. 

  
2.1 Introduction 

In recent decades, the Arctic has been warming at a rate far greater than any other 
region on the planet, drawing the attention of a broad scope of society. This amplification 
of warming in the high-northern latitudes is due to a series of complex positive feedbacks 
(Manabe and Stouffer, 1980) and it is likely to continue into the 21st century, with 
temperatures in the Arctic projected to rise anywhere between 2.8°C and 7.8°C 
(Christensen et al, 2007). With noticeable changes already being observed in the Arctic, 
it is vital to understand the effect this warming is likely to have upon the climate system, 
especially when the reach of these effects is likely to extend further afield than the Arctic. 
It has already been observed that, the extent and thickness of both the perennial and 
seasonal sea-ice has decreased (Comiso et al., 2007; Stroeve et al., 2007); the Arctic 
hydrological cycle is intensifying (Kattsov and Walsh, 2000); the Greenland Ice Sheet has 
shown increased melting at its periphery (Krabill et al., 2004; Chen et al., 2006; Luthcke 
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et al., 2006), which is being further enhanced by the acceleration of a number of its 
tidewater glaciers (Rignot and Kanagaratnam, 2006); river discharge into the Arctic 
Ocean from Eurasian and Canadian rivers has been increasing (Peterson et al., 2002; Déry 
and Wood, 2005; Déry et al., 2009; Shiklomanov and Lammers, 2009); and the southern 
extent of permafrost has been decreasing, which is accompanied with a deepening of the 
active layer (Kwong and Gan, 1994; Jorgenson et al., 2001; Serreze et al., 2003; Zhang 
et al., 2005). 
  The Arctic Ocean is a unique feature, in that while only storing approx. 1% of the 
worlds water, it receives 11% of the worlds river runoff via the Eurasian and North 
American basins (Shiklomanov, 2000). Therefore, the observed and predicted changes in 
the Arctic are likely to have an impact upon the freshwater supply to the Arctic Ocean, 
which in turn will affect its water mass properties, and by association, the climate of the 
Arctic. In addition, the increase in freshwater entering the Arctic Ocean will then be 
transported southward close to the sites of deep convection that control climate on a larger 
scale through the Atlantic Meridional Overturning Circulation (AMOC). The collapse of 
which, due to increased freshwater flux, could affect regional and global climate (Vellinga 
and Wood, 2000). Although this is not expected, 21st century simulations show its likely 
decrease, which will in turn influence the climate (Gregory et al., 2005). Therefore, it is 
of great relevance that we seek to explore how the future anthropogenic warming is likely 
to impact the Arctic Freshwater Hydrological Cycle (AFHC). 
  The projected warming of the future is unlike what the Earth has experienced in 
the recent past, making it difficult to draw any solid comparisons on how the climate is 
likely to respond to enhanced levels of greenhouse gases in the atmosphere. However, the 
current interglacial, although relatively benign when compared to the climatic variability 
of previous interglacials, provides us with an example of the most recent hypsithermal 
event to have occurred. This event, most commonly referred to as the Holocene Thermal 
Maximum (HTM), has been observed in a number of palaeoclimatic proxy records, such 
as marine and lake sediments, glacial records, ice-cores and speleothems (Wanner et al., 
2008; Ljunqvist, 2011). Reconstructions show that this period was characterised by a 
relatively warm, wet climate, particularly in the high-northern latitudes, and that sea 
surface temperatures were estimated to be 2-8°C higher than present day, (Levac et al., 
2001; Birks and Koç, 2002; Calvo et al., 2002; Sarnthein et al., 2003; Kaufman et al., 
2004), while terrestrial summer temperatures were 1-3°C higher (Kaufman et al., 2004; 
Kerwin et al., 2004). However, the timing of the initiation of the HTM is still unclear. 
According to the Milankovitch theory of orbitally driven climate change, the HTM would 
be most likely to occur during the onset of the Holocene, between 11-10ka (Berger, 1978). 
While the majority of proxy reconstructions show an initiation of the HTM during the 
early part of the Holocene (11-8ka), (Davis et al., 1980; Ritchie et al., 1983; Koerner and 
Fisher, 1990; Szeicz et al., 1995; Hu et al., 1998; Bennike, 2000; MacDonald et al., 2000; 
Duplessy et al., 2001; Levac et al., 2001; Christiansen et al., 2002; Marchal et al., 2002; 
Wagner and Melles, 2002; Pisaric et al., 2003; Kaufman et al., 2004), there are also a 
noteworthy number of proxies that indicate its initiation was during the mid-Holocene (8-
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4ka) (Koç and Jansen, 1992; MacDonald et al., 1993; Korhola et al., 2000; Kaplan et al., 
2002; Smith, 2002; Caseldine et al., 2003; Kerwin  et al., 2004; Caseldine et al., 2006). 
In addition to the temporal variation of the initiation of the HTM there appears to be a 
spatial element to it, with the HTM occurring earlier in Alaska, the Canadian Arctic 
Archipelago and northwest Canada, than it did so in southern Greenland and north east 
America (Kaufman et al., 2004; Jansen et al., 2007). 

With temperatures during the mid-Holocene being comparable to those for the 
near future, the mid-Holocene has often been referred to as a useful analogy for the future 
(Macdonald, 2010). However, there are several important caveats that one must consider 
before doing so. The mid-Holocene and the 21st century have been shown, by proxy 
reconstructions and model simulations respectively, to be relatively warm periods, 
however the climate of each period evolved due to a combination of different forcings. 
Whilst both periods were preceded by increasing levels of atmospheric CO2, this increase 
was not the reason for the mid-Holocene warming, as is primarily the case for current and 
future warming. Due to the surplus in summer insolation during the mid-Holocene (490 
Wm-2 for 6ka and 468 Wm-2 for 2000 AD) the annual mean climate during this period was 
also warmer than present day at many locations in the Northern Hemisphere (Ljunqvist, 
2011). Unlike the mid-Holocene, current warming is predominantly driven by an increase 
in the concentration of atmospheric trace gases that lead to an annual, instead of seasonal, 
forcing and with trace gas concentrations expected to continue to increase, this will result 
in an annual radiative forcing increase, by 2100AD, of between 4.3 and 7.5 Wm-2 (B1 to 
A2 scenarios) relative to 2000 AD from trace gases alone. In contrast, during the mid-
Holocene the effect of GHG concentrations on radiative forcing was minor (-0.2 Wm-2 
relative to 2000 AD).  A final point to consider is that during the early Holocene (until 7ka 
BP), there were still remnants of the Laurentide Ice Sheet, which resulted in large temporal 
and spatial variations in the expression of the HTM (Renssen et al., 2009; Renssen et al., 
2012). To avoid this spatiotemporal complexity, palaeoclimatological studies often take 
the mid-Holocene climate (6ka BP) as a benchmark to study the relatively stable warm 
conditions during the mid-Holocene. 
 Despite these caveats, the mid-Holocene climate is still a very useful reference, as it 
enables us to compare a naturally warm climate with a future anthropogenically induced 
one. In this study we focus our analysis on the AFHC, with the purpose to evaluate how 
the various components that comprise the AFHC respond in two different warm climates. 
With there being a lack of proxy evidence from which to reconstruct the AFHC during the 
mid-Holocene we shall use a global climate model to do so, after first establishing the 
relative merits of the model. In addition, we shall evaluate when the future climate is likely 
to equal and surpass that of the mid-Holocene. 
 
2.2 Model and Methods 
2.2.1 Model  

The simulations were performed using LOVECLIM (Version 1.2), an Earth model 
of intermediate complexity (Goosse et al., 2010), plus minor modifications. This global 
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climate model is comprised of an atmosphere, ocean, sea-ice, ice-sheet, carbon cycle, 
iceberg, land and vegetation components. In this study we have enabled the atmosphere, 
sea-ice, ocean and vegetation components. 

The atmosphere component, ECBilt is a quasi-geostrophic dynamical atmosphere 
with a horizontal T21 truncation (5.6° x 5.6°) and three vertical layers, 800hPa, 500hPa 
and 200hPa (Haarsma et al., 1996; Opsteegh et al., 1998). It consists of a full hydrological 
cycle, where humidity is represented by the total precipitable water between the surface 
and 500hPa. Above 500hPa, it is assumed that the atmosphere is dry and all water that 
surpasses this level is converted to precipitation. 
  Clouds are prescribed based on the ISCCP D2 dataset of Rossow et al. (1996). 
The land surface component is part of ECBilt and has the same grid resolution as the 
atmosphere. River runoff is calculated using a simple bucket method, where the volume 
of water in the bucket is a function of vegetation. If after precipitation, evaporation and 
snow melting have occurred the water level is still higher than the maximum one allowed 
in the bucket, it is then added to the mouth of the river for the corresponding basin. 

The Ocean is represented by CLIO (Goosse et al., 1997). This is a primitive-
equation, free-surface model that consists of a general ocean circulation model 
(Deleersnijder and Campin, 1995; Deleersnijder et al., 1997) coupled to a 
thermodynamic-dynamic sea-ice model (Fichefet and Morales Maqueda, 1997 and 1999). 
It has a resolution of 3° in the longitude and latitude, realistic bathymetry, and contains 
some classical approximations, including the Boussineq approximation, the thin shell 
approximation, the hydrostatic approximation and the eddy-induced advection term of 
Gent and McWilliams (1990). It is also comprised of two spherical subgrids to avoid North 
Pole singularity (Madec and Imbard, 1996). Flow through the Bering Strait is determined 
by the sea-level difference across the strait, following the geostrophic control theory 
(Goosse et al., 1997). The thermodynamic processes that govern the vertical decay and 
growth of sea-ice are represented in a three-layer model. The ice floe of each grid cell is a 
slab of ice, which is divided into two equal layers. Snow accumulates upon these floes when 
the surface temperature is below the melting point. If sufficient snow accumulates upon 
the floe, it is depressed below the surface level of the underlying water and, the floe is 
inundated with seawater. A combination of freezing seawater and snow then increases the 
thickness of the ice floe (Fichefet and Morales Maqueda, 1997). Although natural 
conditions are not fully represented in the model, the ability of the model to simulate the 
geographical extent of sea-ice in both the Northern and Southern hemispheres is reasonably 
good (Goosse et al., 2010). 

The vegetation component of LOVECLIM is represented by VECODE (Brovkin 
et al., 2002). This is a reduced form dynamic global vegetation model, and is capable of 
simulating the dynamics of two plant functional types, trees and grasses, as well as desert 
as a dummy type, and these only have an effect upon the surface albedo and not on other 
processes such as evapotranspiration (Goosse et al., 2010). 

LOVECLIM is shown to reproduce the main characteristics of the present-day 
climate with reasonable accuracy (Goosse et al., 2010). After a doubling of CO2 the surface 
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temperature in LOVECLIM increases by 1.9°C after 1000 years, which when compared 
to GCMs (Randall et al., 2007), places the climate sensitivity of LOVECLIM at the lower 
end of values. In addition, LOVECLIM requires a precipitation flux correction, including 
a 25% reduction in the Arctic. Without this correction applied, the simulated precipitation 
is too high, resulting in an excess of freshwater entering the Arctic Ocean and weakening 
the meridional overturning circulation. Precipitation produced in the model is removed 
before it enters the Arctic Ocean and transferred directly to the Pacific Ocean. 
LOVECLIM is able to simulate the features of the high-northern latitudes reasonably well, 
including deep convection in the Labrador Sea, Irminger Sea and south of Svalbard, and 
the present-day extent of sea-ice (Goosse et al., 2010). 

At 6ka BP LOVECLIM simulates increased summer surface temperatures, 
particularly in the high-northern latitudes over the continents and the Arctic (Goosse et 
al., 2010) (Fig.2.1). It also captures the increases in precipitation over Northern Africa 
and the Middle East. In general, the results of the 6ka simulation performed with 
LOVECLIM capture similar characteristics of the climate that have also been observed in 
other models involved in the PMIP series of experiments (Braconnot et al., 2007).  For a 
more detailed description of model performance at the time periods discussed above, as 
well as for the recent decades, the last millennia, and the last glacial maximum, the reader 
is referred to Goosse et al. (2010). 

For the experiments performed here, there were some minor modifications to the 
setup of LOVECLIM.  As mentioned above, in accordance with geostrophic control theory 
(Toulany and Garrett, 1984), the flow across the Bering Strait is parameterised as a linear 
function of the cross-strait sea-level difference. This parameter was tuned to be a better 
representation of the modern day Bering Strait throughflow. Additionally, the land 
catchments areas were critically evaluated and adjusted to give a more realistic 
representation of modern-day river basins. 
 

2.2.2 Experimental Setup 

The climates of the pre-industrial (PI), modern day (MOD) and 21st century 
(A1B, A2 and B1) were derived from a series of transient experiments covering the period 
1ka to 2100AD. Values calculated for the pre-industrial era, were averaged over the 
period 1251 to 1750 and for the modern era, values were averaged over the period 1951 
to 2000. This transient simulation was forced with annually changing orbital parameters 
(Berger, 1978), total solar irradiance (Wang et al., 2005; Delaygue and Bard, 2009), 
volcanic forcings (Crowley et al., 2008), tropospheric ozone (Nakicenovic and Swart, 
2000), aerosol sulphates (Nakicenovic and Swart, 2000) and GHG concentrations 
(PMIP3). The trace gas reconstructions reach levels of 370ppm (CO2), 1752ppb (CH4) 
and 316ppb (N2O), by 2000AD. 

For the 21st century simulations (A1B, A2 and B1) we followed the IPCC Special 
Report on emissions Scenarios (SRES) A1B, A2 and B1. In scenarios A1B, A2 and B1, by 
the year 2100AD, the additional radiative forcings, relative to 2000AD, due to the 
increase in trace gas concentrations were 5.9, 7.5 and 4.3 Wm-2, respectively.  
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Additionally, ozone and sulphates forcings were applied. Volcanic forcing was held 
constant at 2001 levels, and total solar irradiance was held at 1365 Wm-2. These scenarios 
were chosen because they cover the full range of future trace gas emissions scenarios as 
defined by the IPCC and allow for comparison with other studies. The values presented in 
the text for each scenario are averaged over the period 2051-2100. 

The climate of the mid-Holocene (6ka) was simulated following the guidelines 
of the PMIP3 Protocol (http://pmip3.lsce.ipsl.fr/). The major difference between the 

 

 
Fig. 2.1. Mean annual surface temperature anomaly plots of a) 6ka - PI; and b) A1B – PI. (A1B is averaged 
over the years 2051-2100AD). 

http://pmip3.lsce.ipsl.fr/
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forcings for 6ka and PI are the orbital parameters. This would suggest that any climatic 
variation between the two periods is due to the effects of the orbital forcings. Volcanic and 
solar forcings were not modified compared to the preindustrial period. The simulation was 
initiated from a PI control simulation and was run for 2500 years to allow the model, in 
particular the deep oceans, to reach a quasi-equilibrium state. The data presented for the 
mid-Holocene are mean annual values of the last 500 years of the simulation. 
 

2.2.3 Calculating Freshwater Fluxes 

To analyse the AFHC in detail, we modified the CLIO code to allow for the 
computation of liquid freshwater fluxes (FW) and ice fluxes (Fi) at each time step and at a 
number of predefined boundaries (Fig.2.2): Fram Strait (FS), Bering Strait (BS), Kara-

 
Fig.2.2. A map of the Arctic domain as used in this study, including the locations of where freshwater 
and sea-ice fluxes are calculated: Fram Strait (FS); Barents Sea boundary (BA); Canadian Arctic 
Archipelago (CAA) and the Bering Strait (BS); The river catchments of the Eurasian (EUR) and North 
American (NAM) basins; and net precipitation (P-E), which was calculated for the area enclosed by the 
boundaries defined above. 
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Barents Sea boundary (KS), and Canadian Arctic Archipelago (CAA), the following 
equation (2.1) was used to calculate the freshwater flux (Fw): 
 

 
𝐹𝑤 =   ∫

𝐿2

𝐿1

∫ 𝑣𝑤  
𝑆𝑟𝑒𝑓 − 𝑆𝑜

𝑆𝑟𝑒𝑓
 𝑑𝑧

𝑍2

𝑍1

 𝑑𝐿 
(2.1) 

Where vw is the velocity of the water, which is computed perpendicular to the 
length of the transect L, through which it passes. Sref is a reference salinity (taken to be 
34.8 psu to allow for comparison with other studies) and So is the salinity of the ocean at 
that location. These are computed over the entire depth of the water column at the 
corresponding point in the ocean (Z2 to Z1) to give a freshwater flux (km3yr-1). 

The freshwater content of the ice and snow (Fi) (km3yr-1) was calculated using 
equation (2.2): 
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(2.2) 

Where vi is the velocity of the ice floe, Si is the salinity of Ice (6 p.s.u), Sw is the 

salinity of snow (0 p.s.u), ρw is the density of water (1000 kgm-3), ρi is the density of sea 

ice (900 kgm-3), ρs is the density of snow (330 kgm-3), and hi and hs are the thickness of the 
ice and snow respectively. The salinity of sea-ice, Si, is taken as 6 psu, as opposed to the 
usual value of 4 psu (Aagaard and Carmack, 1989; Serreze et al., 2006; Holland et al., 
2007). This is because in LOVECLIM the salinity of first year ice is approx. 6 psu and is 
well adapted to the Southern Ocean, where the exact value has a larger impact than in the 
Arctic. Liquid Freshwater content (Fc) of the Arctic Ocean (km3) is defined as: 
 

 
𝐹𝑐 =  ∫ 𝑑𝑉 

(𝑆𝑟𝑒𝑓 − 𝑆𝑜) 

𝑆𝑟𝑒𝑓
 

(2.3) 

Where dV is the change in volume over the entire depth of the water column. The 
volume of freshwater contained within the sea-ice (Fic) (km3) is calculated with respect to 
the volume of sea-ice (Vi): 
 

𝐹𝑖𝑐 =  𝑉𝑖  
(𝑆𝑟𝑒𝑓 − 𝑆𝑖)

𝑆𝑟𝑒𝑓
 

 

(2.4) 

Equation (2.4) neglects the freshwater contained in snow upon the ice it is small 
and has a negligible effect on the overall AFHC. 

As already noted, equations (2.1) to (2.4), take the reference salinity (Sref) of the 
Arctic Ocean to be 34.8 psu, which is in-keeping with the literature, and allows for 
comparison with other studies (Häkkinen and Proshutinsky, 2004; Serreze et al., 2006; 
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Holland et al., 2007). While the choice of reference salinity is somewhat discretionary, it 
is important to consider the implications of choosing an appropriate one. An adequate 
estimate of the salinity of the Arctic Ocean is taken to be 34.8 psu (Aagaard and Carmack, 
1989), therefore the relative effect of a freshwater flux upon the overall freshwater budget 
of the Arctic Ocean is in relation to this reference value. For example, Atlantic derived 
waters, entering the Arctic Ocean via the Barents Sea, have a salinity of approx. 35 psu 
(Dickson and Blindheim, 1984). Therefore, with a reference salinity of 34.8 psu this is 
classed as a freshwater sink and its tendency effect is to increase the overall salinity of the 
Arctic Ocean. However, if a reference salinity of 35.2 psu is taken, as in Dickson et al. 
(2007), then the Atlantic inflowing waters would now be classed as a freshwater source, 
and the net effect upon the salinity of the Arctic Ocean would be a freshening. 
 
2.3 Results and Discussion 
2.3.1 Hindcast Simulation of the Arctic Freshwater Hydrological Cycle (1951-2000) 

The Arctic freshwater hydrological cycle was simulated from 1951 to 2000, and 
compared to best estimate values (Table. 2.1). For this period, the total inflow (5976±189 
km3yr-1) is at the lower range of estimates of both in situ studies: 6120 km3yr-1 (Aagaard 
and Carmack, 1989); 8450 km3yr-1 (Serreze et al., 2006); and modelling studies: 7044 
km3yr-1 (Holland et al., 2007); and 7486 km3yr-1 (Arzel et al., 2008). The total freshwater 
input to the Arctic is mostly comprised of river runoff (49%) and net precipitation (35%). 
With the remainder being accounted for by Bering Strait throughflow (16%). The 
simulated river runoff (2912±118 km3yr-1) is comprised of input from the North American 
(831±54 km3yr-1) and Eurasian (2081±127 km3yr-1) basins. The total input from river 
runoff is slightly lower than observations (Table. 2.1), whereas precipitation (2078±105 
km3yr-1) is in excellent agreement with observations, which would be expected due to the 
flux correction. It must be noted that LOVECLIM is not able to capture the 7% increase 
in Eurasian river discharge over the late 20th century (Peterson et al., 2002). 

The lower-than-expected simulated total freshwater input to the Arctic Ocean 
can, in part, be accredited to a lower than observed Bering Strait liquid freshwater flux 
(933±144 km3yr-1). However, with the Bering Strait volume flux throughflow tuned to 
observations (0.83±0.66Sv Roach et al., 1995), this lower-than-expected value is due to 
a too high salinity in the Bering Strait throughflow waters. Typically, observational based 
freshwater fluxes are calculated assuming a salinity of 32.5 psu while in our simulations we 
see a salinity that is 0.5-1.5 psu greater than this, leading to a reduced freshwater flux. 

The total outflow (5944±909 km3yr-1) is well within the range of both other in 
situ studies: 5230 km3yr-1 (Aagaard and Carmack, 1989) and 9160 km3yr-1 (Serreze et al., 
2006), and modelling studies; 5578 km3yr-1 (Holland et al., 2007), and 6955 km3yr-1 (Arzel 
et al., 2008). It is dominated by freshwater exiting the Arctic via the Fram Strait (67%), 
in the form of both liquid (53%) and ice (14%). Additional liquid freshwater outflows 
occur through the Kara Sea (24%) and the CAA (9%). Simulated liquid Fram Strait export 
(3140±378 km3yr-1) compares well with observations (Table. 2.1). However, the Fram 
Strait ice flux (808±246 km3yr-1) is a significant underestimation. This can partially be 
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explained by a weaker than observed East Greenland Current (EGC) (3.13±0.44Sv) 
compared to observations (7 to 14Sv) (Schlichtholz and Houssais, 1999; Schauer et al., 
2008). In addition, LOVECLIM is not able to simulate winds of sufficient strength in the 
Arctic region, which significantly reduces the efficiency of the model in transporting sea-
ice. Also, liquid freshwater flux through the CAA (536±253 km3yr-1) is poorly represented 
in LOVECLIM. 

Over the period of the simulation the mean annual Arctic Ocean Freshwater 
Content (46,400±1897 km3) showed a decreasing trend (13 km3yr-1). Freshwater stored 
in the form of sea-ice (13,722±1768 km3) also showed a small decreasing trend (100 
km3yr-1) over the period. 
Because of the approximations included in the computation of the fluxes (for instance the 
diffusion terms are neglected), our estimate of the freshwater budget of the Arctic is not 
completely closed. Nevertheless, the imbalance is negligible in the present framework as 
it amounts to only 2% of the total inflow for the period 1951-2000. 

A noticeable feature of this hindcast simulation is the late 20th century response of 
the AFHC. Temperatures in the Arctic begin to increase from the early 20th century 
(Fig.2.3a), although they do not exceed the range of values shown between 1250 and 1950 
until mid-20th century. In conjunction, there is a response beyond the PI variability in sea-
ice volume (Fig.2.3b), Fram Strait freshwater ice export (Fig.2.3c), net precipitation over 
the Arctic Ocean (Fig.2.3d), Fram Strait liquid freshwater export (Fig.2.3e), and the 
Nordic Seas overturning strength (Fig.2.3f).  

To explain this late 20th century response seen in our simulations, it would seem 
that the rise in temperatures in the Arctic (Fig.2.3a) resulted in increased melting of sea-
ice (Fig.2.3b). Consequently, there was reduced Fram Strait freshwater ice export 
(Fig.2.3c), but an increase in Fram Strait liquid freshwater export (Fig.2.3e), which in turn 
contributes to the reduction of the overturning in the Nordic Seas (Fig.2.3f). Subsequently, 
the North Atlantic Deep Water exported southward in the Atlantic at 20°S (hereinafter 
referred to as the Atlantic Meridional Overturning Circulation (AMOC)) is weakened, 
although this response seems to be delayed until the early part of the 21st century 
(Fig.2.4a). It would be expected that the reduction in both the AMOC and the Nordic Seas 
overturning strength, would decrease the northwards heat flux (Fig.2.4b), however, this 
is not the case, as between 1951 and 2000, its variability is indistinguishable from the 
natural variability shown over the 1250 to 1900 period (0.2±0.04 PW; Electronic 
Supplementary Information (ESM) T1). Therefore, this means that despite a reduction in 
the strength of the AMOC, the heat flux to the North Atlantic is maintained primarily by 
the warming of the ocean. 
 

2.3.2 Projected Arctic Freshwater Hydrological Cycle (2051-2100) 

The Arctic freshwater hydrological cycle was simulated over the period 2050-
2100 following the A1B, A2 and B1 IPCC scenarios. Most notably we see a freshening of 
the Arctic Ocean (Fig.2.5) over the 21st century in scenarios A1B (6.4%) and A2 (4.9%), 
whilst in scenario B1, the Arctic Ocean becomes more saline (6.5%). The freshening of 
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the Arctic Ocean can be accredited to three main factors. Firstly, river runoff (Fig.2.6) 
increases steadily (9-10%) over the 21st century, indicating that the hydrological cycle in 
the high-northern latitudes is intensifying (Kattsov and Walsh, 2000). Additionally, Fram 
Strait freshwater ice export (Fig.2.3c) decreases (58-59%), due to diminished sea-ice 
cover (Fig.2.3b) (63-68%). A direct consequence of the aforementioned processes is an 
increase in liquid freshwater export via the Fram Strait (2-4%), which is contrary to the 
net effect on the total Fram Strait freshwater export from the Arctic over the course of the 
21st century, which sees an overall decrease (8-10%). 
   The current and future freshening of the Arctic Ocean and North Atlantic has been 
shown in previous studies (Peterson et al., 2002; Karcher et al., 2005; Holland et al., 
2006; Holland et al., 2007; Arzel et al., 2008), bringing our results in line with these. In 
addition, the strengthening of the hydrological cycle shown over the 21st century is also 
consistent with other studies (Miller and Russell, 2000; Holland et al., 2006; Holland et 
al., 2007). 
  A key consideration with regards to the freshening of the Arctic and the North 
Atlantic is how the changes to the AFHC will affect the formation of North Atlantic Deep 
Water at the main deep convection sites, and subsequently, how this freshening is likely to 
impact the AMOC effect on regional and global climate. It is expected that additional 
freshwater added to the North Atlantic will reduce the salinity of the waters, whilst 
inflowing warmer Atlantic waters will have a complementary effect, reducing the density 
gradient in the water column and weakening the overturning strength. This is indeed what 
is observed in our future simulations (Fig.2.3f), which show that for the 21st century, the 
Nordic Seas overturning strength decreasing by approx. 1Sv (Fig.2.3f). Additionally, there 
is a reduction in the AMOC by approx. 1Sv (Fig.2.4a).  

The observed reduction in the AMOC that we see in our simulations is similar to 
that observed by Gregory et al. (2005), who evaluated the performance of an ensemble of 
climate models of varying complexity and analysed the potential causes of the decrease in 
the AMOC in addition to the freshwater inflow at high latitudes. They found that in none 
of the simulations, the increase in freshwater input to the North Atlantic during the 21st 
century was enough to completely shut down the AMOC, which is consistent with our 
findings. However, it must be noted that in all our simulations, and in the ones analysed 
by Gregory et al. (2005), there is no dynamic-thermodynamic Greenland Ice sheet, 
therefore omitting a potentially important source of future freshwater input to the North 
Atlantic. However, studies involving models that do include an interactive Greenland Ice 
Sheet suggest that its potential freshwater melt flux in a warming climate is not sufficient 
to induce a complete shutdown of the AMOC during the 21st century (Jungclaus et al., 
2006; Driesschaert et al., 2007; Hu et al., 2009).  
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2.3.3 Comparing the Arctic Freshwater Hydrological Cycle of the mid-Holocene and 

21st Century anthropogenic warm climates 

In all scenarios the surface temperature in the Arctic (Fig.2.3a) at the beginning 

of the 21st century (until 2010) was within the natural variability (±2σ) of the mid-
Holocene mean.  However, by 2010, surface temperature in the Arctic surpasses that seen 
during the ‘extreme’ mid-Holocene, and by the end of the 21st century, temperatures 
exceed the mid-Holocene mean by 3°C (B1) to 6°C (A2). Additionally, it can be seen that 
the influence of anthropogenic warming in the Arctic was first visible during the early half 
of the 20th century, and modern-day temperatures are approx. 1.5°C warmer than the 
mid-1900s which is consistent with the findings of Serreze et al. (2000). These 
observations enable us to say that whilst the majority of the 21st century is likely to exhibit 
a temperature that is greater than that seen during the mid-Holocene, the first decade of 
the 21st century is a better analogy, with respect to the surface temperature, to the mid-
Holocene, albeit in an enhanced state. 

In conjunction with the increase in temperatures, there is a considerable reduction 
of northern hemisphere sea-ice volume over the 20th and 21st centuries (Fig.2.3b). By the 
beginning of the 21st century, sea-ice volume had decreased by 34% of its PI mean. 
However, this value is equivalent to the mid-Holocene sea-ice volume mean. By the end 
of the 21st century, sea-ice volume has decreased even further, 66% to 76% of its PI mean. 
Interestingly, current sea-ice volume is comparable to that which occurred during the 
mid-Holocene. There is a clear negative correlation between Fig.2.3a and Fig.2.3b, 
suggesting that the reduction in sea-ice volume since the early 1900s and over the course 
of the 21st century is driven by the increasing temperatures in the Arctic and the ice-
albedo, ice-insulation feedbacks. 

By the end of the 21st century all scenarios show an increased liquid freshwater 
export via the Fram Strait (Fig.2.3e). Interestingly, both A2 and surprisingly B1 show 
increases that, by the end of the 21st century, are equivalent to 33% of the mid-Holocene 
mean, whilst A1B increases by 22%. The increase in liquid freshwater export via the Fram 

Strait is greater than the upper 2σ level of the mid-Holocene in all scenarios. It must be 
noted that while liquid freshwater export via the Fram Strait in scenario B1 does show an 
extreme increase, this variability is not statistically significant, as it does not lie outside the 
natural variability of the A1B and A2 scenarios. Fram Strait ice export lies outside the 
range shown during the mid-Holocene, with ice export in scenarios A1B and A2, 62% less 
than the mid-Holocene mean (ESM T1). 
Although melting sea-ice is partly responsible for the freshening of the Arctic Ocean 
during the 21st century, there is also a significant contribution of freshwater input from 
continental river runoff (Fig.2.6). It can be seen that the mid-Holocene and early 21st 
century mean annual runoff from the Eurasian and North American continents were 
similar (ESM T1). However, by the mid-21st century, runoff increases by 8% in all 
scenarios. After which, scenario B1 plateaus, whilst scenarios A1B and A2 continue to 
increase over the 21st century (14%).  This suggests an intensification of the hydrological 
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cycle over the continental land masses. Interestingly, in all scenarios the increase in runoff 
is due entirely to an increase in Eurasian river runoff. The intensification of the 
hydrological cycle is not only a phenomenon we observe over land, with P-E over the 
Arctic Ocean also increasing (Fig.2.3e). It can be seen that P-E over the Arctic Ocean 
during the late 21st century relative to the mid-Holocene, increases by 4.8%, 6.5% and 
6.5% for scenarios B1, A1B and A2, respectively. 
 

2.3.4 The Arctic during the mid-Holocene an analogy for the 21st Century 

Establishing if the mid-Holocene is a good analogy for the 21st century, with 
respect to the AFHC, first requires us to define a period when the temperature profiles 
for the two periods were equivalent. From 1990 to 2010, the temperature in the Arctic 

was within the ±2σ range of the mid-Holocene mean surface temperature, therefore we 
can say that these two periods were analogous. However, during this period the Arctic  
Ocean freshwater content, the Fram Strait Freshwater liquid and ice export, and river 
runoff were all in a state that was an enhancement of the mid-Holocene, and were 
excessively beyond the natural variability of the mid-Holocene. A direct result of this is 
that the Arctic Ocean is fresher and the Nordic Seas overturning strength is weaker, than 
during the mid-Holocene. Conversely, between 1990 and 2010, sea-ice volume was 
greater than what occurred during the mid-Holocene. The remaining fluxes and 
oceanographic parameters, which included the AMOC, northwards heat flux at 30°S, and 

net precipitation, are all within the natural variability of the mid-Holocene. 
These results suggest that between 1990 and 2010 the AFHC was in a state that 

was not reminiscent to the mid-Holocene. After 2010, it is clear that temperature in the 
Arctic will exceed those seen during the mid-Holocene and the AFHC will also continue 
to exceed the mid-Holocene natural variability, with no sign of it being suppressed by the 
freshening of the Arctic. 
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Fig.2.3. Time series (31-year running mean) of the a) Arctic surface temperature; b) Sea-Ice volume; c) 
Fram strait Ice export; d) Net Precipitation over the Arctic Ocean; e) Fram Strait liquid export; and f) 
The Nordic Seas overturning strength; from 1250 to 2100AD for SRES scenarios A1B (Dark Grey), A2 
(Grey), B1 (light Grey). The shaded background represents the mid-Holocene (defined as 6ka). 
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Fig.2.4. Time series (31-year running mean) of the a) AMOC Strength b) Northwards heat flux; from 
1250 to 2100AD for SRES scenarios A1B (Dark Grey), A2 (Grey), B1 (light Grey). The shaded 
background represents the mid-Holocene (defined as 6ka). 
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Fig.2.5. Time series (31-year running mean) of the Arctic Ocean freshwater content; from 1250 to 
2100AD for SRES scenarios A1B (Dark Grey), A2 (Grey), B1 (light Grey). The shaded background 
represents the mid-Holocene (defined as 6ka). 

 
Fig.2.6. Time series (31-year running mean) of the River Runoff; from 1250 to 2100AD for SRES 
scenarios A1B (Dark Grey), A2 (Grey), B1 (light Grey). The shaded background represents the mid-
Holocene (defined as 6ka). 
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2.4 Conclusions 

In our study we have used LOVECLIM, an Earth Model of Intermediate 
Complexity to evaluate the differences between the AFHC of two warm periods, the mid-
Holocene and the 21st century, each of which has evolved due to different climatic 
forcings. An initial test was to evaluate the performance of the model in simulating modern  
day (1951-2000AD) freshwater sources and sinks of the Arctic in both liquid and ice 
forms. In this respect, the model performed reasonably well, freshwater ice export and 
CAA liquid freshwater export, giving significant underestimations, most notably for the 
CAA, with net precipitation, river runoff and Fram Strait liquid freshwater export 
showing good agreement with the published literature. However, LOVECLIM was not 
able to accurately capture the Fram  

We observed that during the late 20th century, sea-ice volume and Fram Strait 
freshwater ice export decrease, net precipitation over the Arctic Ocean and Fram Strait 
liquid freshwater export increase, and the Nordic Seas overturning strength weaken, all 
as a response to anthropogenic forcings, and enter a state that is beyond that of the PI 
natural variability. As a result, freshwater export increases and subsequently, there is a 
delayed weakening of the AMOC, although not enough to cause a complete suppression 
of it. By the end of the 21st century the Arctic Ocean has freshened considerably, with a 
noticeable decrease in sea-ice volume, which over the course of the 21st century decreases 

 
Fig.2.7. Time series (31-year running mean) of the mean summer (JJA) surface temperatures in the 
Arctic; from 1250 to 2100AD for SRES scenarios A1B (Dark Grey), A2 (Grey), B1 (light Grey). The 
shaded background represents the mid-Holocene (defined as 6ka). 
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by 55-68 % of its 1951-2000 mean. Additionally, river runoff increases by a maximum of 
10% (A2) over the course of the 21st century, which is beyond mid-Holocene levels, with 
the observed increase being entirely dominated by an intensification of the hydrological 
cycle over the Eurasian continent. Additionally, there is an intensification of the 
hydrological cycle over the Arctic Ocean with increase of P-E of 2.4%, 4.8% and 7% for 
scenarios B1, A1B and A2, respectively. This intensification of the hydrological cycle in 
the Arctic is clearly viable in the AFOC, which also transitions to a state where the volume 
and throughflow of freshwater is enhanced. As a result, liquid freshwater export via the 
Fram Strait steadily increases over the entire duration of the 21st century, with the increase 
ranging from 22%- 33% of its PI mean, which is comparable to an extreme mid-Holocene 
export. Additionally, over the same period, Ice export via the Fram Strait decreases by 
700km3yr-1 in all scenarios. 

The main focus of the study was to compare two warm periods, the mid-Holocene 
and the 21st century, with respect to the response of the AFHC during these periods. 
Firstly, it can be seen from our analysis that in all scenarios up until 2010, that the surface 
temperature in the Arctic is within the bounds of natural variability that was exhibited 
during the mid-Holocene (Fig.2.7). However, the temperatures are more an extreme 
representation of the mid-Holocene climate. After 2010, surface temperatures surpass 
those of an extreme mid-Holocene warm climate and are no longer comparable to the 
mid-Holocene. Therefore, we can say that with respect to temperature, only the first 
decade of the 21st century is analogous to the mid-Holocene. This leads to say that overall, 
the response of the AFHC prior to 2010 is within the natural variability that was observed 
during the mid-Holocene however, it is more representative of an extreme mid-Holocene 
AFHC. Therefore, after 2010 it is likely that the response of the AFHC to anthropogenic 
warming is likely to be one that sees it move to a state that exceeds that of the mid-
Holocene. 
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“And I tell you, if you have the desire for knowledge and the power to give it physical 
expression, go out and explore”  
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Chapter 3: The driving mechanisms of multicentennial variability of the Arctic Ocean 
freshwater content with the LOVECLIM climate model 
 
Authors: Frazer, J. Davies, Hans Renssen and Hugues Goosse 
 
Abstract 

We investigated the mechanisms driving multicentennial variability of the Arctic 
Ocean freshwater content in a 10,000-year preindustrial control simulation performed 
with the LOVECLIM climate model. Spectral analysis reveals the existence of a distinct 
multicentennial intrinsic Arctic Ocean freshwater content variability with a significant 
peak periodicity at 165-years. This variability is driven by a series of oceanic processes that 
regulate the heat and saline fluxes reaching the Arctic Ocean, via the Barents and Kara Seas 
in the form of the North Atlantic Current. A weakening of this relatively saline current 
leads to a freshening of the Arctic Ocean, where freshwater is stored in both liquid and 
solid forms. In this enhanced freshwater state, the export of freshwater from the Arctic in 
liquid form increases through the Fram Strait, acting to suppress the Nordic Seas 
deepwater formation, leading to regional cooling. Eventually, the volume of freshwater 
stored as sea-ice becomes the dominant store of freshwater, resulting in a decrease of 
liquid export via the Fram Strait. This leads to the reinvigorating of the Nordic Seas 
deepwater, and the strengthening of both heat and saline fluxes to the Arctic Ocean, in 
the form of the North Atlantic current. These results highlight the importance of fully 
understanding how the intrinsic variability of the climate system modulates the 
anthropogenically driven changes we are observing. 
 
3.1 Introduction 

The Arctic climate is controlled by the interactions between a number of complex 
components. Wide ranging changes have been observed in the Arctic region in recent 
years (Stroeve et al., 2012; Döscher et al., 2014; Lindsay and Schweiger, 2015), with this 
trend set to continue during the present century. For example, the combination of 
increasing global temperatures and the Arctic amplification of this signal (Manabe and 
Stouffer, 1980) have led to the mean annual Arctic temperature being 1.5°C warmer than 
the 1971-2000 mean, which is more than twice the warming of lower latitudes (Overland 
et al., 2013). Enhanced poleward atmospheric moisture transport due to an intensification 
of the high-latitude hydrological cycle (Kattsov and Walsh, 2000; Zhang et al., 2012) have 
resulted in increased river runoff into the Arctic Ocean from Eurasian and North American 
rivers (Peterson et al., 2002; Déry and Wood, 2005; Déry et al., 2009; Shiklomanov and 
Lammers, 2009). In addition, we have also seen a retreat of the extent of permafrost in 
the high-northern latitudes and as a result, the deepening of its active layer (Kwong and 
Gan, 1994; Jorgenson et al., 2001; Serreze et al., 2003; Zhang et al., 2005). In terms of 
sea-ice, we have seen a continuing downward trend in both the extent and thickness of 
both perennial and seasonal sea-ice (Stroeve et al., 2007; Comiso et al., 2008; Kwok and 
Rothrock, 2009; Overland et al., 2013) with a 6% increase in the mean annual ice export 
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via the Fram Strait since 1979 (Smedsrud et al., 2017). As a result of these changes it is 
projected that the volumes of water passing through the various components that 
constitute the Arctic Ocean freshwater cycle will increase during the 21st century (Holland 
et al., 2007). 
 Because of the aforementioned observations and increases in freshwater delivery 
to the high-northern latitudes environment, the freshwater content of the Arctic Ocean, 
particularly within the Western Arctic and the Beaufort Gyre, has been increasing since 
the 1990s (McPhee et al., 2009, Rabe et al., 2011 and Giles et al., 2012). However, when 
viewed from a broader perspective, observations of the freshwater content of the Arctic 
Ocean, particularly the central Arctic, show that it has become more saline between 1920 
and 2003 (Polyakov et al., 2008). This disparity sharply brings into focus the important 
role that understanding the natural variability of the Arctic Ocean freshwater budget plays 
when trying to ascertain the roles internal and external forcings have on any recent, 
present and future observed climatic variations. The inconsistent findings of the trend of 
the freshwater content of the Arctic Ocean when analysing different periods make not 
only for an interesting narrative, but also highlights the difficulties encountered when 
trying to attribute observed changes of the climate system to either an internal or external 
forcing.   
 Given that the Arctic Ocean is stratified due to its saline content, as opposed to 
its thermal properties, with increased freshwater delivery to the Arctic, we are likely to 
see profound changes to the upper-ocean layer stratification within the Arctic Ocean. The 
upper ocean plays an important role in the transfer of energy between the ocean and the 
atmosphere (Aagaard et al., 1981). Freshwater inputs to the Arctic allow the upper layers 
of the Arctic Ocean to become decoupled from the warmer and more saline waters of 
Atlantic origin below. In turn, this allows sea-ice to form more easily, which is then 
transported southwards to the sub-Arctic Seas and the sites of deep convection that 
ultimately drive the deep ocean circulation in the North Atlantic. Therefore, any 
substantial modification in the hydrological cycle is likely to result in further changes to 
the Arctic environment, with implications for the weather and climate on a wide range of 
scales (Overland et al., 2016). However, in conjunction with observing these projected 
changes, it is important to disentangle and fully understand how much of the variability 
we observe around us can be attributed to internal or external climate variability. 
 In this framework, we sought to investigate the mechanisms driving the intrinsic 
low-frequency variability of the Arctic Ocean freshwater content, focussing on 
multicentennial timescales. However, due to the complexity of the climate and the 
numerous feedbacks and forcings, it is not possible to explain these mechanisms from the 
observational or palaeoclimate record alone. In addition, the observational record is too 
short, and the paleoclimate records are relatively scarce, making it difficult to use these 
sources to study multicentennial variability. Therefore, in order to provide greater clarity 
of the natural drivers of climate variability over periods extending beyond the instrumental 
record, and within the finer timescales that are not captured by palaeoclimate records, it 
is extremely useful to use a climate model.  
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 In a previous study using the climate model LOVECLIM, it was established that 
the Arctic Ocean freshwater content displayed multicentennial variability in a transient 
simulation of the last millennium (Davies et al., 2014; Chapter 2 of this thesis). However, 
it was not possible to decipher to what extent this variability was due to internal variability, 
as this observation occurred within a transient simulation with varying external forcings 
(i.e. greenhouse gas concentrations, volcanic aerosols) for the last millennium. Therefore, 
in order to explore the centennial scale variability of the Arctic Ocean freshwater content, 
and to specifically understand the mechanisms driving it, we performed a 10,000-year 
long preindustrial control simulation using the LOVECLIM climate model, and analysed 
the results. The length of this simulation allows a robust analysis of multicentennial 
variability. 
 
3.2. Model Description and Experimental Design 
3.2.1 Model Description 

 We applied LOVECLIM (Version 1.2), an Earth system model of intermediate 
complexity (Goosse et al., 2010), that has a fully coupled, dynamically enabled 
atmosphere, ocean, sea-ice, land and vegetation components, whilst the ice-sheets were 
prescribed to modern day conditions. 
 The atmospheric component, ECBilt (Haarsma et al., 1996; Opsteegh et al., 
1998), has a quasi-geostrophic dynamical atmosphere with a horizontal T21 truncation 
(5.6° x 5.6° longitude-latitude), three vertical layers, 800hPa, 500hPa and 200hPa, and 
includes a full hydrological cycle, where humidity is represented by the total precipitable 
water between the surface and 500hPa. Above 500hPa, it is assumed that the atmosphere 
is dry and all water that surpasses this level is converted to precipitation. The model does 
not dynamically simulate clouds; instead clouds are prescribed based on the modern day 
ISCCP D2 dataset (Rossow et al., 1996), which is an obvious limitation of the model. The 
land surface component of the model is part of ECBilt and has the same grid resolution as 
the atmospheric component. Additionally, river runoff is computed using a simple bucket 
method, in that the volume of water in the bucket is a function of the vegetation type. If 
the water level of the bucket is higher than the allowed capacity of the bucket after 
precipitation, evaporation and snow melting have occurred, then the excess water is 
transferred directly to the mouth of the corresponding river basin. 
 The oceanic component, CLIO (Goosse and Fichefet, 1999), is a primitive-
equation, free-surface ocean model that consists of a general ocean circulation model 
(Deleersnijder and Campin, 1995; Deleersnijder et al., 1997) coupled to a 
thermodynamic-dynamic sea-ice model (Fichefet and Morales Maqueda, 1997 and 1999) 
with a 3° x 3° (latitude-longitude) resolution. It includes realistic bathymetry, classical 
approximations (Boussineq, thin shell and hydrostatic), plus the eddy-induced advection 
term of Gent and McWilliams (1990). The resolution of the model does not allow for a 
realistic representation of flow through the Bering Strait, therefore it is determined by the 
sea-level difference across the strait, following the geostrophic control theory (Goosse et 
al., 1997).  Sea-ice is represented by a three-layer model where each floe of ice is divided 
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into two homogenous layers upon which snow accumulates when the surface temperature 
is below the freezing point and precipitation occurs.  
 The vegetation component, VECODE (Brovkin et al., 2002), is a reduced form 
dynamic global vegetation model which is capable of simulating the dynamics of two plant 
functional types (trees and grasses), in addition to a dummy type (desert). The vegetation 
types influence the surface albedo, soil moisture content, and net precipitation (Goosse et 
al., 2010). 
 LOVECLIM is able to simulate climate that is in reasonable agreement with 
modern day observations. For the period 1980-2000, the maximum annual Atlantic 
Meridional Overturning Circulation strength as simulated in an earlier version of 
LOVECLIM is 22Sv (Goosse et al., 2010), which compares to 20.61±1.01Sv (1 s.d.) in 
our pre-industrial (PI) control simulation. These values are slightly higher than suggested 
by observations, 17.2Sv (2004-2012) (Smeed et al., 2014) and modelling studies (Gregory 
et al., 2005). Additionally, the sites of deep convection in the North Atlantic occur within 
LOVECLIM in the Labrador Sea, the Irminger Sea and south of Svalbard in the Greenland-
Norwegian Sea (Goosse et al., 2010). The seasonal maxima and minima sea-ice extent in 
the Northern Hemisphere are close to observations (Goosse et al., 2010) and overall, the 
magnitude of temperature and precipitation is simulated reasonably well (Goosse et al., 
2010). To a doubling of the atmospheric CO2 level, LOVECLIM demonstrates a climate 
sensitivity of 1.9°C, which when compared to more complex models, is at the lower end 
of the range (Flato et al., 2013). Furthermore, LOVECLIM has successfully been 
employed in numerous studies, covering a variety of temporal scales, including simulating 
the last millennium (Goosse et al. 2005), the Holocene (Renssen et al., 2009), the 8.2ka 
event (Wiersma and Renssen, 2006), the last glacial maximum (Roche et al., 2007), and 
the last interglacial (Bakker et al., 2013). The results of these simulations show a high level 
of consistency with more complex models (Goosse et al., 2010; Bakker et al., 2013; 
Nikolova et al., 2013). Therefore, LOVECLIM is an effective tool to study the 
mechanisms ruling centennial variations of the Arctic Ocean freshwater content. 
 A pre-industrial (PI) 10000-year long equilibrium simulation was performed, 
using fixed forcing parameters, as outlined by the PMIP3 protocol 
(http://pmip3.lsce.ipsl.fr/), where orbital parameters (Eccentricity = 0.016724, 
Obliquity = 23.446°, Precession = 102.04°), trace gas concentrations (CO2: 280ppm, 
CH4: 760ppb, N2O: 270ppb) and solar constant (1365Wm-2) forcings were kept constant 
for the entirety of the simulation. The forcings were kept fixed to allow for an analysis of 
the intrinsic variability of the climate system in our model. The simulation was initiated 
from a 2500-year control simulation to allow the model, particularly the deep oceans, to 
reach a quasi-equilibrium state. 
 

3.2.2 Calculating freshwater fluxes 

In order to complete a full analysis of the Arctic freshwater cycle, new diagnostics 
were introduced into the CLIO code to allow for the computation of both liquid 
freshwater (Fw) and ice (Fi) fluxes at all boundaries of the Arctic Ocean. These have been 

http://pmip3.lsce.ipsl.fr/
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explained in detail in Davies et al. (2014), but for completeness we shall include once 
again. To calculate the freshwater flux (Fw): 
 

𝐹𝑤 = ∫ ∫ 𝑣𝑤

0

−ℎ

𝐿2

𝐿1

(𝑆𝑟𝑒𝑓 −  𝑆0)

𝑆𝑟𝑒𝑓
𝑑𝑧𝑑𝐿 

 
Where vw is the water velocity, which is computed perpendicular to the length of 

the transect (L1 to L2) through which it passes. Sref is a reference salinity of the Arctic Ocean 
(taken to be 34.8 psu) and S0 is the salinity of the ocean. These fluxes are computed over 
the entire depth of the water column to give a freshwater flux (km3 year-1).  
 The freshwater flux of the sea-ice and snow (Fi) (km3 year-1) is calculated as 
follows: 
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Where vi represents the ice flow velocity, Si the salinity of the ice (6 psu), Sw is 

the salinity of the snow (0 psu), ρw is the density of the water (1000 kg m-3),  ρi the density 
of ice (330 kg m-3), hi the thickness of the ice, and hs the thickness of the snow.  
 The liquid freshwater content (Fc) of the Arctic Ocean (km3) is defined as follows: 
 

𝐹𝑐 =  ∫ 𝑑𝑉
(𝑆𝑟𝑒𝑓 − 𝑆0)

𝑆𝑟𝑒𝑓
 

 
 With dV representing the change in volume over the entire depth of the water 
column. The volume of freshwater contained within the sea-ice (Fic) (km3) is calculated 
with respect to the volume of sea-ice (Vi): 
 

𝐹𝑖𝑐 =  𝑉𝑖

(𝑆𝑟𝑒𝑓 −  𝑆𝑖)

𝑆𝑟𝑒𝑓
 

 
The above equation does not include the freshwater contained in snow upon the 

sea-ice as its overall effect is negligible with respect to the overall Arctic freshwater cycle. 
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Fig.3.1. a) The annual Arctic Ocean freshwater content (AOFC) time series, both unfiltered (black line) 
and filtered with a 101-year moving average (red line). (b) A Lomb Periodogram of the annual Arctic 
Ocean freshwater content (AOFC) unfiltered time-series with both 90% (blue line) and 95% (red line) 
significance levels. 
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3.3. Statistical analysis of the Arctic Ocean freshwater content  
 The simulated time series of the mean annual Arctic Ocean freshwater content 
reveals clear multicentennial periodicity (Fig.3.1a) which is similar to the variability 
reported by Davies et al. (2014). Here the results of the complete 10000-year time series 
of Arctic Ocean freshwater content variability are shown, both in its unfiltered and filtered 
forms (a 101-year moving average was performed to reduce the high-frequency variability 
of the data, whilst still allowing the low-frequency, multicentennial scale signals to be 
visible). Spectral analysis of the unfiltered Arctic Ocean freshwater content data, shown 
as a Lomb Periodogram (Fig.3.1b), reveals a mostly red spectrum. There are only two 
peaks in the spectrum that are at or above the 95% significance level and these occur at 
approximately 165 and 325-years. These results suggest there is a dominant mode of 
intrinsic multicentennial variability of the Arctic Ocean freshwater content, with the 325-
year signal merely representing double the periodicity of the 165-year signal. 
 Cross-correlation is a commonly applied method of assessing the degree to which 
the variance of one time series can account for the variance of another time series, as a 
function of a lag between the time series. This makes it a suitable method with which to 
investigate the mechanics driving the simulated multicentennial variability of the Arctic 
Ocean freshwater content. Initially, ~30 ocean and atmospheric variables were cross-
correlated with each other, totalling >500 cross-correlations being performed. From this 
multitude of cross-correlations, the Arctic Ocean freshwater content (AOFC); the Nordic 
Seas overturning strength (NSOS); Fram Strait ice freshwater volume export (FSI); North 
Atlantic Current (NAC); Fram Strait liquid volume export (FSV); and East-Siberian Shelf 
sea-ice thickness (ESS) were the variables that showed the strongest correlations with one 
another. Thus, these pairs of correlations form the basis of our analysis. To achieve a 
statistically robust result, the cross-correlations were performed on the entire 10,000-
year time series. 
 To perform a cross-correlation test, it is assumed that the data is normally 
distributed and stationary (meaning the mean, variance, median etc. remain the same 
throughout the time series and the dataset does not possess a trend). To test if the variables 
we used in our statistical analysis were stationary we applied three widely known tests that 
test for stationarity of a time series. These were the Ljung-Box test (Ljung and Box, 1978; 
Box and Pierce, 2012); the Augmented Dickey-Fuller test (Dickey and Fuller, 2012); and 
the Kwiatkowski-Phillips-Schmidt-Shin test (Kwiatkowski et al., 2012). All variables used 
in our analysis were shown to be stationary across all three tests. To test if each time series 
was normally distributed the skewness, kurtosis and Box-Cox values were calculated. The 
skewness of a dataset is a measure of its symmetry around its mean values, with a value of 
zero indicating a normally distributed dataset. Kurtosis is a measure of the shape of the 
distribution in relation to its tails, with a value of three showing normality in a dataset. 
The Box-Cox value is a measure of the transformation that is required to make a dataset 
normally distributed, with a value of one indicating no transformation is required. For our 
variables, the skewness values range from -0.29 to 0.35; Kurtosis values range from 2.65 
to 3.65; and Box-Cox values range from 0.48 to 1.99 (all at the 95% confidence level) 
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(Table 3.1). Given these results, we can assume with a high-degree of confidence that the 
data is normally distributed. These results, combined with the results from stationary 
tests, and also assuming that given the variables we are cross-correlating are clearly 
different from a dynamical point of view and have differing units (hence drawn from 
different populations), shows that the time series used are suitable for cross-correlation 
analysis. 
 
Table 3.1. Sampled statistics of the different time series variables. Arctic Ocean freshwater content (AOFC); 
Nordic Seas overturning strength (NSOS); Fram strait liquid volume export (FSv); North Atlantic Current 
(NAC); Fram strait ice freshwater volume export (FSi); and East-Siberian shelf sea-ice thickness (ESS). 

Variable Skewness (95%) Kurtosis (95%) Box-Cox value (λ) (95%) 

AOFC -0.18 3.13 0.48 

NSOS -0.29 3.05 1.52 

FSv 0.35 3.12 1.99 

NAC -0.22 3.53 0.91 

FSi -0.29 3.65 0.57 

ESS 0.23 3.02 0.53 

 
3.4. Drivers of Arctic Ocean freshwater content multicentennial variability 
 The Nordic Seas are a site of overturning in the high-latitude North Atlantic. The 
strength of which, along with the subpolar gyre (Hátún et al., 2005), determine the 
amount of heat and salinity that is delivered to the Arctic Ocean, via the Barents and Kara 
Seas and the Fram Strait. In reality, as well as in LOVECLIM, Atlantic-derived waters 
entering the Arctic Ocean, as a branch of the North Atlantic Current, have a salinity of 
approximately 35 psu (Dickson and Blindheim, 1984), which is greater than the mean 
Arctic Ocean salinity, for which an adequate estimate is taken to be 34.8 psu (Aagaard and 
Carmack, 1989). Therefore, the North Atlantic Current represents a net freshwater sink 
to the Arctic Ocean and its tendency effect is to increase the overall salinity of the Arctic 
Ocean. Hence, the North Atlantic Current and the Nordic Seas overturning strength are 
strongly linked to the oceanic properties of the Arctic Ocean.   

In Table 3.2, we observe that the Nordic Seas overturning strength is positively 
correlated (r = 0.52) with the North Atlantic Current, lagging by approximately 5 to 7 
years. Thus, as the strength of the Nordic Seas overturning strength abates, the North 
Atlantic Current also weakens (Fig.3.2), leading to a decrease of heat and saline waters 
flowing northwards, via the Barents and Kara Seas to the Arctic Ocean. A consequence of 
this is that there is a decrease in saline waters reaching the Arctic Ocean, thus the role of 
the North Atlantic Current as a heat and saline source to the Arctic Ocean is diminished 
and the freshwater content of the Arctic Ocean begins to increase (Fig.3.3). In addition, 
this leads to lower temperatures across the Barents Sea (Fig.3.4) which are positively 
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correlated (r = 0.77) with the Arctic Ocean freshwater content, with the surface 
temperature of the Barents Sea and showing a lagged response of approximately 109 to 
114 years. 

 

 
 
 

 
 

 
 

 
Fig.3.2 Time series (51-year running mean) of the simulated Nordic Seas overturning strength (Sv) (red 
line) v North Atlantic Current (Sv) (black line). 

 
Fig.3.3. Time series (51-year running mean) of the simulated Arctic Ocean freshwater content (km3) 
(blue line) v Nordic Seas overturning strength (Sv) (red line). 
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Fig.3.4. Time series (51-year running mean) of the simulated Arctic Ocean freshwater content (km3) 
(blue line) v Barents Sea surface temperature (ºC) (orange line). 

 
Fig.3.5. Time series (51-year running mean) of the simulated Arctic Ocean freshwater content (km3) 
(blue line) v Fram Strait liquid volume export (Sv) (purple line). 
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Fig.3.6. Time series (51-year running mean) of the simulated East-Siberian Shelf Ice thickness (ESS) (m) 
(orange line) v North Atlantic Current (NAC) (Sv) (black line). 

 
Fig.3.7. Time series (51-year running mean) of the simulated Nordic Seas overturning strength (Sv) (red 
line) v Fram strait freshwater ice volume export (km3) (green line). 
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The main oceanic driver of the multicentennial variability we observe is the 
relationship between the Arctic Ocean freshwater content and the Nordic Seas 
overturning strength. Cross-correlation of these variables show that the peak correlation 
occurs at 69 to 85 years (r = 0.48, the Nordic Seas overturning strength lags Arctic Ocean 
freshwater content). As a result of the increased Arctic Ocean freshwater content, the 
export of liquid freshwater via the Fram Strait increases (Fig.3.5), lagging the response of 
the Arctic Ocean freshwater content by 2 to 4 years (r = 0.39). This export of freshwater 
into the Nordic Seas feeds back on the salinity within the Nordic Seas and acts to keep the 
Nordic Seas overturning strength reduced during the phase of increased Arctic Ocean 
freshwater content.    
 
Table. 3.2. Data table of the statistical analysis we performed on our data. Showing the variables (Var1 and 
Var 2) that were correlated with one another. Each time series was fitted with an 11-year filter. The t-stat 
shows the result of the Welch t-test that was performed, and the adjusted degrees of freedom (df) that were 
calculated using the methods outlined in the text. The p-value and quantile values were calculated in order 
to help in either accepting or rejecting the null hypothesis. The correlation at maximum lag, the year at 
which the maximum lag occurred, as well as the lag range are also included. Variables include: Nordic Seas 
Overturning Strength (NSOS); North Atlantic Current (NAC); Fram Strait Ice Export (FSI); Arctic Ocean 
Freshwater Content (AOFC); Fram Strait Freshwater Liquid Volume Export (FSV); and East-Siberian Shelf 
sea-ice thickness (ESS) 

 
The coupled effect of a freshening, cooling Arctic Ocean, as result of a weakened 

North Atlantic Current and the subsequent reduction of warm, saline waters flowing 
northwards, alters this high-northern latitude ocean environment. We observe an increase 
in sea-ice thickness when the North Atlantic Current weakens, particularly across the East-
Siberian Shelf (Fig.3.6), although the negative correlation with East-Siberian Shelf sea-ice 
thickness is relatively weak (-0.20, Table 3.2). One explanation for this is that due to a 
reduced strength of the North Atlantic Current, and the subsequent reduction of heat 
travelling northwards, the Arctic Ocean is now able to stratify far easier as the cooler, less 
dense freshwater layers on top of the ocean and below the existing sea-ice, deepens. 
Therefore, we can say that the increase in sea-ice thickness is a consequence of the cooling 
ocean and we see a near instantaneous response of the sea-ice to this cooling of the ocean.  

Var 1 Var 2 Filter 
(years) 

t-stat 
(95%) 

df p-value 
(95%) 

Tabulated t-
stat 

(97.5%) 

Correlation at 
maximum lag 

(95%) 

Max lag  
(years) 

Lag Range 
(years) 

NSOS NAC 11 152 1436 <2.2e-16 1.96 0.52 6 5 to 7 

NSOS FSV 11 2583 1406 <2.2e-16 1.96 -0.58 -4 -5 to -3 

NSOS FSI 11 878 1165 <2.2e-16 1.96 0.20 6 5 to 7 

AOFC NSOS 11 791 391 <2.2e-16 1.97 0.48 74 69 to 85 

AOFC FSV 11 792 1173 <2.2e-16 1.96 0.39 -3 -4 to -2 

AOFC NAC 11 791 1203 <2.2e-16 1.96 -0.42 6 5 to 7 

AOFC FSI 11 815 930 <2.2e-16 1.96 -0.25 6 5 to 7 

NAC ESS 11 282 1454 <2.2e-16 1.96 -0.20 -3 -3 to -2 
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Eventually, the formation of sea-ice in the Barents Sea leads to a decoupling of the deeper 
warmer waters from the atmosphere (Fig.3.4), however which such a long response time 
(109 to 114 years) it can clearly be seen that this is not a driver of the process. However, 
the reduced heat exchange between the ocean and atmosphere would eventually aid the 
formation of sea-ice in the Arctic.  

Overall, the increase in the volume of freshwater in the Arctic Ocean, as a result 
of weaker Atlantic inflow, leads not only to an increase in the amount of freshwater stored 
within the Arctic Ocean itself, but also in the amount being converted to a freshwater 
store of sea-ice when the ice thickens. Over time, we observe that the proportion of 
freshwater that is stored as sea-ice in the Arctic becomes more significant, leading to a 
decrease in freshwater export via the Fram Strait (Fig.3.5). This relationship is also clear 
from the negative correlation of -0.58 between the Fram Strait liquid volume export and 
the Nordic Seas overturning strength (Table 3.2, Fig.3.10). As a result, the salinity of the 
Nordic Seas begins to increase again, which also strengthens the Nordic Seas overturning 
strength. 
 It would be expected that exports of sea-ice from the Arctic via the Fram Strait 
would play a significant role in suppressing the Nordic Seas overturning strength during 
the freshening phase of the Arctic Ocean, given that we observe an ice build-up in the 
Eastern Arctic. However, this is not truly the case. Whilst we do observe episodes of large 
exports of sea-ice from the Arctic to the Nordic Seas, via the Fram Strait (Fig.3.7), the 
response of the Nordic Seas overturning strength is not consistent to this input of sea-ice. 
At approximately 4550 to 4600, 4950 to 5000 and 5300 to 5350 model years, we see a 
sudden increase in sea-ice export via the Fram Strait of approximately 20-25% (Fig.3.7), 
yet during these three periods, the response of the Nordic Seas overturning is a slight 
increase, a sharp increase and a sharp decrease, respectively. The cross-correlation was 
performed over the entire 10,000-year time-series and reveals a small positive correlation 
(r = 0.20) between the Nordic Seas overturning strength and Fram Strait ice freshwater 
volume export, where one would expect a negative correlation if enhanced export of sea-
ice would significantly reduce the deepwater formation. This limited correlation between 
the Nordic Seas overturning strength and Fram Strait ice freshwater volume export is 
explained by an increase in wind speed during the freshening phase of the Arctic Ocean, 
through the Fram Strait region and along the Eastern Greenland coast (Fig.3.8), leading 
to enhanced southward sea-ice transport here. Additionally, we see an overall stronger 
atmospheric circulation in the Arctic Ocean during the decreasing phase, leading to a 
minimum Arctic Ocean freshwater content. This increase in winds through the Fram Strait 
is associated with a more pronounced ridging effect occurring within the atmospheric 
column, up to the 800hPa geopotential height level (Fig.3.9), but not at the 500hPa level 
(not shown). This suggests that the effects are mostly felt within the planetary boundary 
layer. Therefore, one of the conclusions we can draw is that the lack of a negative 
correlation occurs because the majority of the sea-ice that is exported via the Fram Strait 
does not melt near the main site of deepwater formation in the Nordic Seas, but instead is 
transported further south along the coast of Eastern Greenland, due to the enhanced  
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winds. Hence, Fram Strait sea-ice export does not directly lead to a weakening of the 
Nordic Seas overturning strength. 

The increase in liquid freshwater export through the Fram Strait diminishes the 
volume of excess freshwater stored in the Arctic. Eventually this leads to a decrease in the  
Arctic Ocean freshwater content when the liquid freshwater export is larger than the 
freshening effect of reduced inflow of relatively saline Atlantic waters, associated with the 
Nordic Seas overturning strength weakening. When the Arctic Ocean freshwater content 
is reduced beyond a critical point, the liquid freshwater export starts to decline again, 
leading to an increase in salinity in the Nordic Seas and a reinvigorating of the Nordic Seas 
overturning strength (Fig.3.10). This marks the beginning of the second-half of the 
cyclicity. As the Nordic Seas overturning strength increases, there is an increase in the 
volume of warm, saline waters transported to the Arctic Ocean, in the form of the North 
Atlantic Current via the Barents and Kara Seas. This reduces the Arctic Ocean freshwater 
content and the subsequent export of freshwater from the Arctic Ocean, to the Nordic 
Seas via the Fram Strait, and helps keep the Nordic Seas overturning strength strong. 
Additionally, with an increase of warmer waters reaching the Arctic Ocean, temperatures 
begin to rise (Fig.3.10), the sea-ice begins to melt, reducing its thickness, and the 
freshwater that had been stored in the form of sea-ice becomes remobilised. Therefore, 
the proportion of freshwater stored as sea-ice decreases, whereas the amount stored as 
freshwater in the Arctic Ocean increases. After a period, the freshwater export via the 

 
Fig.3.8. Composite anomaly plot of surface winds (ms-1) between AOFCMAX (4774 to 4784 model years) 
- AOFCMIN (4902 to 4922 model years). Background colours relate to the magnitude anomaly of the wind 
between the AOFCMAX and AOFCMIN phases, while the arrows represent the direction of the winds. 
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Fram Strait begins to increase once again, which now acts to supress the Nordic seas 
overturning, competing the full cycle. The mechanisms controlling the Arctic Ocean 
freshwater content increasing and decreasing phases are depicted in Fig.3.11. 

 
The mechanism we propose relies on a series of cross-correlations, meaning that 

it is entirely plausible that the variability of the overturning in the Nordic Seas is due to 
another driving mechanism, and that the correlation we observe with the Arctic Ocean 
freshwater content is just a consequence of this variability with no impact on the 
mechanism itself. Still, we believe that the statistical robustness we have applied to our 
analysis gives some weight to our conclusions. However, the only way to confirm the 
casual link between the variability in the Nordic Seas overturning strength and the Arctic 
Ocean freshwater content is to conduct a series of sensitivity studies. Unfortunately, this 
is beyond the scope of this chapter.  

Despite this limitation of our study, we do have a good degree of confidence that 
our research is pointing in the correct direction. Additionally, in a previous study (Davies 
et al., 2014; Chapter 2 of this thesis) a similar period of variability was observed in the 
Arctic Ocean freshwater content. Therefore, we do believe that the mechanism we 
propose is fundamentally correct, but a more detailed understanding of it would require 
further sensitivity studies to be performed. 

 
3.5. Discussion 
 Our results add to the growing body of work that has identified low-frequency 
intrinsic climate variability within the high northern latitudes. These include the Atlantic 
Meridional Oscillation (65 to 70 years) (Schlesinger and Ramankutty, 1994); the Arctic 
Oscillation (1500 years) (Darby et al., 2012); the North Atlantic Oscillation (170 and 300 
years) (Olsen et al., 2012); the heat transported by the Atlantic Meridional Overturning 

 
Fig.3.10. Time series (51-year running mean) of the simulated Nordic Seas overturning strength (Sv) 
(red line) v Fram Strait liquid volume export (Sv) (purple line). 
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Circulation (300 to 400 years) (Park and Latif, 2008); and sea-ice cover in the Kara Sea 
(400 and 950 years) (Hörner et al., 2017). We can add Arctic Ocean freshwater content 
(165 and 325 years) to the list. In an ideal world, we would compare our results with 
those of observations. However, time series of adequate length and resolution of each of 
component of the hydrological cycle, that are relevant to the multicentennial variability 
Arctic Ocean freshwater content mechanism, are not available. In addition, to our 
knowledge this is the first investigation of its kind (understanding the mechanisms behind 
intrinsic multicentennial variability of the Arctic Ocean freshwater content), so there are 
no comparable modelling studies either. Therefore, with respect to our results it is 
important to put the observed changes into context. One study that allows us to do this is 
the study by Polyakov et al. (2008). In this study, 100 years of in situ data recorded during 
the 20th century across the central Arctic Ocean were analysed. These results showed that 
the Arctic Ocean became more saline at a rate of 239±270 km3 decade-1, whilst the East-
Siberian shelves became fresher at a rate 29±50km3decade-1 (Polyakov et al., 2008). If we 
analyse the rates of change of the Arctic Ocean freshwater content over the entire control 
simulation (Fig.3.1) we see that during a decreasing Arctic Ocean freshwater content 
phase, the Arctic Ocean became more saline at a rate of 313±273 km3decade-1 and 
freshened at a rate of 314±244 km3decade-1. This comparison shows the rates of freshening 
and increased salinity we observe within our control simulation are comparable to the 
rates of changes observed by Polyakov et al., (2008). 
 To bring further context to our results we can compare them to more recent 
climate observations. For example, the temperature changes we observe (Fig.3.4) over 

 
Fig.3.9. Composite anomaly plot of 500hPa geopotential height (m) between AOFCMAX (4774 to 4784 
model years) - AOFCMIN (4902 to 4922 model years).  
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large parts of the Eastern Arctic, most notably the Barents and Kara Seas show a 
temperature change of up to 1.6°C between the Arctic Ocean freshwater content 
maximum phase (AOFCMAX) and Arctic Ocean freshwater content minimum phase 
(AOFCMIN). In comparison, the mean annual temperature across the whole of the Arctic 
was 1.5°C higher between 2001 and 2012 than the 1970-2000 mean (Overland et al., 
2013). To clarify, in no way are we trying to attribute variations between AOFCMAX and 
AOFCMIN as a casual mechanism to recent observed temperatures changes in the Arctic. 
The comparison is made to highlight that the changes we observe between the AOFCMAX 
and AOFCMIN phases in our simulation are significant in terms of their amplitude and are 
not just background noise. In relation to the observed variations in sea-ice thickness in the 
north-eastern Arctic, incorporating the East-Siberian Seas, we observed variations of sea-
ice thickness of up to 0.5m. Studies in the Laptev Sea in 1995 and 1996 showed a change 
in thickness of 0.6m between these years (Hass and Eicken, 2001). If we look at the upper 
atmosphere, at the 500hPa geopotential level (Fig.3.10), the thickness change between 
the AOFCMAX and AOFCMIN phases, reaches a maximum of 80m. If one compares the 
thickness changes observed within our simulation and those occurring during a phase of 
the Arctic Oscillation using the NCEP/NCAR products, the changes we observe are 
significant. For other comparison, i.e. the Fram Strait freshwater and liquid exports, as 
well as the Nordic Seas overturning strength, the reader is referred to a previous study 
(Davies et al., 2014), where it was shown that LOVECLIM is able to represent the mean 
annual freshwater cycle with a good degree of accuracy. Overall, these examples show 
that the amplitude of the variability observed within our results are comparable to 
contemporary climatic variability.  
 Whilst LOVECLIM has been shown to both accurately reproduce the climate of 
numerous interglacials, as well as perform well when pitted against more complex 
models, there are nevertheless weaknesses that pertain to this study that should be noted. 
In particular, the resolution of the ocean (3° x 3°) results in channels from the Arctic to 
the sub-Arctic Sea, particularly the Fram Strait and the Canadian Arctic Archipelago 
(CAA), being somewhat unrealistic in their width. However, the complex nature of the 
CAA makes it an inherently difficult channel to replicate in global climate models, 
therefore it is omitted in several of these models. LOVECLIM does includes a CAA, albeit 
it at an unrealistic scale, but when compared to in situ observations it is found to perform 
reasonably well (Davies et al., 2014). However, whilst we do have confidence in our 
results and analysis, performing a similar simulation as ours with a higher resolution ocean 
model would be a welcome advance in our study. As a next step it would also be insightful 
to perform a transient simulation over the Holocene and to test whether this mechanism 
is robust. One branch of the mechanism that we believe would be relevant of further 
scrutiny is the seemingly lack of correlation between sea-ice transported via the Fram 
Strait into the Nordic Seas and the Nordic Seas overturning strength. Given current 
knowledge and from our understanding, one would expect a stronger correlation between 
the two. The only plausible explanation is that with a transient simulation, we would see 
a greater variability of Arctic sea-ice volume, due to summer insolation changes and 
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perhaps this branch of the mechanism we have described in our paper would respond 
differently. 
 
3.6. Conclusion 
 We have analysed the output of a 10,000-year control simulation of the 
LOVECLIM climate model and have shown the presence of a distinct multi-centennial 
pattern of variability of the Arctic Ocean freshwater content, with a periodicity of both 
165 and 325-years. The variability of the Arctic Ocean freshwater content (with maximum 
and minimum values of 56,100km3yr-1 (+46% of the mean) and 19,400km3yr-1 (-49%) 
respectively), is driven by multi-centennial variability of the Nordic Seas overturning 
circulation strength, (with a mean strength of 2.7±0.26Sv, with maximum and minimum 
values of 3.5Sv (+30%) and 1.6Sv (-41%) respectively) and the subsequent variability of 
heat and saline transported to the Arctic Ocean by the North Atlantic Current, via the 
Barents and Kara Seas. Essentially, the Arctic Ocean freshwater content increases when 
the inflow of relatively saline Atlantic waters is reduced due to a weakened Nordic Seas 
overturning, while the export of freshwater through Fram Strait is relatively small. 

The significance of our findings suggests that the Arctic Ocean freshwater content 
has an intrinsic variability, which is driven by the low-frequency modulation of the 
transport of heat and saline to the high-northern latitudes. Our findings also allow us to 
expand the temporal frame of reference when discussing the recent observations of a 
freshening Arctic Ocean (McPhee et al., 2009; Rabe et al., 2011; Giles et al., 2012). 
Additionally, our study along with others (Park and Latif, 2008; Darby et al., 2012; Olsen 
et al., 2012; Hörner et al., 2017), show that there are a variety of low-frequency  
mechanisms driving the longer-term climate system that need to be incorporated into the 
present-day discussions about the attributional causes of climate variability. As the Arctic 
moves ever closer towards a time when it will be seasonally ice free, potentially having a 
large-scale effect on global climate, the need to fully understand all forcings that are 
changing the Arctic environment cannot be understated. 
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Fig.3.11. Schematic of the mechanism controlling the Arctic Ocean freshwater content (AOFC) phases 
for a) AOFC increasing and b) AOFC decreasing. For a) AOFC increases ONLY if (1) is stronger than 
(2). For b) AOFC decreases ONLY if (1) is stronger than (2). 
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“The difficult is what takes a little time; the impossible is what takes a little longer”  
 
Fridtjof Nansen 
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Chapter 4: Simulating the Multicentennial variability of the Arctic Ocean freshwater 
content over the Holocene with the LOVECLIM climate model 
 
Authors: Frazer.J.Davies and Hans Renssen 
 
Abstract 

In a previous study we investigated the oceanic and atmospheric mechanisms 
driving multicentennial variability of the Arctic Ocean freshwater content in a 10,000-
year control simulation with fixed preindustrial forcings, performed with the LOVECLIM 
climate model. This study revealed an intrinsic Arctic Ocean freshwater content variability 
with a peak periodicity of 165-years. This variability was driven by a series of oceanic 
processes that regulate the heat and saline fluxes reaching the Arctic Ocean, via the Barents 
and Kara Seas, in the form of the North Atlantic Current. Here we have built upon this 
body of work and have investigated the same mechanism in a transient simulation of the 
last 8000-years with relevant forcings (orbital parameters and greenhouse gas 
concentrations). We find that the mechanisms driving the Arctic Ocean freshwater 
content in the previous study also determine multicentennial-scale variability in this 
Holocene transient simulation. In addition, we find that the sea-ice export via the Fram 
Strait into the North Atlantic Ocean, does play a significant role in the driving mechanism 
of multicentennial-scale variability. This is contrary to our findings in Chapter 3 and allows 
us to present a more complete picture of the mechanism driving the intrinsic variability of 
the Arctic Ocean freshwater content over the Holocene. 
 
4.1. Introduction 
 The freshwater hydrological cycle of the Arctic Ocean is an extremely important 
part of the global climate system, as it has the potential to alter climate on both a regional 
and global scale through its interaction with the North Atlantic overturning circulation. 
Currently, we are seeing the impacts of climate change more acutely within the Arctic. 
Already we are observing a decrease in both the extent and thickness of perennial and 
seasonal sea-ice (Comiso et al., 2007; Stroeve et al., 2007); the Greenland Ice Sheet shows 
increased melting at its periphery (Krabill et al., 2004; Chen et al., 2006; Luthcke et al., 
2006), river discharge into the Arctic Ocean from Eurasian and Canadian rivers has been 
increasing (Peterson et al., 2002; Déry and Wood, 2005; Déry et al., 2009; Shiklomanov 
and Lammers, 2009); the extent of the permafrost has been moving northwards and active 
layer has deepened (Kwong and Gan, 1994; Jorgenson et al., 2001; Serreze et al., 2003; 
Zhang et al., 2005). These changes will impact the Arctic Ocean hydrological cycle. With 
this in mind, our aim was to further understand the natural variability of the Arctic Ocean 
freshwater content, particularly the low-frequency mechanism controlling it. 
 In Chapter 3 of this thesis, we identified an intrinsic mode of variability and its 
driving mechanism of the Arctic Ocean freshwater content. This mechanism was driven 
by a series of oceanic processes that regulate the heat and saline fluxes reaching the Arctic 
Ocean, via the Barents and Kara Seas, in the form of the North Atlantic Current. 
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However, this control simulation was performed with fixed preindustrial forcings and 
therefore we can question to what extent this driving mechanism of low-frequency Arctic 
Ocean freshwater content variability would be affected by transient Holocene forcings, 
which would capture a more realistic scenario. This was clearly highlighted in Chapter 3 
as our simulation failed to fully capture the relationship between the total Fram Strait 
freshwater export (ice and liquid volumes) and the Nordic Seas overturning circulation, 
which given our understanding of the Arctic Ocean hydrological cycle, one would expect. 
 Therefore, in this paper we have performed a Holocene simulation with transient 
forcings that closely capture reality. Transient forcings are known to impart important 
impacts on the background Arctic climate during the Holocene. In particular, the long-
term decrease in summer insolation at 60ºN, associated with the orbital forcing, is known 
to have caused a long-term cooling in the Arctic. Therefore, this simulation allows us to 
fully capture and explain the driving mechanisms behind the Arctic Ocean freshwater 
content. 

 
 
4.2. Model Description and Experimental Design 
 In this study we have applied LOVECLIM (Version 1.2), an Earth system model 
of intermediate complexity (Goosse et al., 2010). It has a fully coupled, dynamically 
enabled atmosphere, ocean, sea-ice, land and vegetation components. The model does 

 
Fig.4.1. The forcings used in the transient simulation (solid lines) showed against the Pre-Industrial (PI) 
forcings (dashed lines) used in the control simulation of our previous paper (Chapter 3 of this thesis). 
Summer (JJA) insolation is provided for 65°N (Berger, 1978). 
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have the option of dynamic ice-sheets, however in this study they were fixed and 
prescribed to modern day conditions. For a full description of the model please see Goosse 
et al. (2010). LOVECLIM has been shown to simulate modern day climate with a 
reasonable accuracy (Goosse et al., 2010), in addition it has also been used in a variety of 
studies covering different temporal and spatial extents. A full description of these is given 
in Chapter 3 of this thesis.  

In this study a 8000-yearlong Holocene transient simulation (from 8ka to 0ka) was 
performed. This was forced with appropriate orbital parameter settings (Berger, 1978) 
and greenhouse gas concentrations, thereby following the PMIP3 protocol, (Loulergue et 
al., 2008; Schilt et al., 2010) (Fig.4.1), whilst the solar, volcanic forcings and icesheets 
were fixed at preindustrial conditions. The simulation was initiated from a 2500-year long 
control simulation to allow the model, particularly the deep oceans, to reach a quasi-
equilibrium state.  

 
 
4.3. Statistical analysis of the Arctic Ocean freshwater content 
 The simulated 8000-year timeseries of the annual-mean Arctic Ocean freshwater 
content shows a clear multicentennial variability (Fig.4.2). Here we can see the raw and 
the smoothed data (101-year smoothing). Spectral analysis of the raw data spectrum 
reveals (Fig.4.3) one significant peak above the 95% significance level peak at ~220 years.  
 
 

 
Fig.4.2. a) The annual Arctic Ocean freshwater content (AFOC) time series, both unfiltered (black 
line) and filtered with a 101-year moving average (red-line). 
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Table. 4.1. Sampled statistics of the different time series variables. Arctic Ocean freshwater content 
(AOFC); Nordic Seas overturning strength (NSOS); Fram Strait liquid volumes export (FSv); North Atlantic 
Current (NAC); Fram Strait ice freshwater volume (FSi); and East-Siberian shelf sea-ice thickness (ESS). I 
performed the tests of the data from 500-7500 years of the dataset. I performed a qqplot on each variable 
and after transformation, the dataset did not change indicating it was ok to use the raw data in these tests. 

 

Var 1 Var 2 
Filter 

(years) 
t-stat 
(95%) 

df 
p-value 
(95%) 

Tabulated t-
stat (97.5%) 

Correlation at 
maximum lag 

(95%) 

Maximum lag  Lag Range 
(years) 

(years) 

NSOS NAC 11 156 1088 <2.2e-16 1.96 0.51 6 5 to 7 

NSOS FSV 11 2833 1053 <2.2e-16 1.96 -0.51 -4 -5 to -3 

NSOS FSI 11 472 521 <2.2e-16 1.96 -0.25 199 197 to 200 

AOFC NSOS 11 849 348 <2.2e-16 1.97 0.36 78 75 to 81 

AOFC FSV 11 849 809 <2.2e-16 1.96 0.32 -4 -5 to -3 

AOFC NAC 11 849 845 <2.2e-16 1.96 -0.3 6 5 to 6 

AOFC FSI 11 868 273 <2.2e-16 1.96 -0.6 6 5 to 7 

NAC ESS 11 201 823 <2.2e-16 1.96 -0.2 -1 -2 to -1 

 
As in Chapter 3, we performed a series of cross-correlation analyses with the 

following variables (Table 4.1): the Arctic Ocean freshwater content (AOFC); the Nordic 
Seas overturning strength (NSOS); Fram Strait ice freshwater volume export (FSI); North 
Atlantic Current (NAC); Fram Strait liquid volume export (FSV); and East-Siberian Shelf 
sea-ice thickness (ESS), and it is these pairs of variables that form the basis of our analysis 
and allow direct comparison with Chapter 3. To achieve a significantly robust result, prior 

 
Fig.4.3. Lomb periodogram of the annual Arctic Ocean freshwater content unfiltered time-series with 
both 90% (blue line) and 95% (red line) significance levels. 
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to performing the cross-correlations, a quantile-quantile plot was produced from each of 
the raw datasets. These tests revealed that transforming the data was not necessary and 
thus we could work directly with the raw data. As a further step, to make sure there was 
no trend within each timeseries, we also removed the first and last 500 years of each 
timeseries and performed all the cross-correlations on the data from 7.5ka to 0.5ka. The 
composite plots used in the analysis for the AOFCMAX and AOFCMIN years were made up 
of 118 and 190 years respectively, and defined by being +2 (for max) and –2 (for min) 
standard deviations from the mean. 
 
4.4. Results and discussion  
4.4.1 Similarities with the previous study 

 When comparing the results of the transient simulation with those of the pre-
industrial control run (Chapter 3 of this thesis), we see many similarities from a dynamical 
and a statistical point of view. Firstly, the statistical relationship between the following 
pairs of variables are the same: the Nordic Seas overturning strength and the North 
Atlantic Current; the Nordic Seas overturning strength and the Fram Strait liquid volume 
export; The Arctic Ocean freshwater content and the Nordic Seas overturning strength; 
The Arctic Ocean freshwater content and the Fram Strait liquid volume export; The Arctic 
Ocean freshwater content and the North Atlantic Current; The Arctic Ocean freshwater 
content and the Fram Strait ice freshwater volume export; The North Atlantic Current 
and East-Siberian Shelf sea-ice thickness. The correlation at maximum lag, the maximum 
lag in years, and the range of the lag in years are all extremely similar between the 
simulations (Table 4.1). 
 
Table 4.2. Sampled statistics of the different time series variables for both the preindustrial control (Chapter 
3 of this thesis) and transient simulations. Arctic Ocean freshwater content (AOFC); Nordic Seas 
overturning strength (NSOS); Fram Strait liquid volumes export (FSv); North Atlantic Current (NAC); 
Fram Strait ice freshwater volume (FSi); and East-Siberian shelf sea-ice thickness (ESS). 

 

4.4.2 Differences with the previous study 

The main difference between the simulations occurs in the relationship between 
the Nordic Seas overturning strength and the Fram Strait ice freshwater volume export 

 Control Transient 

Var 1 Var 2 Filter 
(years) 

Correlation at 
maximum lag 

(95%) 

Maximum 
lag  

(years) 

Lag 
Range 
(years) 

Correlation at 
maximum lag 

(95%) 

Maximum 
lag  

(years) 

Lag Range 
(years) 

NSOS NAC 11 0.52 6 5 to 7 0.51 6 5 to 7 

NSOS FSV 11 -0.58 -4 -5 to -3 -0.51 -4 -5 to -3 

NSOS FSI 11 0.2 6 5 to 7 -0.25 199 197 to 200 

AOFC NSOS 11 0.48 74 69 to 85 0.36 78 75 to 81 

AOFC FSV 11 0.39 -3 -4 to -2 0.32 -4 -5 to -3 

AOFC NAC 11 -0.42 6 5 to 7 -0.3 6 5 to 6 

AOFC FSI 11 -0.25 6 5 to 7 -0.6 6 5 to 7 

NAC ESS 11 -0.2 -3 -3 to -2 -0.2 -1 -2 to -1 
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(Table 4.2). In the pre-industrial control simulation this pair of variables show a 
correlation of 0.2 with the Nordic Seas overturning strength lagging the Fram Strait ice 
freshwater volume export by 6 years. However, in the transient Holocene simulation this 
pair of variables show a correlation of -0.25 with the Nordic Seas overturning strength 
lagging the Fram Strait ice freshwater volume export by 199 years, implying the response 
of increased ice flow from the Arctic Ocean to the North Atlantic, via the Fram Strait, 
reduces the strength of the Nordic Seas overturning strength. 

This difference in the Fram Strait ice freshwater volume export is linked to the 
change in East-Siberian shelf sea-ice volume, which in our transient simulation, doubles 
over the course of the Holocene (Fig.4.4) and is due in part to the surface cooling that 
occurs in the Arctic during the 8000-year simulation (Fig.4.5), which itself is driven by 
the decreasing summer insolation in the Arctic over the same period (Fig.4.1). But the 
main takeaway from the analysis of the ocean variables is that more sea-ice, in the form of 
ice originating from the East-Siberian shelf, leads to a greater export of sea-ice through 
the Fram-Strait, and thus leads to a greater interaction between the Nordic Seas 
overturning strength and the Fram Strait ice freshwater volume export, than we saw in 
the simulation with fixed preindustrial forcings. 

 

 
 

 
Fig.4.4. Time series (51-year running mean) of the simulated East-Siberian Shelf sea-ice thickness (ESS) 
(green line) over the course of the simulation. 
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4.4.3 Implications of results 

 The mechanism controlling the Arctic Ocean freshwater content in the Arctic that 
was first discussed in Chapter 3 is shown to be robust and is also present in our transient 
Holocene simulation. Beginning with the Nordic Seas overturning strength, the strength 
of which determines the amount of heat and salinity that is delivered to the Arctic Ocean 
via the Barents and Kara Seas, it is observed to lag the North Atlantic Current by 5 to 7 
years (Fig.4.6). Meaning that as the strength of the Nordic Seas overturning strength 
decreases the strength of the North Atlantic Current also decreases. This also leads to a 
decrease of heat and saline waters flowing northwards and entering the Arctic via the 
Barents and Kara Seas to Arctic Ocean. Therefore, heat and saline being delivered to the 
Arctic Ocean is reduced and the freshwater content of the Arctic Ocean increases. A direct 
result of this is lower temperatures across the Barents Sea, which are positively correlated 
with the Arctic Ocean freshwater content but with a lagged response of 109 to 114 years 
(Fig.4.7). The main driver of the multicentennial variability we observe is the relationship 
between the Arctic Ocean freshwater content and the Nordic Seas overturning strength, 
which has a peak correlation occurring between 75 to 81 years (Fig.4.8). As a result of the 
increased Arctic Ocean freshwater content, the export of liquid freshwater via the Fram 
Strait increases, lagging the response of the Arctic Ocean freshwater content by 2 to 4 
years (Fig.4.9). This export of liquid freshwater via the Fram Strait acts to keep the Nordic 
Seas overturning strength reduced during the phase of an elevated Arctic Ocean freshwater 
content. The coupled effect of a freshening, cooling Arctic Ocean, due to a weakened 
North Atlantic Current and the subsequent reduction of warm, saline waters flowing 
northwards, alters the high-northern latitude environment. A consequence of this is that 
throughout our transient simulation we observe an increase in sea-ice thickness across the 
Arctic Ocean (Fig.4.10a) and specifically the East-Siberian Shelf (Fig.4.10b), which is 
being driven by the longer-term orbital climate drivers. This is different to what we 
observed in Chapter 3 of this thesis.  

In Chapter 3 of this thesis, we observed the role of reduced heat transport to the 
Arctic Ocean, which enables the waters of the Arctic Ocean to stratify easier, thus 
resulting in the less dense, cooler freshwater layers forming in the top layer of the ocean, 
which subsequent provide an increased cooling effect to the Arctic environment. The 
increased volume of freshwater in the Arctic Ocean not only leads to an increase in the 
amount of freshwater stored in the Arctic Ocean basin itself, but also in the amount being 
converted to a freshwater store of sea-ice. Over time we observe the proportion of 
freshwater that is stored in the Arctic as sea-ice becomes more significant, leading to a 
decrease in freshwater export via the Fram Strait, resulting in the salinity of the Nordic 
Seas to increase again, strengthening the Nordic Seas overturning strength. 
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Fig.4.5. The mean annual surface temperature in the Arctic (defined north of 60°N) over the past 8000 
years (black line) and filtered with a 51-year moving average (red-line). 

 
Fig.4.6. Time series (51-year running mean) of the simulated Nordic Seas overturning strength (NSOS) 
(red line) v North Atlantic Current (NAC) (black line). 
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Fig.4.7. Time series (51-year running mean) of the simulated Arctic Ocean freshwater content (AOFC) 
(blue line) v Barents Sea surface temperature (orange line). 

 
Fig.4.8. Time series (51-year running mean) of the simulated Arctic Ocean freshwater content (AOFC) 
(blue line) v Nordic Seas overturning strength (NSOS) (red line). 
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Fig.4.9. Time series (51-year running mean) of the simulated Arctic Ocean freshwater content (AOFC) 
(blue line) v the Fram Strait liquid volume export FSV (purple line). 

 
Fig.4.10a. Sea-ice thickness in the Arctic (defined north of 60°N) over the past 8000 years (black line) 
and filtered with a 51-year moving average (red line). 
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Fig.4.10b. Time series (51-year running mean) of the simulated East-Siberian Shelf sea-ice thickness 
(ESS) (green line) v North Atlantic Current NAC (black line). 

 
Fig.4.11. Time series (51-year running mean) of the simulated Nordic Seas overturning strength 
(NSOS) (red line) v the Fram Strait ice freshwater volume export FSI (green line). 
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Fig.4.12. Composite anomaly plot of surface winds (vectors, see arrow in ms-1 for scale) of 118 MAX 
and 190 MIN years (max and min defined by + and – 2 standard deviations from the mean, respectively). 
Background colours relate to the magnitude of the wind between AOFCMAX and AOFCMIN. 

 
Fig.4.13. Composite anomaly plot of the 800hPa height (m) of 118 MAX and 190 MIN years (max and 
min defined by + and – 2 standard deviations from the mean, respectively). 
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In Chapter 3 of this thesis we discussed the control simulation where we explained 
that we expected the export of sea-ice from the Arctic Ocean via the Fram Strait to the 
Nordic Seas, would play an important role in supressing the Nordic Seas overturning 
strength during the freshening phase of the Arctic Ocean. However, whilst we did see 
large exports of sea-ice from the Arctic Ocean to the Nordic Seas, via the Fram Strait, 
these did not correlate with an expected response of the Nordic Seas overturning strength. 
Statistical analysis did not provide us with any further insights as the correlation was poor 
and not significant. However, in the transient Holocene simulation we see a different 
relationship between the Nordic Seas overturning strength and the Fram Strait ice 
freshwater volume export (Fig.4.11).  Starting with Table 4.1, we can see that the Arctic 
Ocean freshwater content lags the Fram Strait ice freshwater volume export by 6 years 
and is inversely correlated (-0.6), suggesting that a decrease in ice export via the Fram 
Strait happens first, followed by an increase in the Arctic Ocean freshwater content.  
Eventually, the Arctic Ocean freshwater content reaches a maximum state, followed by 
increased winds through the Fram Strait (Fig.4.12), being driven by increased ridging over 
Greenland (Fig.4.13). This aids the export of ice through the Fram Strait, leading to an 
eventual reduction of the Arctic Ocean freshwater content via the feedback mechanism 
with the Nordic Seas overturning strength (at a lag of 199 years). It is a relatively slow 
mechanism and looking at Fig.4.11, it can been seen that in the Fram Strait ice freshwater 
volume export time series that for each 200-year block of progression through the 
simulation, the actual volumes of the Fram Strait ice freshwater volume export do not 
dramatically change, rather they are incrementally decreasing throughout the Holocene. 

This observation provides us with a more plausible explanation for the final part 
of the mechanism, which we were unable to fully explain in the pre-industrial simulation. 
The increase in liquid freshwater export through the Fram Strait was previously used as 
an explanation for partly reducing the volume of the Arctic Ocean freshwater content, 
when a point was reached where the liquid freshwater export exceeded that of the 
freshening effect of reduced inflow of relatively saline waters associated with a weakening 
Nordic Seas overturning strength. However, it is clearer from this transient simulation 
that the sea-ice export from the Arctic Ocean to the Nordic Seas and the site of 
overturning, does plays an important role in driving multicentennial Arctic Ocean 
freshwater content variability.  

Following this, when the Arctic Ocean freshwater content is reduced beyond a 
critical point, liquid export decreases. This leads to an increase in salinity in the Nordic 
Seas and a strengthening of the Nordic Seas overturning strength. As the Nordic Seas 
overturning strength increases, the volume of warm, saline waters transported to the 
Arctic Ocean, in the form of the North Atlantic Current via the Barents and Kara Seas 
increases. This reduces the Arctic Ocean freshwater content and the subsequent export of 
freshwater from the Arctic Ocean, to the Nordic Seas via the Fram Strait and thus helps 
keep the Nordic Seas overturning strength strong. Additionally, with an increase of 
warmer waters reaching the Arctic Ocean, temperatures begin to rise, sea-ice begins to 
melt and thin, and the freshwater stored in the form of sea-ice is remobilised. Thus, the 
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proportion of freshwater stored as sea-ice decreases, the amount stored as freshwater 
export via the Fram Strait begins to increase again, which acts to suppress the Nordic Seas 
Overturning Strength, completing the full cycle. 

While we have a credible explanation for the mechanism driving of Arctic Ocean 
freshwater content variability through the Holocene, it is important to see how this 
compares to palaeoclimatic studies. However, palaeoclimatic records of Arctic Ocean 
freshwater content are not common. Despite this we have been able to find a study that 
allows some comparison between our results and those from the palaeorecord. 

In assessing the variability of SST in the Norwegian Sea, particularly on the Vøring 
Plateau off the west coast of Norway in the later part of the Holocene, Miettinen et al. 
(2012) found a series of prominent periodicities. Reconstructing August Sea-surface 
temperatures (SST) using diatoms from a marine core they found a significant spectral 
peak at 249 years, similar to the cycle we find for our mechanism (220 years). Whilst we 
did not explicitly look at August SST in the Norwegian Sea, we did look at the SST in the 
Barents Sea. Given that the North Atlantic Current flows directly into the Barents Sea it 
is fair to assume that temperature changes in the Vøring Plateau are synonymous with 
those in the Barents Sea. In their paper, Miettinen et al. (2012) accredited the driver of 
this variability to the AMOC, driven by the Holocene insolation variability. However, our 
results show that SST variability in the North Atlantic Current could form part of the 
Arctic Ocean freshwater content variability mechanism described in our paper. 

Of the modelling studies that have been conducted on this topic, they tend to 
focus on the change in freshwater variability between recent times and the 21st century. In 
such a study, Koenigk et al. (2007), whilst analysing the freshwater balance of the Arctic 
Ocean during the 21st century, found that during the 21st century the enhanced warming 
of the Arctic region led to an almost complete removal of sea-ice during summer, along 
with an increase of net precipitation and river runoff. They explain that this leads to an 
increase in freshwater storage in the Arctic Ocean, whilst the export of freshwater from 
the Arctic remains unchanged. However, they do see the export of freshwater via the 
Fram Strait become more dominated by a liquid export, as opposed to sea-ice, as the 
Arctic Ocean warms up and freshwater storage increases. These results of Koenigk et al. 
(2007) are somewhat comparable to the results presented in our paper as we have 
demonstrated that during an elevated Arctic Ocean freshwater content, the export of 
liquid freshwater via the Fram Strait increases, supressing convection in the Nordic Seas, 
a process also reported by Koenigk et al. (2007). The major takeaway from this 
observation is that the response of the Arctic Ocean freshwater content under different 
climatic forcings is similar and we would propose that it is possible that what is observed 
in the Koenigk et al. (2007) study could be partly attributable to an intrinsic variability, as 
demonstrated in this chapter and Chapter 3 of this thesis. 
 
4.5. Conclusion 
 We have analysed the output of an 8000-year transient Holocene simulation of 
the LOVECLIM climate model and have demonstrated that within this exists a noticeable 
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multi-centennial pattern of variability of the Arctic Ocean freshwater content, with a 
periodicity of ~220 years. This pattern of variability was first observed in a control 
simulation, with no external forcings, in Chapter 3. However, the control simulation 
could not fully explain one specific part of the mechanism. This was the interaction of sea-
ice export from the Arctic Ocean via the Fram strait, with the Nordic Seas overturning 
strength. It would be expected that such a relationship would exist, however this was not 
fully resolved by the control simulation. However, with this transient simulation we see a 
greater build-up of sea-ice in the Arctic Ocean in the form of the East-Siberian Shelf, which 
in turns leads to increased volumes of sea-ice export via the Fram Strait, and a greater 
interaction between this exported sea-ice and the Nordic Seas overturning strength.  
 The results of this paper and those of our previous paper show that in our model 
the Arctic Ocean freshwater content possess a low-frequency mode of variability, which 
is driven by the transport of heat and saline waters to the high-northern latitudes. These 
results reaffirm our findings from our previous paper, which highlights the need for low-
frequency mechanisms to be incorporated into current discussions of climatic variability.  
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“We shall stick it out to the end, but we are getting weaker of course and the end cannot 
be far. It seems a pity, but I do not think I can write more. For God's sake, look after our 
people”  
 
Robert Falcon Scott 
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Chapter 5: The impact of Sahara desertification on Arctic cooling during the Holocene 
 
Published as: Davies FJ, Renssen H, Blaschek M, Muschitiello F (2015) The Impact of 
Sahara desertification on Arctic cooling during the Holocene. Clim. Past 11: 571-586. 
https://doi.org/10.5194/cp-11-571-2015 

 
Abstract 

Since the start of the Holocene, temperatures in the Arctic have steadily declined. 
This has been accredited to the orbitally forced decrease in summer insolation 
reconstructed over the same period. However, here we present climate modelling results 

from an Earth model of intermediate complexity (EMIC) that indicate that 17-40 % of the 

cooling in the Arctic, over the period 9-0 ka, was a direct result of the desertification that 
occurred in the Sahara after the termination of the African Humid Period. We have 
performed a suite of sensitivity experiments to analyse the impact of different 
combinations of forcings, including various vegetation covers in the Sahara. Our 
simulations suggest that over the course of the Holocene, a strong increase in surface 
albedo in the Sahara as a result of desertification led to a regional increase in surface 
pressure, a weakening of the trade winds, the westerlies and the polar easterlies, which in 
turn reduced the meridional heat transported by the atmosphere to the Arctic. We 
conclude that during interglacials, the climate of the Northern Hemisphere is sensitive to 
changes in Sahara vegetation type.  
 
5.1 Introduction  

The Holocene is characterized by an early thermal maximum (∼ 11-6ka) in the 
Northern Hemisphere, followed by gradually declining global temperatures that persisted 
up until the recent period of anthropogenically induced warming. This cooling was most 
prevalent in the high northern latitudes with July temperatures, north of 60°N, decreasing 

by 3-4°C from 9 to 0 ka (Renssen et al., 2005), which is attributable to the orbitally forced 
reduction in summer insolation (Renssen et al., 2005, 2009) which, at 65°N, decreased 

by 42 Wm-2 over the same period (Berger, 1978). The early Holocene positive summer 

insolation anomaly (declining by 36 Wm-2 at 30°N from 9 to 0 ka) also had a strong impact 
on the vegetation in northern Africa through a strengthening of the summer monsoons, 
leading to enhanced precipitation and grassland vegetation in the Sahara region (Kutzbach 
and Street-Perrott, 1985). This phase is often referred to as the African Humid Period 
(AHP), which lasted until the mid-Holocene, although the exact timing of its demise and 
the subsequent rate at which it occurred is still a contentious issue (deMenocal et al., 2000; 
Kröpelin et al., 2008). Following the AHP, the Sahara, under the influence of the long-
term decline in summer insolation, evolved into a desert environment.  

The termination of the AHP and the associated vegetation–climate interactions 
have been studied in numerous climate model studies (Claussen et al., 1999; Renssen et 
al., 2003; Liu et al., 2006; Notaro et al., 2008; Timm et al., 2010). However, these 
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simulations were mostly focused on the regional climate effects in northern Africa, 
implying that the impact of the Saharan desertification on the global climate has not yet 
been addressed in model studies. It is important to realise that the Sahara covers a large 

area (approximately 9.4×106 km2), making it plausible that changes in its surface albedo, 
caused by the large-scale shift in vegetation during the Holocene, could have profound 
effects on global climate. For instance, previous studies have shown that drastic vegetation 
changes in the Amazon can influence winter precipitation in the North Atlantic and 
Europe, which are brought about by large-scale circulation changes in the mid- and high 
latitudes (Gedney and Valdes, 2000). Accordingly, in this study, we have designed a series 
of experiments to assess the first-order impact of long-term radiative forcing of the Sahara 
during the Holocene. This involved performing a large suite of equilibrium simulations 
using LOVECLIM, an Earth model of intermediate complexity (EMIC). Given the large 
number of simulations performed (29) and the long time integration involved in 

performing such an array of simulations (equivalent to 83 000 model years of simulation), 
we feel that this type of model is ideally suited to address such an issue. Our discussion 
focuses on how Sahara vegetation changes during the Holocene have contributed to 
cooling in the Arctic (defined herein as north of 66.5°N).  
 
5.2 Model and experimental design  
5.2.1 Model  

We applied LOVECLIM, an Earth model of intermediate complexity (Goosse et 
al., 2010), which is comprised of a coupled atmosphere, ocean, sea-ice and vegetation 
model. The atmospheric component (ECBilt) is a quasi-geostrophic model of the 
atmosphere with a horizontal T21 truncation and three vertical layers, 800, 500 and 

200 hPa (Opsteegh et al., 1998) and includes a full hydrological cycle. Clouds are 
prescribed based on the ISCCP D2 data set (1983 to 1995) from Rossow (1996), with the 
total upward and downward radiative fluxes computed as a function of this data set 
(Schaeffer et al., 1998; Goosse et al., 2010). Clouds and precipitation are decoupled from 
one another within the model, with the precipitation dependent on the total precipitable 

water content between the surface and 500 hPa, which is a prognostic variable within the 
model (Goosse et al., 2010). This variable is transported horizontally using a fraction 

(60 %) of the sum of the geostrophic and ageostrophic winds at 800 hPa to account for the 
fact that humidity is generally higher closer to the surface, where wind speeds are lower. 

Above 500 hPa, it is assumed that the atmosphere is completely dry, and thus, all water 
above this level is converted to precipitable water. Precipitation also occurs below 

500 hPa, if the total precipitable water passes a threshold. This threshold is defined by 
0.83 times the vertically integrated saturated specific humidity, assuming constant relative 
humidity within the layer (Goosse et al., 2010).  

The oceanic component (CLIO) is a primitive-equation, free-surface general 
ocean circulation model (Deleersnijder and Campin, 1995; Deleersnijder et al., 1997) 
coupled to a thermodynamic-dynamic sea-ice model (Fichefet and Morales Maqueda, 
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1997, 1999), and has a resolution of 3°x 3° latitude–longitude and realistic bathymetry. 
The vegetation component (VECODE) is a reduced-form dynamic global vegetation 
model and is capable of simulating the dynamics of two plant functional types, trees and 
grasses, as well as desert as a dummy type (Brovkin et al., 2002). These vegetation types 
have an effect on the surface albedo, soil moisture content and net precipitation.  

LOVECLIM simulates a modern climate that is in reasonable agreement with 
observations, including large-scale distributions of temperature and precipitation, and sea-
ice cover in both hemispheres (Goosse et al., 2010). It has a climate sensitivity to a 
doubling of the atmospheric CO2 level of 1.9°C, which is in the lower end of the range 
reported for general circulation models (GCMs) (Flato et al., 2013). It has successfully 
been applied to simulate various past climates, including the last millennium (Goosse et 
al., 2005), the last glacial maximum (LGM) (Roche et al., 2007), the Holocene (Renssen 

et al., 2009), the 8.2 ka event (Wiersma and Renssen, 2006), and the last interglacial 
(Bakker et al., 2013). The results of these simulations are consistent with those of 
comprehensive GCMs (Goosse et al., 2010; Bakker et al., 2013; Nikolova et al., 2013).  
 

5.2.2 Experimental design  

In order to calculate the contribution of Sahara desertification to cooling in the 
Arctic during the Holocene, a series of experiments were designed. The experiments can 
be broken into two categories. Firstly, we performed a series of transient Holocene 

simulations (9-0 ka) that allowed us to capture the natural evolution of the Sahara within 

our model. Secondly, we applied the vegetation fractions of the Sahara at 9, 6 and 0 ka 
from the transient simulations in a series of equilibrium experiments. Further details of 
each suite of experiments are given below.  
 

5.2.2.1 Defining the Sahara  

An initial transient simulation from 9 to 0 ka was performed, forced with 
appropriate orbital parameter settings (Berger, 1978) and greenhouse gas concentrations 
(Loulergue et al., 2008; Schilt et al., 2010), whilst the solar and volcanic forcings were 
fixed at pre-industrial levels. This simulation is referred to as OG. In addition, another 
simulation, which included the same forcings as OG, plus additional Laurentide (LIS) and 
Greenland (GIS) Ice Sheet meltwater fluxes and topography changes, was performed. This 
simulation is referred to as OGGIS. The LIS meltwater fluxes were based on the 
reconstructions of Licciardi et al. (1999), and those for the GIS on Blaschek and Renssen 
(2013). The associated topographic and surface albedo changes of the LIS were based on 
reconstructions by Peltier (2004) and applied at 50-year time steps. However, GIS 
topographic changes were not accounted for because the changes are only minor at the 
spatial resolution of our model. For a more detailed description of the experimental setup 
of OGGIS, the reader is referred to Blaschek and Renssen (2013). In both OG and OGGIS, 
global vegetation changes were calculated interactively using VECODE.  
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5.2.2.2 Equilibrium simulations  

The transient experiments OG and OGGIS provided simulated estimates of the 
evolution of the Sahara over the Holocene. Using these transient simulations, we could 

thus define the vegetation composition of the Sahara at 9, 6 and 0 ka under both OG and 
OGGIS forcings. Following this, a series of 18 equilibrium experiments were designed 
(see Appendix 5.A) to assess the impacts of the different forcings on the temperature 

change from 9 to 6, 9 to 0 and 6 to 0 ka (see Appendix 5.B). In these simulations, the 

relative percentages of Saharan vegetation cover at 9, 6 and 0 ka (see Appendix 5.C for 
OG vegetation fractions), taken from both the OG and OGGIS simulations, were 

combined with orbital and trace gas levels for 9, 6 and 0 ka, which followed the guidelines 
of PMIP3 (http://pmip3.lsce.ipsl.fr/). The name of each experiment reflects the forcings 
that were used. For example, 0k6kEQ_OG refers to the orbital and greenhouse gas 

forcings being set to 0 ka levels, vegetation was set to a 6 ka state, EQ indicates that this 
was an equilibrium simulation, and OG means that vegetation state was derived from the 
OG simulation. This nomenclature is used throughout the manuscript.  

All equilibrium simulations were run for 2500 years, allowing the model, in 
particular the deep oceans, to reach a quasi-equilibrium state (Renssen et al., 2006). The 
initial conditions for these simulations were derived from a control experiment with pre-
industrial forcings. For the OGGIS equilibrium simulations, LIS and GIS topography were 
kept constant. However, LIS and GIS melt fluxes were not included, as this would have 
resulted in continuous freshening of the oceans during the 2500 years of model 
integration, implying that the simulated climate would not reach a quasi-equilibrium, in 
particular in the deep oceans. Since our analysis is focused on a comparison of the 
equilibrium responses to forcings (see Appendix 5.B), such analysis of LIS and GIS melt 
fluxes would not be particularly meaningful. Although we recognise this as a potential 

weakness of our 9 ka equilibrium simulations, it must be noted that with an earlier version 
of LOVECLIM, experiments performed including LIS melt fluxes showed that the impact 

of these on the Nordic Seas was a modest 0.5∘C cooling between 9 and 8 ka (Blaschek and 
Renssen, 2013). Therefore, we feel that omitting this potentially important source of 
freshwater forcing to the high northern latitudes will not adversely affect our results and 
we are confident that our series of sensitivity experiments are suitable in assessing the first-
order impact of radiative forcings on the Holocene climate.  

From the OG and OGGIS equilibrium experiments we were able to deduce the 
contribution of Sahara desertification to Arctic cooling during the Holocene (see 
Appendix 5.B). Data presented are averages over the last 500 years of each simulation. To 
investigate an “extreme” example of Sahara desertification between the mid- and late 

Holocene, we also performed six equilibrium simulations that had 100 % grass and desert 

in the Sahara at 9, 6 and 0 ka (see Appendix 5.D). In LOVECLIM, the albedo of grass and 
desert are 0.2 and 0.4, respectively. The Sahara was defined as 15°W-35°E and 11-33°N.  
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5.3 Results and discussion  
We separate our results into several distinct sections. Firstly, we describe the 

results from our sensitivity experiments (Sect. 5.3.1). Following this we explain the 
mechanism that is responsible for the reduction in poleward heat transport during the 
Holocene (Sect. 5.3.2), and the role that sea-ice feedbacks play in the Arctic cooling we 
simulate (Sect. 5.3.3). We then introduce the results of additional sensitivity experiments 
(Sect. 5.3.4), which we performed to test the robustness of our initial findings. We follow 
this with a discussion of the uncertainties of our results (Sect. 5.3.5). To finish, we discuss 
these findings in the context of the limitations of our model and how these could be 
overcome in future work (Sect. 5.3.6)  
 

5.3.1 Results  

Our results for both the OG and OGGIS equilibrium experiments can be 

separated into two distinct phases, 9-6 and 6-0 ka (Fig.5.1a and b). In the OG experiment 

there is a total cooling in the Arctic from 9 to 0 ka of 2.9°C (Figs.5.1a and 5.2a), with 

0.7°C occurring between 9 and 6 ka, and 2.1°C between 6 and 0 ka. Of this total cooling, 
2.1°C is due to direct orbital and greenhouse gas forcing (Figs.5.1b and 5.2b), whilst 

0.5°C (17 %) is due to Sahara desertification alone (Figs.5.1a and 5.2c). The overall 

decrease in Arctic mean annual temperatures in our OG experiments, from 9 to 0 ka, is 
consistent with those observed in a transient experiment performed with a previous 
version of LOVECLIM (Renssen et al., 2005), in which a 1–3°C decrease in mean annual 
temperatures in the high northern latitudes was observed. In addition, our observed 

decrease from 6 to 0 ka, essentially the Holocene thermal maximum (HTM) to present 
day, of 2.1°C, is in line with the proxy-based temperature reconstructions from 
Greenland ice cores (Dahl-Jensen et al., 1998), in which there is an observed decrease of 
2.5°C between the mid-Holocene climate optimum and present day. Our results also lie 
within the range of proxy-based temperature reconstructions for 16 terrestrial sites from 
the western Arctic, where it has been shown that temperatures during the Holocene 
Thermal Maximum (HTM) were on average 1.6 ±0.8°C warmer than 20th century 
temperatures (Kaufman et al., 2004), which is consistent with proxy-based temperature 
reconstructions for northern Eurasia (Renssen et al., 2009; Sundqvist et al., 2010).  

In our OGGIS transient experiment, the 9 ka climate is relatively cold due to the 
cooling effect of the LIS topography and albedo, and the GIS albedo, which leads to a 
delayed thermal maximum over most of the Arctic domain. This delayed onset of the 
thermal maximum for the early to mid-Holocene has been observed in numerous proxy 
records (Kaufman et al., 2004) and is consistent with previous experiments performed 

with LOVECLIM. In particular Renssen et al. (2009), who simulated a ∼ 1°C increase in 

mean annual temperatures north of 60∘ between 9 and 6 ka in a transient experiment that 

included the same forcings as our 6 and 9 ka OGGIS equilibrium experiments. This 
delayed response of high-latitude warming is truly representative of our observation of a 

1°C increase in mean annual temperature from 9 to 6 ka (Fig.5.1b). The simulated 
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temperature increase in OGGIS between 9 and 6 ka is also present in temperature 
reconstructions from lakes in northern Iceland, in which a temperature increase of 

∼ 0.75°C was observed (Axford et al., 2007). Additionally, the change in Sahara 

vegetation had a cooling effect of 0.2°C between 9 and 6 ka and without this moderating 
effect, the warming would have even been higher (1.3°C). 

The second phase, 6-0 ka, of the OGGIS equilibrium experiment was identical to 
the OG equilibrium experiment, with a total decrease in mean annual Arctic temperature 

of 2.1°C, with 0.4°C due to desertification in the Sahara and the remainder of the cooling 
due to the localised effects of insolation changes. As previously discussed, the decrease in 
mean annual temperatures from the mid- to late Holocene are representative of a proxy 
temperature reconstruction from Greenland ice cores (Dahl-Jensen et al., 1998) and 
terrestrial records from the Arctic (Kaufman et al., 2004; Renssen et al., 2009; Sundqvist 
et al., 2010).  

For 9 to 0 ka, the cooling due to Saharan desertification is 0.5°C in OG, which is 
17% of the total cooling of 2.9°C simulated with all forcings (Fig.5.1a). In the OGGIS 
experiment, the Saharan desertification suppressed the warming by 15% between 9 and 

6 ka (i.e. by 1.0°C instead of 1.3°C), and from 6 to 0 ka, it was responsible for 19% of 
the observed cooling in the Arctic (-0.4°C vs. -2.1°C, Fig.5.1b).  

 
Fig.5.1. Simulated temperature change in the Arctic for a) OG and b) OGGIS equilibrium simulations, 
showing the relative contributions of different forcings; ORB+GHG (Orbital and Greenhouse gases), 
VEGS (Vegetation changes in the Sahara), OTHER (other factors outside the Sahara region such as 
vegetation changes), ORB+GHG+LISTOPO (Orbital and Greenhouse Gases and Laurentide Icesheet 
Topography, which is only relevant for the period 9 to 6ka) and ALL (For OG this includes: GHG, ORB 
and prescribed Sahara vegetation; for OGGIS this includes: GHG, ORB, prescribed Sahara vegetation, 

LIS melt, GIS melt and LIS topography changes). Error bars represent ±1σ. 



 

 101 

 
Fig.5.2. Mean annual surface temperature (°C) anomaly plots from the OG equilibrium simulation from 
9 to 0ka showing the relative contributions of a) ALL (0-9ka); b) ORB+GHG (0-9ka); c) VEG (0-9ka); 
and d) 100% Desert Sahara - 100% Green Sahara (0ka) forcings upon global climate. Values are 500 year 
means. 
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5.3.2 Mechanisms connecting the Sahara to the Arctic  

The model experiments indicate that part of the cooling in the Arctic over the 
Holocene is a direct consequence of Sahara desertification, which invokes a land–
atmosphere teleconnection. Due to the prescribed desertification in the Sahara in our 
equilibrium simulations, over the course of the Holocene net albedo and radiative heat 
loss increases, leading to a decrease in surface temperatures and an increase in surface 
pressure in the Sahara. 

 
The decreasing temperatures in the Sahara cause an increase in the surface 

pressure (Fig.5.3) with an extension over the Tropical Atlantic, leading to an easterly 
zonal shift, plus an expansion, of the Azores high. Additionally, we observe a weakening 
of the low-latitude trade winds and a net overall decrease in the atmospheric meridional 
heat flux (Fig.5.4). In particular, we observe a weakening of the mid-latitude westerlies. 
This overall weakening of the winds and atmospheric heat transport over the Atlantic 
Ocean is consistent with a decrease in the meridional temperature gradient due the 
relatively strong cooling over the Sahara. As a result, the Icelandic Low stabilises, which 
in turns results in a weakening of the polar easterlies. The Bjerknes compensation theory 
suggests that weakened atmospheric heat transport would be compensated by an increase 
in oceanic heat transport (Bjerknes, 1964). This is indeed what we observe (Fig.5.4), 

however the increase in oceanic heat transport (0.058 PW at 7°N, before gradually 

reducing to 0 PW in the Arctic) is less than the decrease in total atmospheric heat transport 

(VQ + VT), resulting in an overall decrease of poleward heat transport. Mid-latitude 
storms are responsible for the majority of the heat transport from the equator to the Arctic 
(Peixoto and Oort, 1992; Zhang and Rossow, 1997). In our simulations, the weakening 
of the Northern Hemisphere winds are shown to be robust (Fig.5.4), in particular the 
westerlies, which results in a reduced meridional atmospheric heat transport from the low 

 
Fig.5.3. 9k0kEQ-9k9kEQ_OG 800hPa Geopotential Height, allowing the effects of changing vegetation 
in the Sahara, on pressure, to be visualised. 
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latitudes to the Arctic (Fig.5.4), leading to widespread cooling north of 60∘N. 
In the OGGIS simulation, we see the same long-range land–atmosphere–ocean 

teleconnection present. However, the localised effects of the increase in albedo between 

9 and 6 ka, due to the diminishing LIS and the localised effects of insolation changes, results 
in a warming over North America. This warming emanates eastwards over the North 
Atlantic and the rest of northern Europe and Eurasia, as well as penetrating the Arctic, 

accounting for the observed warming between 9 and 6 ka in the OGGIS experiment.  
 

5.3.3 Contribution of sea-ice feedbacks to Arctic cooling  

Since the peak in the Holocene thermal maximum (∼ 6 to 8 ka), the high northern 
latitudes cooled, sea-ice and snow cover increased, leading to an increase in surface 
albedo, which thus induced further cooling (Kerwin et al., 1999; Crucifix et al., 2002). 
In addition, Arctic cooling also resulted in thickening of the sea-ice cover during the 
Holocene, leading to a reduction in the ocean-to-atmosphere heat flux and relatively 
cooler conditions in the lower atmosphere through the ice-insulation feedback, especially 
in winter (Renssen et al., 2005). It is important to see to what extent these important 
positive feedbacks of the climate system contributed to the Arctic cooling initiated by the 
Saharan desertification.  

 
Fig.5.4. Depicts both the i) Mean annual oceanic heat flux anomaly (PW) (Green Line), ii) Mean annual 
atmospheric heat flux anomaly (PW) (Black Line) and iii) Mean annual wind magnitude anomaly (ms-2) 
(Blue Line) over the North Atlantic (defined as 60ºW to 15°E) (9k0kEQ_OG-9k9kEQ_OG). The 
latitudinal extent of the Sahara is highlighted for reference. 
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Our results for the OG equilibrium simulations show that from 9 to 0 ka there is  
a reduction in sea-ice coverage of 25% in the Beaufort Sea, 15% across the rest of the 

Canadian Basin and 12 % across the majority of the eastern Arctic and its shelves 
(Fig.5.5a). However, this is a result of all of the forcings, orbital, greenhouse gases and 
vegetation changes in the Sahara. This indicates that LOVECLIM has captured this 
important feedback and is in line with previous results (Renssen et al., 2005). Of this 
observed reduction, it can be seen that the majority is a direct result of the combination 
of changes in orbital and greenhouse gases (Fig.5.5b) and that a minor amount of sea-ice  
reduction (3%) can be accredited to the perturbed Sahara vegetation fractions within our 
experiments (Fig.5.5c). Additionally, we see a similar response in the sea-ice thickness 
(not shown). This clearly shows that the positive feedbacks associated with sea-ice play a 
modest role in the Arctic cooling that we accredited to the change in the vegetation in the 
Sahara (17%).  
 

5.3.4 Sensitivity experiments  

To evaluate the full potential of the impact of Saharan vegetation changes on the 
Arctic climate, we performed seven additional sensitivity experiments in which we 

prescribed either 100 % grassland or 100 % desert cover in the Sahara (see 
Appendix 5.D). Biome reconstructions of pollen and plant macrofossils show that during 
the mid-Holocene the Sahara was fully covered by grass and shrubs (Hoelzmann et 
al., 1998; Jolly et al., 1998). Hoelzmann et al. (1998) produced estimated percentages of 

various tree types across northern Africa and the Arabian Peninsula for 6 ka, showing 
steppe and savannah covering much of northern Africa (>90%). Claussen et al. (1999) 
were the first to replicate the results of Hoelzmann et al. (1998) and Jolly et al. (1998) in 
a climate model, successfully reproducing the drastic decrease in Sahara vegetation 
fraction over the Holocene from 90 to 0%. 

However, in our OG simulation from 9 to 0 ka, the vegetation fraction decreases 
from 65 to 20%, clearly showing that whilst LOVECLIM is capable of simulating the 

 
Fig.5.5. Mean annual sea-ice concentration (%) anomaly plots from the OG equilibrium simulation from 
9 to 0ka showing the relative contributions of a) ALL (0-9ka); b) ORB+GHG (0-9ka); and c) VEG (0-
9ka) forcings upon global climate. Values are 500 year means and range from 1 to 0 (1 = 100% sea-ice 
coverage). 
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general pattern of vegetation change observed (Claussen et al., 1999), it is unable to 
adequately capture the full amplitude of this highly unstable period that characterised the 
termination of the AHP.  

Therefore, this suggests that the impact of Sahara vegetation on Arctic cooling 
could be greater than the 17% we estimated from our initial sensitivity experiments. To 

account for this, and to constrain our results, we simulated extreme, early (9 ka) and late 

(0 ka) Holocene environments. By “extreme” we imply that for 9 ka we replicated a 100% 

grass-vegetated environment, and for 0 ka we replicated a 100% desert environment 
within our model. This was done because if we had decided to follow the results of Jolly 

et al. (1998) and Claussen et al. (1999), that of a 90% vegetated Sahara region at 9 ka and 

a 0% vegetated Sahara region at 0 ka, we would have been left with several questions. 

Firstly, how would we allocate the 90% vegetation at 9 ka, given that we would have to 
make the decision of doing so per grid cell or over the entire Sahara domain? If over the 
Sahara domain, which regions do we leave arid? Compounding the difficulty of this, it 
must be noted that there is no proxy data available for the spatial extent of vegetation at 

9 ka. Therefore, we opted for 100% vegetated cover at 9 ka. The results from these 
experiments enable us to place an upper limit of the potential impact of Sahara 
desertification has upon Arctic cooling over the Holocene.  

The results show that from a 9 ka, 100% “green” Sahara to a 0 ka, 100% “desert” 

Sahara, temperatures decrease by 4.0°C (Fig.5.2d), of which 1.6°C (40 %) is attributable 
to the change in vegetation. However, given the extreme vegetation scenarios we 

prescribed at 0 and 9 ka, care must be taken when interpreting this result.  
 

5.3.5 Uncertainty in our results  

One important requirement for our results is that the Sahara region was warmer 

at 9 and 6 ka than at 0 ka, as suggested by our simulations. However, it is not possible to 
confirm or refute this on the basis of field-based evidence due to the absence of proxy-
based temperature reconstructions for the Sahara region during the early and mid-
Holocene. Although our LOVECLIM result is consistent with GCM simulations for the 
mid-Holocene (Braconnot et al., 2007), it is important to critically address this aspect of 
our simulations, especially because the prescribed cloud cover in our model has likely 
significantly affected the surface energy balance over the Sahara.  

In LOVECLIM, the total upward and downward shortwave fluxes are calculated 
as a function of the ISCCP D2 cloud cover data set consisting of modern-day observations. 
Whilst this is a reasonable first-order approximation for the modern-day Sahara, it is not 

so during periods when the Sahara was vegetated, i.e. 9 and 6 ka. This is because having a 
cloud cover that is essentially associated with a desert environment, as opposed to a 

vegetated environment, results in less clouds than there was in reality for 9 and 6 ka. 

Hence, the simulations at 9 and 6 ka ignore changes in cloud albedo. These changes in 
cloud albedo would approximately balance impacts from changes in surface albedo, which 
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we do include within our original equilibrium simulations.  
For instance, if we assume that desert albedo is 0.4, and we have a 100% cloudless 

desert environment, then the downward solar radiation reaching the surface of the Sahara 

is 342 Wm-2 (Kiehl and Trenberth, 1997). Thus, the total solar radiation absorbed at the 

surface is 205 Wm-2 [(1-0.4)⋅342]. In a cloud covered, vegetated region, with surface 

albedo of 0.2, and assuming that 23 % of incoming solar radiation is reflected by clouds 
(Kiehl and Trenberth, 1997) then the downward solar radiation reaching the surface of 

the Sahara is 265 Wm-2 [342⋅(1-0.23)]. Therefore, the solar radiation absorbed at the 

surface is 211 Wm-2 [(1-0.2)⋅(342⋅0.77)]. Hence, in theory and as a first-order 
approximation, the surface of a cloudy vegetated region and that of a cloudless desert 
environment absorb approximately similar amounts of incoming solar radiation (211 and 

205 Wm-2 respectively). As a result, temperature differences seen between these states 
would depend on differences between the latent and sensible heat fluxes, with less 
moisture available, lower latent heat flux and high sensible heat flux.  

To test this we devised a series of sensitivity experiments that would allow for the 

addition of cloud cover over the Sahara at 9 and 6 ka. To achieve this we took the modern 
cloud cover that is prescribed in our model for the Amazon region and applied it directly 

to the Sahara in both the 9 and 6 ka sensitivity simulations. Hence, artificially induced 
cloud cover over the Sahara at these time periods is based on the modern day cloud cover 
for the Amazon. Given that the Amazon region consists of trees as opposed to a vegetated 
Sahara that more than likely consisted of grasses and shrubs during its vegetated period in 
the mid- and late Holocene, this prescribed cloud cover is probably an over estimation, 
but still serves the purpose of assessing the impact of cloud cover over a vegetated Sahara 
on surface temperature.  

As can be seen (Fig.5.6), the Sahara was warmer during the mid-Holocene in both 

the simulation with the original modern day cloud data set at 6 ka (Fig.5.6a) and also in 

the simulation with the appropriate prescribed cloud cover for a vegetated Sahara at 6 ka 
(Fig.5.6b). The difference between these two simulations, in essence the impact of the 
difference between the two-cloud cover set ups we employed, is shown in Fig.6c. Here, 
it can be seen that with the modern-day cloud cover, the surface temperature in the Sahara 
is warmer by 0.7 to 1.3°C. This results in the Arctic being 0.3 to 0.7°C warmer due to 
the modern-day cloud data set over the Sahara.  

As a final test of the sensitivity experiments, when we compare the temperature 

changes in the Arctic at 9 ka between simulations 9k9kEQ_OG and 9k9kEQ_OG_clouds, 
we see that the mean annual Arctic temperatures are -11.0±0.8°C and -11.1±0.8°C 
respectively (see Appendix 5.D). Therefore, based on these sensitivity experiments, we 
can say that a major premise of our original experiments, that the Sahara was warmer at 9 

and 6 ka, compared to 0 ka holds, and thus, the land–atmosphere teleconnection between 
the Arctic and Sahara that we previously introduced is robust.  
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5.3.6 Limitations of LOVECLIM  

The results presented here provide a first-order approach to understanding the 
impact of long-term radiative forcing of the Sahara over the course of the Holocene (9-

0 ka). Whilst we have good confidence in the mechanisms driving the land–atmosphere 
teleconnection we observe over the Atlantic region, it is important to highlight the 

 
Fig.5.6. Temperature change between a) 6k Green Sahara – 0k Sahara (with modern day clouds 
prescribed in both experiments) (6k100gEQ-0k100dEQ); b) 6k Green Sahara (with 6k prescribed 
clouds) – 0k Sahara (with modern days clouds prescribed) (6k100gEQ_clouds-0k100dEQ); and c) 
Fig.6a – Fig.6b (equivalent to 6k Green Sahara with prescribed clouds – 6k Sahara with modern day 
clouds). 
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limitations associated with our approach.  
The land–atmosphere teleconnection we have outlined is initiated by a change in 

vegetation cover in the Sahara region and then carried through the atmosphere from the 
equatorial region to the Arctic. However, this draws close scrutiny of the atmospheric 
component of LOVECLIM. Given the relative simplicity of the ECBilt model compared 
to GCMs, it would be easy to dismiss our findings. However, as the model uses relatively 
simple physics, any findings in such a model should also be detectable in a more complex 
model. To highlight this, we shall compare the response of LOVECLIM in other studies 
to more complex models. Specifically, we shall highlight studies that have focused on 
interglacial climate only as this will allow us to show the response of LOVECLIM to 
different perturbations, over a variety of temporal and spatial extents.  

The primary focus of our study is the cooling of the Arctic over the Holocene. 
Therefore, it would be apt for us to investigate how the temperature profile of 
LOVECLIM compares with more complex models. In this study and previous studies 
(Renssen et al., 2005), it is shown that LOVECLIM shows a gradual cooling over the 
Holocene as a response to reduced summer insolation forcing and decreasing greenhouse 
gases. In a recent study (Liu et al., 2014), the primary focus of which was trying to 
understand the apparent discrepancy between a reconstructed global temperature study 
(Marcott et al., 2013) and models, it was shown that the three models employed in the 
study, LOVECLIM, CCSM3 and FAMOUS (the latter two being GCMs) all simulated a 
robust annual mean global warming (0.5°C) throughout the Holocene.  

In a study of the last interglacial, Nikolova et al. (2013) provide a detailed analysis 
of a variety of climatic parameters, as simulated in both LOVECLIM and CCSM3. In these 

experiments they perturbed the climate for forcings equivalent to MIS-5e (127 ka). The 
results of these experiments show that the JJA surface temperature evolution during MIS-
5e for both models is an exceptionally good match. This is especially true in the tropics 
over northern Africa, Greenland and North America. In the Arctic (defined as 60-90°N), 

the simulated warming is 3 and 2.2∘C for LOVECLIM and CCSM3, respectively, which 
is in agreement with another model–data comparison (Otto-Bliesner et al., 2006). In 
addition, they show that the JJA precipitation between the two models to also be of a 
reasonable good fit, with both models simulating an intensification of both the African and 
Asian monsoons in line with proxy reconstructions. In addition, both models are 
consistent in replicating increased low-level wind speed and moisture transport over 
Africa during this period, as well a stronger upper-level (200hPa) tropical easterly jet over 
Africa (Nikolova et al., 2013).  

In a multimodel-data study (Bakker and Renssen, 2014), which included six 
GCMs and three EMICs, the data showed that when comparing the simulated period of 
maximum warmth during the last interglacial period against proxy-based temperature 
reconstructions, LOVECLIM, along with the two other EMICs in the study, all 
overestimated the maximum temperature the least, across all latitudes. This is probably 
on account of models with lower resolution displaying less internal variability, when 
compared to GCMs (Gregory et al., 2005), leading to a more spatially coherent evolution 
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of the climate.  
In another series of sensitivity experiments performed for the period MIS-13 

(∼ 500 ka), LOVECLIM was used to investigate the East Asian monsoon activity during 
this period (Yin et al., 2008). The results of this study were conferred by Muri et 
al. (2013), who replicated these results with HadCM3, a fully coupled atmosphere–ocean 
general circulation model.  

As we have outlined above when compared to GCMs, LOVECLIM has shown 
itself to be able to replicate similar results across a range of interglacial climates. Although 
just a selection are included here, it serves to demonstrate that despite its apparent 
shortcomings, LOVECLIM is an effective tool for climate investigations over a variety of 
spatial and temporal scales.  

Another limitation in our study is due to the simplistic cloud parameterisation 
scheme that is employed within our model. As discussed in Sect. 5.3.4, we designed a 
series of sensitivity experiments to test this; although this is not a perfect solution, we 
were able to show that our original land–atmosphere teleconnection holds. However, 
without the evolution of clouds in response to changes in the climate system, particularly 
in response to surface temperature and sea-ice coverage changes, we are still missing 
potentially important feedbacks. However, this issue is not easily solved as it is a problem 
that persists through the entire spectrum of the modelling community, and it is widely 
accepted that this is a major source of uncertainty in climate model sensitivity experiments 
(Randall et al., 2007).  

Another potential source of error in our results lies in the vegetation fractions 
simulated in our transient simulations, which were then used to define the Sahara 
vegetation fractions in our equilibrium experiments. As previously noted (Sect. 5.3.3), 

the vegetation fraction in our model decreases from 65 to 20 % from 9 to 0 ka, as opposed 

to reconstructions and modelling studies which indicate an approximate 90–0 % decrease 
over the same period (Claussen et al., 1999; Hoelzmann et al., 1998; Jolly et al., 1998).  

As a result of this, our 9 ka simulations (with a 65% tree fraction at 9 ka, as 
opposed to a 90% tree fraction) have a higher surface albedo than proxy reconstructions 

and modelling studies indicate, and thus simulate a lower surface temperature at 9 ka. 

Additionally, if we consider our 0 ka simulations (with a 20% tree fraction, as opposed to 
a 0% tree fraction) results in a lower surface albedo, and thus a higher surface temperature 

at 0 ka.  
As a result, the temperature gradient between the early and late Holocene in our 

experiments is not as steep as it possibly would be. Therefore, it would be interesting to 
see in future experiments, with a model that captures a more realistic temperature 
gradient between the early and late Holocene, how the polewards transported heat flux 
over the course of the Holocene is impacted.  

To summarise, compared to comprehensive GCMs, LOVECLIM has several 
simplifications, of which the fixed cloud cover and the relatively simple vegetation scheme 
are likely to be the most important for this study. However, model inter-comparison 
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studies have shown that LOVECLIM produces similar interglacial climate responses to 
changes in forcings as GCMs, making it likely that our results will be confirmed in future 
studies with more comprehensive models.  
 
5.4 Concluding remarks  

In conclusion, our simulation experiments indicate that over the course of the 
Holocene, the observed cooling in the Arctic region is not only driven by local changes in 
insolation, but that the effects of desertification in the Sahara initiate a long-range land–
atmosphere teleconnection. In our model experiments, this teleconnection accounts for 

between 17 and 40% of the observed Arctic cooling between 9 and 0 ka, and it is likely 
that the actual effect is nearer the upper end of this range. We also show through a series 
of sensitivity experiments that despite an apparent weakness of our model, with its 
prescribed modern-day cloud data set, our overall findings are conclusive and robust, 
withstanding the sensitivity experiments we performed. Therefore, our results indicate 
that high-latitude interglacial climate is sensitive to large-scale changes in Saharan 
vegetation cover. 
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Appendix 5.A 
Table 5.A1 

OG ARCTIC  TEMP (°C) 

ORB+GHG VEG TYPE NAME temp s.d. (±) 

0k 0k EQ 0k0kEQ_OG -13.9 1.0 

0k 6k EQ 0k6kEQ_OG -13.5 1.0 

0k 9k EQ 0k9kEQ_OG -13.1 1.0 

6k 0k EQ 6k0kEQ_OG -12.2 0.8 

6k 6k EQ 6k6kEQ_OG -11.8 0.8 

6k 9k EQ 6k9kEQ_OG -11.5 0.8 

9k 0k EQ 9k0kEQ_OG -11.6 0.8 

9k 6k EQ 9k6kEQ_OG -11.2 0.8 

9k 9k EQ 9k9kEQ_OG -11.0 0.8 

9k 9k EQ 9k9kEQ_OG_clouds -11.1 0.8 

 
 

Table 5.A2 

OGGIS ARCTIC  TEMP (°C) 

ORB+GHG VEG TYPE NAME temp s.d. (±) 

0k 0k EQ 0k0kEQ_OGGIS -13.9 0.9 

0k 6k EQ 0k6kEQ_OGGIS -13.5 0.9 

0k 9k EQ 0k9kEQ_OGGIS -13.2 1.0 

6k 0k EQ 6k0kEQ_OGGIS -12.2 0.8 

6k 6k EQ 6k6kEQ_OGGIS -11.8 0.8 

6k 9k EQ 6k9kEQ_OGGIS -11.5 0.8 

9k 0k EQ 9k0kEQ_OGGIS -13.5 0.9 

9k 6k EQ 9k6kEQ_OGGIS -13.0 0.9 

9k 9k EQ 9k9kEQ_OGGIS -12.8 0.9 
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Appendix 5.B 

Equations to calculate the relative contributions of ORBG + GHG and vegetation to the 

cooling in the Arctic, for OGGIS, OG and 100 % (extreme) runs. 
 
OGGIS: 

9 to 6 ka  

9k9kEQ_OGGIS–6k6kEQ_OGGIS =Δ ∘C due to ALL forcingsa 

9k9kEQ_OGGIS–9k6kEQ_OGGIS =Δ ∘C due to VEGETATION forcing 

9k9kEQ_OGGIS–6k9kEQ_OGGIS =Δ ∘C due to ORB & GHG forcings 
 

6 to 0 ka 

6k6kEQ_OGGIS–0k0kEQ_OGGIS =Δ ∘C due to ALL forcingsa 

6k6kEQ_OGGIS–6k0kEQ_OGGIS =Δ ∘C due to VEGETATION forcing 

6k6kEQ_OGGIS–0k6kEQ_OGGIS =Δ ∘C due to ORB & GHG forcings 
 

9 to 0 ka 

9k9kEQ_OGGIS–0k0kEQ_OGGIS =Δ ∘C due to ALL forcingsa 

9k9kEQ_OGGIS–9k0kEQ_OGGIS =Δ ∘C due to VEGETATION forcing 

9k9kEQ_OGGIS–0k9kEQ_OGGIS =Δ ∘C due to ORB & GHG forcings  
 
OG: 

9 to 6 ka 

9k9kEQ_OG–6k6kEQ_OG =Δ ∘C due to ALL forcingsb 

9k9kEQ_OG–9k6kEQ_OG =Δ ∘C due to VEGETATION forcing 

9k9kEQ_OG–6k9kEQ_OG =Δ ∘C due to ORB & GHG forcings 
 

6 to 0 ka 

6k6kEQ_OG–0k0kEQ_OG =Δ ∘C due to ALL forcingsb 

6k6kEQ_OG–6k0kEQ_OG =Δ ∘C due to VEGETATION forcing 

6k6kEQ_OG–0k6kEQ_OG =Δ ∘C due to ORB & GHG forcings 
 

9 to 0 ka 

9k9kEQ_OG–0k0kEQ_OG =Δ ∘C due to ALL forcingsb 

9k9kEQ_OG–9k0kEQ_OG =Δ ∘C due to VEGETATION forcing 

9k9kEQ_OG–0k9kEQ_OG =Δ ∘C due to ORB & GHG forcings  
 

100 % 

6 to 0 ka 

6k100gEQ_OG–0k100dEQ_OG =Δ ∘C due to ALL forcingsb 
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6k100gEQ_OG–6k100dEQ_OG =Δ ∘C due to VEGETATION forcing 

6k100gEQ_OG–0k100gEQ_OG =Δ ∘C due to ORB & GHG forcings 
 

9 to 0 ka 

9k100gEQ_OG– 0k100dEQ_OG =Δ ∘C due to ALL forcingsb 

9k100gEQ_OG–9k100dEQ_OG =Δ ∘C due to VEGETATION forcing 

9k100gEQ_OG–0k100gEQ_OG =Δ ∘C due to ORB & GHG forcings  
 
a All forcings = GHG, ORB, prescribed Sahara vegetation, LIS and GIS topography. 
b All forcings = GHG, ORB and prescribed Sahara vegetation. 
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Appendix 5.C 

Vegetation fractions (%) of trees and grass (desert =100 - grass- trees) at 0, 6 and 9 ka, as 
derived from the OG transient simulation (Blaschek and Renssen, 2013). Albedo of grass, 
trees and desert are 0.2, 0.13 and 0.4 respectively.  
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Figure 5.C1 
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Appendix 5.D 

 

SIMULATION ARCTIC  TEMP (°C) 

ORB+GHG VEG TYPE NAME temp s.d (±) 

9k 100% Grass EQ 9k100gEQ -10.5 0.8 

9k 100% Desert EQ 9k100dEQ -12.1 0.8 

6k 100% Grass EQ 6k100gEQ_clouds -11.3 0.8 

6k 100% Grass EQ 6k100gEQ -10.9 0.8 

6k 100% Desert EQ 6k100dEQ -12.7 0.8 

0k 100% Grass EQ 0k100gEQ -12.5 0.9 

0k 100% Desert EQ 0k100dEQ -14.5 0.9 
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“Alas! Alas! Life is full of disappointments; as one reaches one ridge there is always another 
and a higher one beyond which blocks the view” 
 
Fridtjof Nansen 
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Chapter 6: Synthesis, Conclusions, and Recommendations 
6.1 Introduction 
 The aim of the research presented in this thesis is to discuss the Arctic Ocean 
freshwater cycle in the context of the Holocene and the 21st century. Firstly, this is 
achieved through looking at the comparison between climate model simulations of the 
mid-Holocene climate optimum (~6ka) and the 21st century. The study of past warm 
periods is often assumed to be useful to gain a better understanding of future climate 
change projections, however it is important to go beyond the mere comparison of 
temperatures and explore other atmospheric and oceanic components that have the 
potential to vary. This is what we seek to do in Chapter 2.  
 Following this, in Chapter 3 and 4 we then explore the atmospheric and oceanic 
mechanisms driving the intrinsic variability of the Arctic Ocean freshwater cycle in the 
LOVECLIM model during the Holocene on multicentennial timescales. The reason why 
it is important to look at these timescales is because they allow us to put the current 
freshening of the Arctic in a broader, more complete context of climate variability. With 
a better understanding of the intrinsic climate variability of the climate system, we will 
have a greater ability to interpret climate variability and its causes in past and future 
climates. I feel that these chapters highlight the need for such studies. 
 Finally, Chapter 5, challenges the notion that the cooling on the Arctic observed 
during the Holocene was primarily driven by the reduction in summer insolation forcing. 
Instead, I focused on the teleconnection between vegetation changes in the Sahara and 
Arctic cooling. Studies typically look at how the climate impacted vegetation change, but 
in Chapter 5 we approached it from the opposite angle and asked ourselves how do 
vegetation changes impact climate.  Chapter 5 highlights the need to sometimes look for 
other drivers of the climate. 
 In the following section, I shall summarise the main research questions and 
conclusions from within this thesis and finish with some final perspectives on this research 
and potential research avenues this thesis could lead to.  
 
6.2 The Arctic freshwater hydrological cycle during two warm periods 
 The initial focus of our research was the analysis of the various components that 
comprise the Arctic freshwater hydrological cycle, precipitation, evaporation, river-
runoff, ocean fluxes and sea-ice, and to investigate how these components vary between 
two relatively warm periods, the 21st century and the mid-Holocene thermal maximum 
(~6kyr BP). These two periods were chosen because proxy-based reconstructions show 
that the warming during the mid-Holocene thermal maximum is similar in magnitude to 
the warming shown for the 21st century in climate modelling simulations. However, 
temperature is only one component of the Arctic climate system, thus it is relevant to 
examine how the components of the Arctic freshwater hydrological cycle responded to the 
increase in temperatures during these warm periods. An additional factor to consider is 
that the forcings during these warm periods are different, so “Is it correct to use the mid-
Holocene thermal maximum as a reference for the 21st century?” 
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 Our results showed that up until 2010, the simulated annual surface temperature in 
the Arctic was within the bounds of natural variability that was exhibited during the mid-
Holocene thermal maximum, albeit at the extreme end of that range. However, after 2010 
surface temperatures surpassed those exhibited during the mid-Holocene. Thus, we can 
say that after 2010 using the mid-Holocene thermal maximum as an analogue for the 21st 
Century is not appropriate. When comparing the various components of the Arctic 
freshwater hydrological cycle up to 2010, we observed that the Fram Strait liquid export 
(+18%), and river-runoff (+4%) were all greater than observed during the mid-Holocene. 
As a result, the Arctic Ocean was fresher, and this led to a suppression of the Nordic Seas 
overturning strength (by 18%). In addition, up to 2010 sea-ice volume was greater than 
during the mid-Holocene (+15%). 
 As discussed in Chapter 2 at length, a key question of this chapter is “Is it correct 
to use the mid-Holocene thermal maximum as a reference for the 21st century”, with 
respect to the Arctic we conclude that after 2010 it is not a good analogue and after 2010, 
the response of the Arctic Ocean hydrological cycle, as seen in its constituent parts, to 
anthropogenic warming, is likely to be one that sees it transition to a state that exceeds 
the levels seen during the mid-Holocene. 
 
6.3 An intrinsic mechanism of Arctic Ocean freshwater content multicentennial 
variability 
 An observation of our results from Chapter 2 was the periodic nature of the Arctic 
Ocean freshwater content variability and we sought to investigate this further in Chapter 
3. Therefore, we performed a 10,000-year preindustrial control simulation and we were 
able to identify a multicentennial periodicity of ~165-years. We then investigated the 
mechanisms driving this intrinsic variability. 
 We found that the mechanism was driven by the variability of the Nordic Seas 
overturning strength. This altered between relatively ‘strong’ and ‘weak’ states, which in 
turn influenced the heat and saline content transported to the Arctic Ocean within the 
North Atlantic current, via the Barents and Kara Seas. The Arctic Ocean freshwater 
content increases when the Nordic Seas overturning circulation is suppressed, essentially 
reducing what is a net-saline flow into the Arctic Ocean via the North Atlantic Current. 
However, during this period, we see a relatively small outflow of freshwater via the Fram 
Strait, and eventually we begin to see the increased freshwater content of the Arctic lead 
to an increase in freshwater stored as sea-ice in the Arctic Ocean. Eventually, the reduction 
of freshwater entering the Nordic Seas from the Arctic Ocean, via the Fram Strait leads to 
an increase in saline waters in the Nordic Seas which act to strengthen the overturning 
circulation and thus increase the flow of heat and saline waters to the Arctic Ocean, and a 
reversal of the cycle is observed. These results presented in this thesis show that the 
freshwater content of the Arctic Ocean, potentially, has an intrinsic variability that 
operates on multicentennial timescales and is driven by the low-frequency variability of the 
transportation of heat and saline waters polewards. Recent studies (Giles et al., 2012; 
Mauritzen, 2012; Haine et al., 2015) have focused on shorter timescales and have 
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attributed freshening of the Arctic Ocean to anthropogenic climate change, however this 
could possibly be a too simplistic and convenient answer, potentially ignoring low-
frequency intrinsic variability. 
 
6.4 An intrinsic mechanism of Arctic Ocean freshwater content multicentennial 
variability during the Holocene 
 In Chapter 4 we built upon the work of Chapter 3 as we wanted to test our 
mechanism within a more ‘real-world’ simulation i.e., one driven by transient forcings 
over the past 8000-years. So, in essence, we repeated the experiment, but with the forcings 
for GHG’s and orbital parameters matching those of the past 8000 years.  
 The pre-industrial forcings are CO2 = 280ppm, CH4 = 760ppb, whereas the 
transient forcings see CO2 increase from 260 to 280ppm (8ka to 0ka) and CH4 go from 
650ppb to 550ppb between 8ka to 5.5ka, followed by an increase to 800ppb, please see 
Fig.4.4 of this thesis for a visual depiction of these changes. 
 In this study we found that the mechanism does hold within to the transient 
simulation, but the periodicity increased from ~165 years to ~220 years. In addition, in 
the previous chapter one aspect that we could not explain was the lack of impact sea-ice 
export via the Fram Strait to the Nordic Seas, the site of overturning, had on the 
mechanism. In Chapter 3, we found no significant correlation or impact at all. However, 
within the transient simulation we found that sea-ice export via the Fram Strait does play 
a significant role in the mechanism. This is because throughout the transient simulation the 
sea-ice thickness across the Arctic increases, particular in the East-Siberian shelf region, 
which was not observed within the previous chapter, instead sea-ice volumes remained 
constant. Instead in the transient simulation, we observed that this increase in sea-ice 
within the Arctic, led to an increase in sea-ice exported via the Fram Strait to the Nordic 
Seas, the site of overturning and had more of an impact on our mechanism. 
 
6.5 The role of the Sahara in Arctic climate change over the Holocene 
 For the final part of the thesis, Chapter 5, we presented a study that challenged the 
notion that the main driver of decreasing Arctic temperatures over the course of the 
Holocene was orbital parameters and the associated reduction of summer insolation. 
Instead, we looked at how a teleconnection from the Sahara, driven by the vegetation 
changes in the Sahara over the course of the Holocene, impacted climate in the Arctic and 
contributed to the cooling observed in proxy records.  
 Over the course of the Holocene, as the Sahara undergoes vegetation loss and 
continued desertification, net albedo, radiative heat loses, surface temperatures and surface 
pressure increase in the Sahara region. Surface pressure increases lead to an easterly shift 
and expansion of the Azores high. In addition, the low-latitude trade winds weaken and 
there is a decrease in the atmospheric meridional heat flux, and a weakening of the mid-
latitude westerlies. This weakening of the winds and atmospheric heat transport over the 
Atlantic Ocean reduces the meridional temperature gradient, which causes the Icelandic 
low to stabilise and weaken the polar easterlies. Overall, atmospheric poleward heat 
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transport is reduced, but is not compensated by an increased oceanic heat transport, and 
thus we see cooling in the Arctic, due to the desertification in the Sahara. 

 As a result, we were able to show that 17-40 % of the cooling in the Arctic, over 

the period 9-0 ka, was a direct result of the desertification that occurred in the Sahara after 
the termination of the African Humid Period. The results of this paper were further 
explored by Muschitiello et al., (2015) who were able to confirm the results we have 
presented here. 
 This cooling is likely to impact the Arctic hydrological system and the mechanism of 
intrinsic variability discussed in Chapter 3 and 4 of this thesis. Although this was not 
explored within this thesis, we can also hypothesis as to the what the likely implications 
would have been. The experiments in Chapters 3 and 4 used fixed modern-day vegetation 
forcings, thus the additional cooling that occurs due to the inclusion of a dynamic Saharan 
vegetation would have likely resulted in addition cooling in the Arctic during these 
simulations and allowed for greater sea-ice formation in the Arctic Ocean. This would have 
allowed for greater sea-ice export via the Fram Strait and potentially providing a stronger 
signal of the Fram Strait ice export component of the mechanism of intrinsic variability. 
However, further experimentation would be encouraged in future work. 
 
6.6 Perspectives 
 Putting the contents of this thesis into perspective is not a straightforward task, 
however one will strive to do so. Firstly, all the work presented here has been done with 
the use of a climate model. Just one model. Therefore, it is open to criticism about the 
model’s suitability to be used in such studies. Throughout the chapters we have sought to 
alleviate these concerns with explanations and examples of other studies using the same 
model. Given the depth at which these are covered in the chapters a lengthy argument here 
is not necessary. However, despite the limitations of the model we hope that the work 
presented here has sparked the imagination of the reader and has asked them to challenge 
some previously held ideas and opened them up to some new ones. The work did this with 
myself, and has left me with the following thoughts that I would like to share with you: 
 
1) The work presented here, particularly Chapters 3 and 4, show there are intrinsic modes 
of variability within the climate system that we do not fully understand at this point in 
time, particularly at the multicentennial timescale, as is discussed by Crucifix et al., 
(2017). Our results also add to previous work that has identified low-frequency intrinsic 
climate variability within the high-northern latitudes, including the Atlantic Meridional 
Oscillation (65 to 70 years) (Schlesinger and Ramankutty, 1994); the Arctic Oscillation 
(1500 years) (Darby et al., 2012); the North Atlantic Oscillation (170 and 300 years) 
(Olsen et al., 2012); the heat transported by the Atlantic Meridional Overturning 
Circulation (300 to 400 years) (Park and Latif, 2008); and sea-ice cover in the Kara Sea 
(400 and 950 years) (Hörner et al., 2017), centennial to millennial scale variability during 
the Holocene, including changes in sea-level (Kopp et al., 2017), the AMOC (Ayache et 
al., 2018) and sea surface temperatures in the North Atlantic (Sicre et al., 2008). 
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Therefore, studies like the ones presented in Chapters 3 and 4 are necessary to allow us to 
further disentangle the causes of climate variability that we observe in proxy records and 
modelling studies. This only adds more clarity to furthering our understanding of how the 
future climate is going to evolve.  
 
2) The output from any climate model comes attached with a degree of uncertainty 
attached to it. A significant source of such model uncertainty arises from the parameter 
sets within the model that are used. Many of these values are not perfect and therefore the 
outcome of the model can be questioned. A way to tackle this issue would be to create an 
ensemble of different versions of a model, all with different parameter sets. A similar study 
has been performed using LOVECLIM (Loutre et al., 2011), which applied 27 different 
parameter sets to assess the response of a range of climate variables for the present day 
climate. These were a combination of nine climate parameter datasets and three carbon 
cycle datasets. Of course, it would not be possible to blindly apply these parameter sets to 
our study, but it provides an example of how to approach such work. In addition, we could 
also apply the experimental design for different interglacial periods (Otto-Bliesner et al., 
2017) and the mid-Pliocene Warm Period (Haywood et al., 2016). This would allow us 
to see if similar climatic variability exists under different ‘warm climatic conditions’ and 
would improve the robustness of our analysis. In addition, we could compare these results 
to proxy reconstructions. 
 
3) Another useful extension of this thesis would be to undertake the study of the intrinsic 
mode of Arctic Ocean freshwater content variability with a suite of higher complexity 
climate models, allowing for an ensemble assessment to be made. The ideal guidelines in 
which to conduct these experiments would be to follow the experimental design outlined 
by the PMIP4 series of Palaeoclimate modelling experiments (Kageyama et al., 2016), 
which have allowed for multimodel studies of pre-determined climate periods. The periods 
that would of interest in advancing the work presented in this thesis are the mid-Holocene 
(6ka BP) experiment (Otto-Bliesner et al., 2017) and the last millennium experiment 
(Jungclaus et al., 2017). 
 
4) During the last deglaciation, during the period 16.5-7ka BP, as land-based icesheets 
retreated, the meltwater released from these caused sea-levels to rise by ~120m (Lambeck 
et al., 2014; Siddall et al., 2003). This caused many exposed sea-shelves to become 
flooded. This is particularly relevant for the Arctic Ocean which saw the East-Siberian Shelf 
become inundated around 7.5ka BP, with its current bathymetry reached around 5ka BP. 
This area has been identified as an important one for sea-ice production within the Arctic 
(Bauch et al., 2001), with the theory being that as these shelves become flooded the volume 
of sea-ice produced increases which subsequently leads to an increase in sea-ice export via 
the Fram Strait through to the Nordic Seas. However as discussed by Blaschek and Renssen 
(2013) this is not entirely the case. In their study they simulated, using LOVECLIM, the 
changing bathymetry in the Arctic Ocean for the early Holocene and the late Holocene and 
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calculated the change in sea-ice production in the East-Siberian Seas and export through 
the Fram Strait. They did observe an increase in sea-ice production in the East-Siberian 
Seas as they flooded, but they did not observe the expected increase in sea-ice export via 
the Fram Strait. Therefore, when conducting any future studies into the Arctic Ocean 
freshwater cycle through the Holocene, it would be important to include the changing 
bathymetry of the Arctic Ocean.  
 
5) In Chapter 5 we explored the role that Sahara desertification had on the observed cooling 
during the Holocene. Given the focus of our research on the Arctic Ocean freshwater 
content in Chapters 2, 3 and 4, a logical next step would be to look at how the Arctic 
Ocean freshwater cycle was impacted by the Sahara desertification. Muschitiello et al., 
(2015), also conducted a study similar to ours presented in Chapter 5. In their study they 
concluded that changes brought about in the Arctic, due to the mid-Holocene Sahara 
desertification were due to a change from a positive to a negative Arctic Oscillation phase-
like conditions, brought about by a weakening of the mid-latitude westerlies, which we 
also discussed. If the AO is to play a crucial role in the mid-Holocene cooling in the Arctic, 
then this would likely alter the wind and flow patterns of freshwater through the Arctic 
and potentially the Fram Strait as we discussed in Chapters 3 and 4. Therefore, repeating 
our experiments of Chapter 5, but with a renewed focus on the Arctic Ocean freshwater 
response to the mid-Holocene Sahara desertification would be very pertinent. 
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