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When distributed systems first appeared, they were programmed in traditional sequential
languages, usually with the addition of a few library procedures for sending and receiving
messages. As distributed applications became more commonplace and more sophisticated,
this ad hoc approach became less satisfactory. Researchers all over the world began
designing new programming languages specifically for implementing distributed
applications. These languages and their history, their underlying principles, their design,
and their use are the subject of this paper.

We begin by giving our view of what a distributed system is, illustrating with examples
to avoid confusion on this important and controversial point. We then describe the three
main characteristics that distinguish distributed programming languages from traditional
sequential languages, namely, how they deal with parallelism, communication, and partial
failures. Finally, we discuss 15 representative distributed languages to give the flavor of
each. These examples include languages based on message passing, rendezvous, remote
procedure call, objects, and atomic transactions, as well as functional languages, logic
languages, and distributed data structure languages. The paper concludes with
a comprehensive bibliography listing over 200 papers on nearly 100 distributed
programming languages.

Categories and Subject Descriptors: C.2.4 [Computer-Communication Networks]:
Distributed Systems-—distributed applications; D.1.3 [Programming Techniques]:
Concurrent Programming; D.3.3 [Programming Languages]: Language Constructs—
concurrent programming structures; D.4.7 [Operating Systems]: Organization and
Design—distributed systems

General Terms: Languages, Design

Additional Key Words and Phrases: Distributed data structures, distributed languages,
distributed programming, functional programming, languages for distributed
programming, languages for parallel programming, logic programming, object-oriented
programming, parallel programming
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INTRODUCTION

During the past decade, many kinds of
distributed computing systems have been
proposed and built. These systems cover a
wide spectrum in terms of design goals,
size, performance, and applications. They
also differ considerably in how they are
programmed. Some are programmed in
conventional languages, possibly supple-
mented with a few new library routines.
Others are programmed in completely new
languages, specially designed for distrib-
uted applications. It is the intention of this
paper to describe and compare the methods
and languages that can be used for pro-
gramming distributed systems, and to pres-
ent in some detail several languages
representative of the research to date in
this area.

There is no consensus in the literature
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quired for implementing these applications.
This programming support may be pro-
vided either by the operating system or by
a programming language. We briefly ex-
amine the first option, and note several
disadvantages.

In Section 2 we discuss the second op-
tion—special language support for pro-
gramming distributed computing systems.
We identify three issues that must be ad-
dressed by a language intended to support
distributed applications programming: the
ability to execute different pieces of a pro-
gram on different processors, the ability for
these pieces to cooperate with one another,
and the ability to cope with (or take advan-
tage of) partial failure of the distributed
system. We show how different languages
have addressed these issues in very differ-
ent ways, and how the appropriateness of
one language over another depends primar-
ily on the type of application to be written
and, to a lesser extent, on the kind of dis-
tributed system on which the application is
to be implemented.

In Section 3 we look at some represent-
ative programming languages designed for
distributed computing systems. We divide
the languages into simple categories, de-
scribing one or two examples from each
category in some detail. We hope in this
way to give a flavor of current research in
this area. The languages we describe are
CSP, Occam, NIL, Ada,! Concurrent C,
Distributed Processes, SR, Emerald,
Argus, Aeolus, ParAlfl, Concurrent PRO-
LOG, PARLOG, Linda, and Orca. Finally,
we present our conclusions and give an
extensive bibliography.

1. DISTRIBUTED COMPUTING SYSTEMS

We begin this section with our definition
of a distributed computing system. Noting
that there is a spectrum of such systems,
characterized by their interconnecting net-
work. We then dicenss the kinds of annli-























































































































































































