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INTRODUCTION

During the past decade, many kinds of distributed computing systems have been proposed and built. These systems cover a wide spectrum in terms of design goals, size, performance, and applications. They also differ considerably in how they are programmed. Some are programmed in conventional languages, possibly supplemented with a few new library routines. Others are programmed in completely new languages, specially designed for distributed applications. It is the intention of this paper to describe and compare the methods and languages that can be used for programming distributed systems, and to present in some detail several languages representative of the research to date in this area.

There is no consensus in the literature as to the definition of a distributed computing system, so we begin Section 1 by defining our use of this term. We then discuss the different kinds of distributed computing systems that have been built, the types of applications for which they are intended, and the programming support required for implementing these applications. This programming support may be provided either by the operating system or by a programming language. We briefly examine the first option, and note several disadvantages.

In Section 2 we discuss the second option—special language support for programming distributed computing systems. We identify three issues that must be addressed by a language intended to support distributed applications programming: the ability to execute different pieces of a program on different processors, the ability for these pieces to cooperate with one another, and the ability to cope with (or take advantage of) partial failure of the distributed system. We show how different languages have addressed these issues in very different ways, and how the appropriateness of one language over another depends primarily on the type of application to be written and, to a lesser extent, on the kind of distributed system on which the application is to be implemented.

In Section 3 we look at some representative programming languages designed for distributed computing systems. We divide the languages into simple categories, describing one or two examples from each category in some detail. We hope in this way to give a flavor of current research in this area. The languages we describe are CSP, Occam, NIL, Ada, Concurrent C, Distributed Processes, SR, Emerald, Argus, Aeolus, ParAlfl, Concurrent PROLOG, PARLOG, Linda, and Orca. Finally, we present our conclusions and give an extensive bibliography.

1. DISTRIBUTED COMPUTING SYSTEMS

We begin this section with our definition of a distributed computing system. Noting that there is a spectrum of such systems, characterized by their interconnecting network. We then discuss the kinds of applications for which these systems are used. Next, we list the requirements for supporting the programming of these applications.
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Finally, we discuss how programming languages can fulfill these requirements.

There is considerable disagreement in the literature as to what constitutes a distributed system. Among the many definitions that we have seen, there is only one point of agreement: They all require the presence of multiple processors. The confusion may therefore be due to the large number of different architectural models one finds in multiple-processor systems. *Vector computers*, for example, use many processors that simultaneously apply the same arithmetic operations to different data [Russell 1978]. They are best suited for computation-intensive numerical applications. *Dataflow and reduction machines* apply different operations to different data [Treleaven et al. 1982]. *Multiprocessors* consist of several autonomous processors sharing a common primary memory [Jones and Schwarz 1980]. These are well suited for running different subtasks of the same program simultaneously. *Multicomputers* are similar to multiprocessors, except that the processors do not share memory, but rather communicate by sending messages over a communications network [Athas and Seitz 1988]. As a final example, there are systems comprised of workstations or minicomputers connected by a local- or wide-area network. This type of system is frequently the target for distributed operating systems [Tanenbaum and van Renesse 1985]. (We will refer to these latter two systems as *workstation-LANs* and *workstation-WANs*.)

Experts strongly disagree as to which of these multiple processor architectures are to be considered distributed systems. Some people claim that all of the configurations mentioned above fall under this category. Others include only geographically distributed computers connected by a wide-area network. Each combination in between these two extremes probably also has its defenders. The meaning we intend to convey by our use of the term *distributed computing system* is the following:

**Definition.** A distributed computing system consists of multiple autonomous processors that do not share primary memory, but cooperate by sending messages over a communications network.

Each processor in such a system executes its own instruction stream(s) and uses its own local data, both stored in its local memory. Occasionally, processors may need to exchange data; they do so by sending messages to each other over a network. Many different types of networks exist (e.g., hypercube, local-area network, wide-area networks), as will be discussed below. Although these networks have very different physical properties, they all fit into the same model: each is a medium for transferring messages among processors (see Figure 1a). Distributed systems can be contrasted with multiprocessors, in which processors communicate through a shared memory (see Figure 1b).

Of the architectures mentioned in the list of examples above, multicomputers, workstation-LANs, and workstation-WANs qualify as distributed computing systems by our definition.

Distributed systems can be further characterized by their communications networks. The network determines the speed and reliability of interprocessor communication, and the spatial distribution of the processors. Traditionally, a distributed architecture in which communication is fast and reliable and where processors are physically close to one another is said to be *closely coupled*; systems with slow and unreliable communication between processors that are physically dispersed are termed *loosely coupled.*

Closely coupled distributed systems use a communications network consisting of fast, reliable point-to-point links, which connect each processor to some subset of the other processors. Examples of such systems are the Cosmic Cube [Seitz 1985], hypercubes [Ranka et al. 1988], and transputer networks [May and Shepherd 1984]. Communication costs for this type of system used to be on the order of a millisecond, but are expected to drop to less than a

---

2 It must be noted that it is not entirely correct to associate these two attributes with *architectures*, as, for example, communication speed also depends very much on the current hardware technology.
A more loosely coupled type of distributed system is a workstation-LAN. The local-area network (LAN) allows direct communication between any two processors. Communication cost is typically on the order of milliseconds. In many LANs, communication is not totally reliable. Occasionally, a message may be damaged, arrive out of order, or not arrive at its destination at all. Software protocols must be used to implement reliable communication.

A LAN limits the physical distance between processors to on the order of a few kilometers. To interconnect processors that are farther apart, a wide-area network (WAN) can be used. A workstation-WAN can be seen as a very loosely coupled distributed system. Communication in a WAN is slower and less reliable than in a LAN; communication cost may be on the order of seconds. On the other hand, the increased availability of wide-area lines at speeds above 1 Mbit/s (e.g., T1 lines in the United States), will blur the distinction between LANs and WANs in the future.

In summary, there is a spectrum of distributed computing systems, ranging from closely coupled to very loosely coupled systems. Although communication speed and reliability decrease from one end of the spectrum to the other, all systems fit into the same model: autonomous processors connected by some kind of network that communicate by sending messages.

The main purpose of this paper is to study languages for programming the systems that fit into this spectrum. As all systems discussed here are conceptually similar, their programming languages need not be fundamentally different. At least in principle, any one of these languages may be used for programming a variety of distributed architectures. The choice of a suitable language depends very much on the kind of application to be implemented. Below, we first look at several classes of applications that have been written for distributed systems. Then we consider what kind of support is required for these applications and how this support can be provided by a programming language.

1.1 Classes of Distributed Applications

Distributed computing systems are used for many different types of applications. We first look at the reasons why a distributed system might be favored over other architectures, such as uniprocessors or shared-memory multiprocessors, and then classify the distributed applications accordingly. The reasons for programming applications on distributed systems fall into four general categories: decreasing turnaround time for a single computation, increasing reliability.
and availability, the use of parts of the systems to provide special functionality, and the inherent distribution of the application.

1.1.1 Parallel, High-Performance Applications

Achieving speedup through parallelism is a common reason for running an application on a distributed computing system. By executing different parts of a program on different processors at the same time, some programs will finish faster. In principle, these parallel applications can be run just as well on shared-memory multiprocessors. Shared-memory systems, however, do not scale to large numbers (thousands) of processors, which explains the high interest in implementing parallel programs on distributed systems.

Parallel applications can be further classified by the grain of parallelism they use. The grain is the amount of computation time between communications. Large-grain parallel programs spend most of their time doing computations and communicate infrequently; fine-grain parallel programs communicate more frequently.

Large-grain parallelism, on the other hand, is suitable for both closely and loosely coupled distributed systems; on loosely coupled systems, the communication overhead becomes prohibitively expensive. The literature contains numerous papers discussing applications that can benefit from this kind of parallelism. Recent introductory papers on this subject are Athas and Seitz [1988] and Ranka et al. [1988].

Large-grain parallelism and medium-grain parallelism are best applied to closely coupled distributed systems; on loosely coupled systems, the communication overhead becomes prohibitively expensive. The literature contains numerous papers discussing applications that can benefit from this kind of parallelism. Recent introductory papers on this subject are Athas and Seitz [1988] and Ranka et al. [1988].

Some fault-tolerant applications may also be run on other multiple-processor architectures that can survive partial failures (e.g., shared-memory multiprocessors). However, if the system must survive natural disasters like fires, earthquakes, and typhoons, one might want the processors to be geographically distributed. To implement a highly reliable banking system, for example, loosely coupled or very loosely coupled distributed systems might be the obvious choice.

Research in this area has focused mainly on software techniques for realizing the potential increase in reliability and availability. Example projects are Circus [Cooper 1985], Clouds [LeBlanc and Wilkes 1985], Argus [Liskov 1988], and Camelot [Spector et al. 1986].

1.1.2 Fault-Tolerant Applications

For critical applications such as controlling an aircraft or an automated factory, a uniprocessor may not be reliable enough. Distributed computing systems are potentially more reliable, because they have the so-called partial failure property: since the processors are autonomous, a failure in one processor does not affect the correct functioning of the other processors. Reliability can therefore be increased by replicating the functions or data of the application on several processors. If some of the processors crash, the others can continue the job.

Some fault-tolerant applications may also be run on other multiple-processor architectures that can survive partial failures (e.g., shared-memory multiprocessors). However, if the system must survive natural disasters like fires, earthquakes, and typhoons, one might want the processors to be geographically distributed. To implement a highly reliable banking system, for example, loosely coupled or very loosely coupled distributed systems might be the obvious choice.

Research in this area has focused mainly on software techniques for realizing the potential increase in reliability and availability. Example projects are Circus [Cooper 1985], Clouds [LeBlanc and Wilkes 1985], Argus [Liskov 1988], and Camelot [Spector et al. 1986].

1.1.3 Applications Using Functional Specialization

Some applications are best structured as a collection of specialized services. A distributed operating system like Amoeba, for example, may provide a file service, a print
service, a process service, a terminal service, a time service, a boot service, and a gateway service [Tanenbaum and van Renesse 1985]. It is most natural to implement such an application on distributed hardware. Each service can use one or more dedicated processors, as this will give good performance and high reliability. The services can send requests to each other across the network. If new functions are to be added or if existing functions need extra compute power, it is easy to add new processors. As all processors can communicate through the network, it is easy to share special resources like printers and tape drives.

1.1.4 Inherently Distributed Applications

Finally, there are applications that are inherently distributed. One example is sending electronic mail between people's workstations. The collection of workstations can be regarded as a distributed computing system, so the application (email) has to run on distributed hardware. Similarly, a company with multiple offices and factories may need to set up a distributed system so that people and machines at different sites can communicate.

1.2 Requirements for Distributed Programming Support

We have described a spectrum of distributed architectures and several kinds of applications that may be run on such hardware. We now address the issue of how these applications are to be implemented on these architectures. We refer to this activity as distributed programming.

Distributed programming requires support in several areas. We first give the requirements for distributed programming support and then discuss the disadvantages of having these provided by the operating system. Later on, we will see how programming languages designed for distributed systems can fulfill these requirements.

There are basically three issues that distinguish distributed programming from sequential programming:

1. The use of multiple processors.
2. The cooperation among the processors.
3. The potential for partial failure.

Each is discussed below.

Distributed programs execute pieces of their code in parallel on different processors. High-performance applications use this parallelism for achieving speedups. Here, the goal is to make optimal use of the available processors; decisions regarding which computations are to run in parallel are of great importance. In fault-tolerant applications, decisions to perform functions on different processors are based on increasing reliability or availability. For special-function and inherently distributed applications, functions may be performed on a given processor because it has certain capabilities or contains needed data. The first requirement for distributed programming support is therefore the ability to assign different parts of a program to be run on different processors.

The processes of a distributed system need to cooperate while executing a distributed application. With parallel applications, processes sometimes have to exchange intermediate results and synchronize their actions. In a system that controls an automated factory, for example, processors have to keep an eye on each other to detect failing processors. The services of a distributed operating system will need each other's assistance: A process service, for example, may need the help of a file service to obtain the binary image file of a process. With distributed electronic mail, messages have to be forwarded between processes. In all these examples, processes must be able to communicate and synchronize with each other, a second requirement for distributed programming support.

In a uniprocessor system, if the CPU fails, all work ceases instantly. But in a distributed system some CPUs may fail while others continue. This property can be used to write programs that can tolerate hardware failures. This is particularly important for fault-tolerant applications, but...
it is desirable for other applications as well. For a distributed computer chess program that participates in a tournament, for example, the ability to survive processor failures is highly useful. The third and final requirement for distributed programming support, therefore, is the ability to detect and recover from partial failure of the system.

Ideally, programming support for implementing distributed applications must fulfill all three of these requirements. The support may either be provided by the (distributed) operating system or by a language especially designed for distributed programming. In the first case, applications are programmed in a sequential language extended with library routines that invoke operating-system primitives. As a disadvantage of this approach, the control structures and data types of the sequential language are usually inadequate for distributed programming. Below, we consider two examples of friction between sequential and distributed programming.

Simple actions, like forking off a subprocess or receiving a message from a specific sender, can be expressed relatively easily through library calls. But problems arise, for example, if a process wants selectively to receive a message from one of a number of other processes, where the selection criteria depend on, say, the state of the receiver and the contents of the message. Although concise programming notations exist for such cases (e.g., the select statement discussed in Section 2.2.3), it would probably take a number of complicated library calls to convey such a request to the operating system.

Problems with data types arise if one tries to pass a complex data structure as part of a message to a remote process. As the operating system does not know how data structures are represented, it is unable to pack the data structure into a network packet (i.e., a sequence of bytes). Instead, the programmer has to write explicit code that flattens the data structure into a sequence of bytes on the sending end and that reconstructs the original data structure on the receiving end. A language designed for distributed programming, on the other hand, could do the conversion automatically.

Using a special language for distributed programming also gives other advantages, such as improved readability, portability, and static type checking. Finally and most importantly, a language may present a programming model that is higher level, more abstract, than the message passing model supported by most operating systems. Several such models are discussed in this paper.

1.3 Languages for Distributed Programming

A central question encountered by developers of distributed software is, “Given a certain application that has to be implemented on a certain distributed computing system, which programming language should be used?” A language can be considered as a candidate if

(1) the language is suitable for the application, and
(2) the language can be implemented with reasonable efficiency on the given hardware.

A maze of languages for distributed programming has evolved during the past decade, making the choice of the most suitable language a difficult one. Most importantly, the underlying models of the languages differ widely. Below, we look at several such models. We begin by describing the basic model, which is characterized by the use of processes, message passing, and explicit failure detection. Next, we look at alternative ways for dealing with parallelism, communication, and processor failures.

The most basic model is that of a group of sequential processes running in parallel and communicating through message passing. This model directly reflects the distributed architecture, consisting of processors connected through a communications network. Languages based on this model include CSP and Occam. The language may ease the programming task in many ways,

4 All languages mentioned in this section are described in Section 3.
for example, by supporting different kinds of message passing (as discussed in Section 2), by masking communication errors, and by type checking the contents of messages. Such languages usually provide a simple mechanism for detecting failures in processors (e.g., an exception is generated or an error returned on attempt to communicate with a faulty processor). An example of a language supporting such features is SR.

For many applications, this basic model of processes and message passing may be just what is needed. The model can be mapped efficiently onto the distributed architecture, and it gives the programmer full control over the hardware resources (processors and network). For other applications, however, the basic model may be too low level. Therefore, several alternative models have been designed for parallelism, communication, and partial failures, which provide higher level abstractions. Below, we give some examples of other models.

Several researchers have come to believe that imperative (algorithmic) languages are not the best ones for dealing with parallelism. Because of the "one-word-at-a-time" von Neumann bottleneck [Backus 1978], imperative languages are claimed to be inherently sequential. This has led to research on parallelism in languages with inherent parallelism, like functional, logic, and object-oriented languages. The lack of side effects in functional languages (like ParAll) allows expressions to be evaluated in any order, including in parallel. In logic languages, different parts of a proof procedure can be worked on in parallel, as exemplified by Concurrent PROLOG and PARLOG. Parallelism can also be introduced into object-oriented (or object-based) languages, by making objects active; this approach is taken in Emerald. As a result, models for expressing parallelism that are quite different from the basic model have been developed. The parallelism in these models is usually much more fine grain than in the basic model, however. These languages can be made suitable for large-grain distributed architectures by supplementing them with mapping notations, as discussed in Section 2.1.2.

Likewise, some people are dissatisfied with message passing as the basic communication primitive and have developed communication models that do not directly reflect the hardware communication model. One step in this direction is to have processors communicate through a (generalized form of) procedure call [Birrell and Nelson 1984]; this approach is used in Distributed Processes. A more fundamental break with message passing is achieved through communication models based on shared data. Although implemented on a physically distributed system, such shared data systems are logically nondistributed.

Let us make the following distinction between logical and physical distribution: As discussed above, distributed computing systems do not have shared memory; the hardware of such systems is physically distributed. Distributed systems can be contrasted with multiprocessors or uniprocessors, which have a single systemwide primary memory; these systems are physically nondistributed.

A similar distinction can be used for classifying software systems, only here the distinction concerns the logical distribution of the data used by the software, rather than the physical distribution of the memories. For software systems the distinction is logical rather than physical. We define a logically distributed system as follows:

Definition. A logically distributed software system consists of multiple software processes that communicate by explicit message passing.

This is in contrast with a logically nondistributed software system, in which software processes communicate through shared data.

There are four different combinations of logical and physical distribution, each of which is viable:

(1) logically distributed software running on physically distributed hardware,
(2) logically distributed software running on physically nondistributed hardware,
(3) logically nondistributed software running on physically distributed hardware, and
(4) logically nondistributed software running on physically nondistributed hardware.
Let us briefly examine each of these. The first class is simple. A typical example is a collection of processes, each running on a separate processor and communicating using SEND and RECEIVE primitives that send messages over a network (e.g., a Hypercube network, LAN, or WAN). The second class has the same logical multiple-process structure, only now the physical message passing is simulated by implementing message passing using shared memory. The third class tries to hide the physical distribution by making the system look like it has shared memory with the programmer. Finally, the fourth class also uses communication through shared data, only the existence of physical shared memory makes the implementation much easier.

In this paper we discuss languages for physically distributed systems. Most of these languages are based on logical distribution. Several others, however, are logically nondistributed and allow processes to communicate through some form of shared data [Bal and Tanenbaum 1988]. In such languages, the implementation rather than the programmer deals with the physical distribution of data over several processors. One example in this class is Linda, which supports an abstract global memory called the Tuple Space. Another example is Orca, which allows processes to share variables of abstract data types (objects). Other members of this class are parallel logic languages (e.g., Concurrent PROLOG and PARLOG) and parallel functional languages (e.g., ParAlfl).

The third important issue in the design of a model for distributed programming—besides parallelism and communication—is handling of processor failures. The basic method for dealing with such failures is to provide a mechanism for failure detection. With this approach, the programmer is responsible for cleaning up the mess that results after a processor crash. The major problem is to bring the system back into a consistent state. This usually can only be done if processor crashes are anticipated and precautions are taken during normal computations (e.g., each process may have to dump its internal state on secondary storage at regular intervals). To release the programmer from all these details, models have been suggested to make recovery from failures easier. Ideally, the system should hide all processor failures from the programmer. Such models have in fact been implemented [Borg et al. 1983]. Alternatively, the programmer can be given high-level mechanisms for expressing which processes and data are important and how they should be recovered after a crash. Languages that use this approach are Argus and Aeolus.

Which model of parallelism, interprocess cooperation, and fault tolerance is most appropriate for a certain application depends very much on the application itself. A distributed system that controls an aircraft can probably do very well without fancy constructs for parallelism. In a distributed banking system, the programmer may want to "see" the distribution of the hardware, so a language that hides this distribution would be most inappropriate. Finally, it makes no sense to apply expensive techniques for fault tolerance to a parallel matrix-multiplication batch-program that takes only a few seconds to execute. On the other hand, there also are numerous cases where these models are useful.

In the next section, we survey current research in language models and notations for distributed programming. Although we discuss a variety of language primitives, one should keep in mind that all primitives are different solutions to the same three problems: dealing with parallelism, communication, and partial failures in distributed computing systems.
programming languages to fulfill the requirements set out in the preceding section.

As mentioned above, there are three issues that must be addressed in designing a language for distributed programming, above and beyond other programming language issues. These are parallel execution, communication and synchronization between parallel parts of the program, and exceptional conditions brought about by partial failure of the system. As we shall see, each of these issues may be addressed to a greater or lesser degree in a given language, and may be resolved in quite different ways, often depending on the class of distributed application for which the language is intended. Table 1 gives an overview of the primitives described in this section, together with some examples of languages that use the primitives.

### 2.1 Parallelism

The first issue that must be dealt with in a language for distributed programming is parallel execution. Since a distributed system has by definition more than one processor, it is possible to have more than one part of a program running at the same time. This is what we mean by parallelism.

We begin by drawing a distinction between true parallelism and what we call pseudoparallelism. It is sometimes useful to express a program as a collection of processes running in parallel, whether or not these processes actually run at the same time on different processors. For example, a given problem might lend itself well to being expressed as several largely independent processes, running logically in parallel, even though the program may in fact be run on a uniprocessor with only one piece of it running at a given moment in time. The MINIX operating system, for example, was built using this approach [Tanenbaum 1987]. We call this pseudoparallelism.\(^5\) This technique has been

---

\(^5\) Some authors (e.g., Scott [1985]) use the term \textit{concurrency} for denoting pseudoparallel execution. Other authors use the term as a synonym for (real) parallelism, however, so we will not use this term.
employed in programming languages, especially those intended for writing uniprocessor operating systems, for quite some time.

Pseudoparallelism is just as useful in distributed programming as it is in uniprocessor programming. But the difference between true parallelism and pseudoparallelism must be kept in mind, despite the fact that in some languages the distinction is hidden from the programmer. For example, if a program consists of four processes and is running on a distributed system of four or more available processors, the four processes may run in truly parallel fashion—one on each processor. On the other hand, the same program may be running on a system with only two processors, in which case two processes may be assigned to run on each of the two processors. In this case, there are two processes running in pseudoparallel on each processor. At a given point in time, at most two of the program’s four processes are running truly in parallel.

In some languages, the distinction between parallelism and pseudoparallelism is not hidden from the programmer. It may be possible for the compiler to explicitly assign (or map) pieces of programs to processing units. This delivers more complexity into the hands of the programmer, but also provides more flexibility. For example, given a language in which the programmer controls the mapping of processes onto processors, it is possible to support shared variables among processes known to be running on the same processor, and to disallow the sharing of variables between processes assigned to different processors. This is the case with several languages discussed in Section 3 (e.g., SR, Argus).

The granularity of parallelism varies from language to language, as mentioned above. The unit of parallelism in a language ranges from the process (e.g., in Concurrent C) to the expression (in ParAlfl and others). In general, the higher the cost of communication in a distributed system, the larger the appropriate granularity of parallelism. For example, it may be possible to efficiently support fine-grained parallelism in a distributed system with low communication costs, such as a hypercube; whereas in a system with high communication costs, such as a WAN, the communication cost of fine-grained parallelism may outweigh the gain in parallel computation.

Note that the fact of parallelism is distinct from parallelism as an objective. That is, in some applications, a high degree of parallelism is a goal, as it results in shortened computing time for an application. However, not all distributed applications have high parallelism as their main objective. Yet, even in these latter applications, the ability to express parallelism may be important, since this reflects what is actually occurring in the distributed system.

Finally, not all languages support explicit control of parallelism. In some languages, the dividing up of code into parallel segments is done by the compiler rather than the programmer. Moreover, in some languages the sending of a message on behalf of one process results in the implicit generation of another, parallel process on the remote host to handle the request.

Below we describe several ways in which parallelism can be expressed in programming languages for distributed systems. We then discuss the mapping of parallel computations to physical processors. For a discussion of the expression of pseudoparallelism, we refer the reader to Andrews and Schneider [1983].

2.1.1 Expressing Parallelism

Parallelism can be expressed in a variety of ways. An important factor is the language’s unit of parallelism. In a sequential language, the unit of parallelism is the whole program. In a language for distributed programming, however, the unit of parallelism can be a process, an object, a statement, an expression, or a clause (in logic languages). We discuss each of these in turn, beginning with the process, as it is intuitively the most obvious.

Processes. In most procedural languages for distributed programming, parallelism is based on the notion of a process. Different languages have different definitions of this...
notion, but in general a process is a logical processor that executes code sequentially and has its own state and data. Processes (or process types) are declared, just like procedures (and procedure types).

Processes are created either implicitly by their declaration or explicitly by some `create` construct. With implicit creation, one usually first declares a process type and then creates processes by declaring variables of that type. Often, arrays of processes may be declared. In some languages based on implicit process creation, the total number of processes is fixed at compile time. This makes the efficient mapping of processes onto physical processors easier, but it imposes a restriction on the kinds of applications that can be implemented in the language, since it requires that the number of processes be known in advance.

Having an explicit construct for creating processes allows more flexibility than implicit process creation. For example, the creation construct may allow parameters to be passed to the newly created process. These are typically used for setting up communication channels between processes. If processes do not take parameters (as in Ada [U.S. Department of Defense 1983]), the parameters have to be passed to the newly created process using explicit communication. A mechanism is needed to set up the communication channel over which the parameters are sent.

Another important issue is `termination` of processes. Processes usually terminate themselves, but some primitive may be provided to abort other processes too. Some precautions may be needed to prevent processes from trying to communicate with a terminated process. In Section 2.2.3 we discuss mechanisms for cooperative termination of multiple processes.

Objects. The notion `object-oriented programming` causes as much confusion as the term `distributed system`. In general, an object is a self-contained unit that encapsulates both `data` and `behavior`, and that interacts with the outside world (i.e., other objects) exclusively through some form of message passing. The data contained in the object are visible only within the object itself. The behavior of an object is defined by its `class`, which comprises a list of operations that can be invoked by sending a message to the object. `Inheritance` allows a class to be defined as an extension of another (previously defined) class. Languages that support objects but lack inheritance are usually said to be `object based`.

Objects are primarily intended for structuring programs in a clean and understandable way, reflecting the structure of the problem to be solved as much as possible. At least two different opinions exist on what should be treated as an object. The Smalltalk-80 view is simply to consider everything an object, even integers and Booleans [Goldberg and Robson 1983]. The second view (e.g., taken in Aeolus [Wilkes and LeBlanc 1986]) is less pure and lets programmers decide what objects are.

Parallelism in object-oriented languages can be obtained in one of two ways. Smalltalk-80 includes the traditional notion of a process and lets the programmer deal with two kinds of modules: objects and processes. A more orthogonal approach is to use the object itself as the unit of parallelism.

Sequential object-oriented languages are based on a model of `passive` objects. An object is activated when it receives a message from another object. While the receiver of the message is active, the sender is waiting for the result, so the sender is passive. After returning the result, the receiver becomes passive again and the sender continues. At any point of time, only one object in the system is active. Parallelism can be obtained by extending the sequential object model in any of the following ways:

1. Allow an object to be active without having received a message,
2. allow the receiving object to continue execution after it returns its result,
3. send messages to several objects at once, or
4. allow the sender of a message to proceed in parallel with the receiver.

---

*Smalltalk-80 is a trademark of ParcPlace Systems.*
Methods (1) and (2) effectively assign a parallel process to each object, resulting in a model based on active objects. Method (4) can be implemented using asynchronous message passing (instead of synchronous message passing) or by letting a single object consist of multiple threads of control.

Parallel Statements. Another way of expressing parallelism is by grouping together statements that are to be executed in parallel. Occam [Inmos Ltd. 1984] allows consecutive statements to be executed either sequentially, as in

\[
\text{SEQ S1 S2}
\]

or in parallel, as in the following:

\[
\text{PAR S1 S2}
\]

This method is easy to use and understand. Initiation and termination of parallel computations are well defined. However, this method gives little support for the structuring of large parallel programs.

The parallel statement described above creates only a fixed number of parallel units. Another method is to use a parallel loop statement. Occam contains a parallel for statement, similar to a traditional for statement, except that all iterations of the loop are executed in parallel, as in the following:

\[
\text{PAR } i = 0 \text{ FOR } n \\
\]

Although this construct is easy to use, it is not as general as other mechanisms.

Functional Parallelism. In a pure functional (applicative) language, functions behave as mathematical functions: They compute a result that depends only on the values of their input data. Such functions do not have any side effects. In contrast, procedural (imperative) languages allow functions to affect each other in various ways, for example, through global variables or pointer variables. Procedural languages are claimed to be more flexible, whereas functional languages have a sounder mathematical basis. We will not enter into the holy war between these two schools of thought, but we will concentrate on the way functional languages can be used for programming distributed systems.

If functions do not have any side effects, it makes no difference (except perhaps for termination) in which order they are executed. For example, in the expression

\[
h(f(3, 4), g(8))
\]

it is irrelevant whether \( f \) or \( g \) is evaluated first. Consequently, it is possible to evaluate \( f \) and \( g \) in parallel. In principle, all function calls can be executed in parallel, the only restriction being that a function using the result of another function wait for that result to become available (e.g., \( h \) waits for \( f \) and \( g \)). This implicit parallelism is fine grained and is well suited for architectures supporting such parallelism, such as data-flow computers. Several data-flow languages are based on this principle, for example, Id and VAL [Ackerman 1982].

For distributed systems (and to some extent also for other architectures), the functional approach has some problems that need to be resolved. First of all, blindly evaluating all functions in parallel is not a very good idea. If a function does relatively little work (such as adding two integers), the overhead of doing it in parallel and communicating the result back to the caller will far outweigh the savings in elapsed computation time. If a certain function call is selected for remote execution, there still remains the choice between evaluating its arguments either locally (and then sending them to the remote processor) or remotely (by dispatching the unevaluated expressions).

Ideally the compiler should analyze the program and decide on which processor to perform each function call. Since current compilers are not yet capable of taking maximum advantage of parallelism in this way, mechanisms have been proposed to put control in the hands of the programmer [Burton 1984; Hudak 1986].
AND/OR-Parallelism. Logic programming offers many opportunities for parallelism [Takeuchi and Furukawa 1986]. We describe AND/OR parallelism, as this mechanism is suitable for distributed programming and has been incorporated into many parallel logic programming languages.

Logic programs can be read declaratively as well as procedurally. In the code below, two clauses for the predicate $A$ are given:

1. $A :- B, C, D.$
2. $A :- E, F.$

The declarative reading of the clauses is "if $B, C,$ and $D$ are true, then $A$ is true" (Clause (1)) and "if $E$ and $F$ are true, then $A$ is true" (Clause (2)). Procedurally, the clauses can be interpreted as "to prove theorem $A$, you either have to prove subtheorems (or goals) $B, C,$ and $D$, or you have to prove subtheorems $E$ and $F$." From the procedural reading, it becomes clear that there are two opportunities for parallelism:

1. The two clauses for $A$ can be worked on in parallel, until one of them succeeds, or both fail.
2. For each of the two clauses, the subtheorems can be worked on in parallel, until they all succeed, or any one of them fails.

The former kind of parallelism is called $OR$-parallelism; the latter is called $AND$-parallelism.

The parallel execution of a logic program can also be described in terms of processes, resulting in a third interpretation, the process reading, of logic programs. If we associate a separate process with every subtheorem to be proved, then Clause (1) simply states that a process trying to prove $A$ can be replaced by three parallel processes that try to prove $B, C,$ and $D$. In general, a clause like

$$P_0 :- P_1, \ldots, P_N$$

causes a single process to be replaced by $N$ other processes. If $N = 0$, the original process terminates. For $N = 1$, the process effectively changes its state, going to work on a different goal. If $N > 1$, then $(N - 1)$ new processes are created. Such processes are very lightweight and similar in granularity to a procedure call in a procedural language.

If the goals of a clause share some variables, they cannot be evaluated independently, because conflicts may arise when several goals try to generate a value for a shared variable. For example, in the clause

$$A :- B(X), C(X)$$

the variable $X$ creates a dependency between the goals $B$ and $C$. Several approaches have been suggested to deal with this problem. One method is to have the programmer restrict the rights of goals to instantiate (or bind) shared variables. In Concurrent PROLOG [Shapiro 1986], the notation

$$A :- B(X), C(X?)$$

indicates that $B$ is allowed to generate a binding for $X$, but $C$ is only allowed to read $X$. This mechanism can be used for interprocess communication and synchronization, as discussed in Section 2.2.2. Another method for dealing with conflicts is to solve dependent goals sequentially. In general, both compile-time analysis and run-time checks are used to determine if two clauses are independent. Both solutions—restricted instantiation and sequential solution of dependent goals—necessarily restrict parallelism.

2.1.2 Mapping Parallel Computations onto Physical Processors

In the previous section, we described several ways in which languages for distributed programming can provide support for the expression of parallelism. A related issue is how these parallel computations are distributed over the available physical processors, in other words, which parallel unit is executed on which processor at a given point in time. We refer to the assignment of computations to processors as mapping. Some languages give the programmer control over mapping, and in this section we describe some ways in which this can be expressed.
Mapping strategies vary depending on the application to be implemented. The assignment of processes to processors will be quite different in an application whose objective is to obtain maximum speedup through parallelism, and in an application whose objective is to obtain high availability through replication, for example.

When the goal of a distributed program is to speed up computation time through parallelism, the mapping of processes to processors is similar to load balancing in distributed operating systems: Both attempt to maximize parallelism through efficient use of available computing power. But there are important differences. An operating system tries to distribute the available processing power fairly among competing processes from different programs and different users. It may try to reduce communication costs by having processes that communicate frequently run in pseudoparallel on the same processor. The goal of mapping, however, is to minimize the execution time of a single distributed program. As all parallel units are part of the same program, they are cooperating rather than competing, so fairness need not be an issue. In addition, the reduction of communication overhead achieved through mapping processes to the same processor must be weighed against the resulting loss of parallelism [Kruatrachue and Lewis 1988].

If the application's goal is to increase fault tolerance, an entirely different mapping strategy may be taken. Processes may be replicated to increase availability. The mapping strategy should at least assign the replicas of the same logical process to different physical processors.

An important choice in the design of a parallel language is whether mapping will be under user control. If not, mapping is done transparently by the compiler and language run-time system, possibly assisted by the operating system. At first sight, this may ease the programmer's task, but the system generally does not have any knowledge about the problem being implemented, so problem-specific mapping strategies would be ruled out. This is a severe restriction for many applications.

Programmable (i.e., user-controlled) mappings usually consist of two steps. In the first step, the parallel units are mapped onto the physical processors. Several parallel units may be mapped onto the same processor. In the second step, the units on the same processor are scheduled by a local mapping, usually based on priorities assigned to the parallel units.

There are three approaches for assigning parallel units to processors, whether the assignment is done by the programmer or the system: The processor can either be fixed at compile time, fixed at run time, or not fixed at all. The first method is least flexible, but has the distinct advantage that it is known at compile time which parallel units will run on the same processor, allowing the programmer to take advantage of the fact that these processes will have shared memory available. StarMod uses the notion of a processor module that groups together processes located on the same processor [Cook 1980]. These processes are allowed to communicate through shared variables, whereas communication between processes on different processors is restricted to message passing.

With the run-time approach to mapping computations to processors, a parallel unit is assigned to a processor when that unit is created. An example is the Turtle notation designed by Shapiro for executing Concurrent PROLOG programs on an infinite grid of processors, where each processor can communicate with its four neighbors [Shapiro 1984]. Every process has a position and a heading, just like a Turtle in the LOGO programming language [Papert 1981]. By default, the position and heading of a process are those of its parent (creator), but they can be altered using a sequence of Turtle commands. For example, if a process located on Processor P and heading northward uses the rule

A :- B, C @ (left, forward),
D @ (right, forward).

to solve A, then Process B is created on Processor P, Process C is created on the processor to the west of P, and Process D is created on the processor to the east of P.
B is headed northward, C westward, and D eastward.\footnote{This Turtle notation was later generalized into a layered method, using virtual machines [Taylor et al. 1987a]. The layered method is also suitable for other architectures than a processor grid.}

Only a few languages support the third approach to processor allocation, allowing a process to execute on different processors during its lifetime. Emerald, for example, is an object-based language that allows objects to migrate from one processor to another [Jul et al. 1988]. The language has primitives to determine the current location of an object, to fix or unfix an object on a specific processor, and to move an object to a different processor.

2.2 Interprocess Communication and Synchronization

The second issue that must be addressed in the design of a language for distributed programming is how the pieces of a program that are running in parallel on different processors are going to cooperate. This cooperation involves two types of interaction: communication and synchronization. For example, Process A may require some data X that is the result of some computation performed by Process B. There must be some way of getting X from B to A. In addition, if Process A comes to the point in its execution that requires the information X from Process B, but Process B has not yet communicated the information to A for whatever reason, A must be able to wait for it. Synchronization and communication mechanisms are closely related, and we treat them together.

An issue related to synchronization is nondeterminism. A process may want to wait for information from any of a group of other processes, rather than from one specific process. As it is not known in advance which member (or members) of the group will have its information available first, such behavior is nondeterministic. In some cases it is useful to dynamically control the group of processes from which to take input. For example, a buffer process may accept a request from a producer process to store an item in the buffer whenever the buffer is not full; it may accept a request from a consumer process to add an item whenever the buffer is not empty. To program such behavior, a notation is needed to express and control nondeterminism. We look at such notations in Section 2.2.3.

Expression of interprocess communication (IPC)\footnote{We adopt the well-known term interprocess communication although it is somewhat misleading, since the unit of parallelism is not always the process, as has been discussed above. In the rest of this section, we will use the term process as a shorthand for unit of parallelism.} falls into two general categories—shared data and message passing—although this categorization is not always clear-cut. Parallel logic languages that provide shared logical variables, for example, are frequently used for programming in a message-passing style (see Section 2.2.2). Note that the model provided by the language for expressing IPC and the implementation of that model may be two entirely different things; in particular, since we restrict our discussion to languages for systems without shared memory, any shared data model must be simulated in the language implementation.

2.2.1 Message Passing

We first discuss communication through message passing. Many factors come into play in the sending of a message: who sends it, what is sent, to whom is it sent, is it guaranteed to have arrived at the remote host, is it guaranteed to have been accepted by the remote process, is there a reply (or several replies), and what happens if something goes wrong. There are also many considerations involved in the receipt of a message: for which process or processes on the host, if any, is the message intended; is a process to be created to handle this message; if the message is intended for an existing process, what happens if the process is busy—is the message queued or discarded; and if a receiving process has more than one outstanding message waiting to be serviced, can it choose the order in which it services messages—be it FIFO, by sender, by some message type or identifier, by the contents of the message, or according to the receiving process’s internal state.
We begin with a general discussion of issues common to all message-passing mechanisms. We then outline four specific message-passing models: point-to-point messages, rendezvous, remote procedure call, and one-to-many messages.

**General Issues.** The most elementary primitive for message-based interaction is the point-to-point message from one process (the sender) to another process (the receiver). Languages usually provide only reliable message passing. The language run-time system (or the underlying operating system) automatically generates acknowledgment messages, transparent at the language level.

Most (but not all) message-based interactions involve two parties, one sender and one receiver. The sender initiates the interaction explicitly, for example, by sending a message or invoking a remote procedure. On the other hand, the receipt of a message may either be explicit or implicit. With explicit receipt, the receiver is executing some sort of accept statement specifying which messages to accept and what actions to undertake when a message arrives. With implicit receipt, code is automatically invoked within the receiver. It usually creates a new thread of control within the receiving process. Whether the message is received implicitly or explicitly is transparent to the sender.

Explicit message receipt gives the receiver more control over the acceptance of messages. The receiver can be in many different states and accept different types of messages in each state. More accurate control is possible if the accept statement allows messages to be accepted conditionally, depending on the arguments of the message (as in SR [Andrews 1981] and Concurrent C [Gehani and Rooome 1989]).

A file server, for example, may want to accept a request to open a file only if the file is not locked. In Concurrent C this can be coded as follows:

```c
accept open(f) suchthat not_locked(f) {
    . . .
    process open request
    . . .
}
```

Some languages give the programmer control over the order of message acceptance. Usually, messages are accepted in FIFO order, but occasionally it is useful to change this order according to the type, sender, or contents of a message. For example, the file server may want to handle read requests for small amounts of data first:

```c
accept read(f, offset, nr_bytes) by nr_bytes {
    . . .
    process read request
    . . .
}
```

The value given in the by expression determines the order of acceptance. If conditional or ordered acceptance is not supported by the language, an application needing these features will have to keep track of requests that have been accepted but not handled yet.

Another major issue in message passing is naming (or addressing) of the parties involved in an interaction: to whom does the sender wish to send its message and, conversely, from whom does the receiver wish to accept a message? These parties can be named directly or indirectly. Direct naming is used to denote one specific process. The name can be the static name of the process or an expression evaluated at run time. A communication scheme based on direct naming is symmetric if both the sender and the receiver name each other. In an asymmetric scheme, only the sender names the receiver. In this case, the receiver is willing to interact with any sender. Note that interactions using implicit receipt of messages are always asymmetric with respect to naming. Direct naming schemes, especially the symmetric ones, leave little room for expressing nondeterministic behavior. Languages using these schemes therefore have a separate mechanism for dealing with nondeterminism (see Section 2.2.3).

Indirect naming involves an intermediate object, usually called a mailbox, to which the sender directs its message and to which the receiver listens. In its simplest form, a mailbox is just a global name. More advanced schemes treat mailboxes as values.
that can be passed around, for example, as part of a message. This option allows highly flexible communication patterns to be expressed. Mailing a letter to a post office box rather than a street address illustrates the difference between indirect and direct naming. A letter sent to a post office box can be collected by anyone who has a key to the box. People can be given access to the box by duplicating keys or by transferring existing keys (possibly through another P.O. box). A street address, on the other hand, does not have this flexibility.

Synchronous and Asynchronous Point-to-Point Messages. The major design issue for a point-to-point message-passing system is the choice between synchronous and asynchronous message passing. With synchronous message passing, the sender is blocked until the receiver has accepted the message (explicitly or implicitly). Thus, the sender and receiver not only exchange data, but they also synchronize. With asynchronous message passing, the sender does not wait for the receiver to be ready to accept its message. Conceptually, the sender continues immediately after sending the message. The implementation of the language may suspend the sender until the message has at least been copied for transmission, but this delay is not reflected in the semantics.

In the asynchronous model, there are some semantic difficulties to be dealt with. As the sender S does not wait for the receiver R to be ready, there may be several pending messages sent by S, but not yet accepted by R. If the message-passing primitive is order preserving, R will receive the messages in the order they were sent by S. The pending messages are buffered by the language run-time system or the operating system. The problem of a possible buffer overflow can be dealt with in one of two ways. Message transfers can simply fail whenever there is no more buffer space. Unfortunately, this makes message passing less reliable. The second option is to use flow control, which means the sender is blocked until the receiver accepts some messages. This introduces a synchronization between the sender and receiver and may result in unexpected deadlocks.

In the synchronous model, there can be only one pending message from any process S to a process R. Usually, no ordering relation is assumed between messages sent by different processes. Buffering problems are less severe in the synchronous model, as a receiver need buffer at most one message from each sender, and additional flow control will not change the semantics of the primitive. On the other hand, the synchronous model also has its disadvantages. Most notably, synchronous message passing is less flexible than asynchronous message passing, because the sender always has to wait for the receiver to accept the message, even if the receiver does not have to return an answer [Gehani 1987].

Rendezvous. A point-to-point message establishes one-way communication between two processes. Many interactions between processes, however, are essentially two-way in nature. For example, in the client/server model the client requests a service from a server and then waits for the result returned by the server. This behavior can be simulated using two point-to-point messages, but a single higher level construct is easier to use and more efficient to implement. We will describe two such constructs, rendezvous and remote procedure call.

The rendezvous model is based on three concepts: the entry declaration, the entry call, and the accept statement. The entry declaration and accept statement are part of the server code, while the entry call is on the client side. An entry declaration syntactically looks like a procedure declaration. An entry has a name and zero or more formal parameters. An entry call is similar to a procedure call statement. It names the entry and the process containing the entry, and it supplies actual parameters. An accept statement for the entry incr:

```plaintext
accept incr(X: integer; Y: out integer)
  do Y := X + 1;
end;
```

[9 Here we use the terminology introduced by Ada.]
An interaction (called a rendezvous) between two processes S and R takes place when S calls an entry of R, and R executes an accept statement for that entry. The interaction is fully synchronous, so the first process that is ready to interact waits for the other. When the two processes are synchronized, R executes the do part of the accept statement. While executing these statements, R has access to the input parameters of the entry, supplied by S. R can assign values to the output parameters, which are passed back to S. After R has executed the do statements, S and R continue their execution in parallel. R may still continue working on the request of S, although S is no longer blocked.

Remote Procedure Call. Remote procedure call (RPC) is another primitive for two-way communication. It resembles a normal procedure call, except that the caller and receiver are different processes. When a process S calls a remote procedure P of a process R, the input parameters of P, supplied by S, are sent to R. When R receives the invocation request, it executes the code of P and then passes any output parameters back to S. During the execution of P, S is blocked. S is reactivated by the arrival of the output parameters. This is in contrast with the rendezvous mechanism, where the caller is unblocked as soon as the accept statement has been executed. Like rendezvous, RPC is a fully synchronous interaction. Acceptance of a remote call is usually (but not always) implicit and creates a new thread of control within the receiver.

A major design choice is between a transparent and a nontransparent RPC mechanism. Transparent RPC offers semantics close to a normal procedure. This model, advocated by Nelson and Birrell, has significant advantages [Nelson 1981; Birrell and Nelson 1984]. Foremost, it gives the programmer a simple, familiar primitive for interprocess communication and synchronization. It also is a sound basis for porting existing sequential software to distributed systems.

Unfortunately, achieving exactly the same semantics for RPC as for normal procedures is close to impossible [Tanenbaum and van Renesse 1988]. One source of problems is that, in the absence of shared memory, pointers (address values) are meaningless on a remote processor. This makes pointer-valued parameters and call-by-reference parameters highly unattractive. De-referencing a pointer passed by the caller has to be done at the caller's side, which implies extra communication. An alternative implementation is to send a copy of the value pointed at the receiver, but this has subtly different semantics and may be difficult to implement if the pointer points into the middle of a complex data structure, such as a directed graph. In languages lacking strong type checking, it may not even be clear what type of object the pointer points to. Similarly, call-by-reference can be replaced by copy-in/copy-out, but also at the cost of slightly different semantics. The issue of passing arguments to a remote procedure is discussed further by Herlihy and Liskov [1982].

The possibility of processor crashes makes it even more difficult to obtain the same semantics for RPC as for normal procedures. If S calls a remote procedure P of a process R and the processor of R crashes before S gets the results back, then S clearly is in trouble. First, the results S is waiting for will never arrive. Second, it is not known whether R died before receiving the call, during the execution of P, or after executing P (but before returning the results). The first problem can be solved using time-outs. The second problem is more serious. If P has no side effects, the call can be repeated, perhaps on a different processor or after a certain period of time. If P does have side effects (e.g., incrementing a bank account in a database), executing (part of) P twice may be undesirable.

Because of these difficulties in achieving normal call semantics for remote calls, Hamilton argues that remote procedures should be treated differently from the start, resulting in a nontransparent RPC mechanism [Hamilton 1984]. Almes describes an RPC implementation in the context of an existing language (Modula-2) and distributed operating system (the V system) [Almes 1986]. Although the goal of the implementation was to make remote calls as similar to normal calls as possible,
special features for remote calls had to be added to obtain an efficient implementation. Almes's RPC system therefore is also nontransparent.

**One-to-Many Message Passing.** Many networks used for distributed computing systems support a fast broadcast or multicast facility. A broadcast message is sent to all processors connected to the network. A multicast message is sent to a specific subset of these processors. It takes about the same time to broadcast or multicast a message as to send it to one specific processor. Unfortunately, it is not guaranteed that messages are actually delivered at all destinations. The hardware attempts to send the messages to all processors involved, but messages may get lost due to communication errors or because some receiving processors were not ready to accept a message.

Despite being unreliable, broadcast and multicast are useful for operating system kernels and language run-time systems. For example, to locate a processor providing a specific service, an enquiry message may be broadcast. In this case, it is not necessary to receive an answer from every host: Just finding one instance of the service is sufficient. Broadcast and multicast are also useful for implementing distributed algorithms, so some languages provide a one-to-many message-passing primitive.

One-to-many communication has several advantages over point-to-point message passing. If a process needs to send data to many other processes, a single multicast will be faster than many point-to-point messages. More importantly, a broadcast primitive may guarantee a certain ordering of messages that cannot be obtained easily with point-to-point messages [Birman and Joseph 1987]. A broadcast primitive that delivers messages at all destinations in the same order, for example, is highly useful for consistent updating of replicated data [Joseph and Birman 1986; Bal and Tanenbaum 1988]. Finally, broadcasting may lead to new programming styles.

Gehani describes a system of Broadcasting Sequential Processes (BSP) based on CSP and the concept of broadcast programming [Gehani 1984b]. In CSP a message is sent to one specific process. In BSP a message can also be sent to all processes or to a list of processes. Both primitives are reliable (i.e., messages are delivered at all destinations). If the underlying hardware is not reliable, extra software protocols have to be added by the operating system or language run-time system. Broadcast in BSP is asynchronous, because the sender normally does not want to wait until all other processes are ready to receive a message. Two forms of broadcast are defined. An unbuffered broadcast message is only received by those processes ready to accept one. Buffered broadcast messages are buffered by the receiving processes, so each process will eventually receive the message. A receiver may accept messages from any process, or it may screen out messages based on their contents or on the identity of the sender (passed as part of the message).

### 2.2.2 Data Sharing

In the previous section, we discussed models of interprocess communication based on message passing. In this section, we describe how parts of a distributed program can communicate and synchronize through the use of shared data. If two processes have access to the same variable, communication can take place by one process setting the variable and the other process reading it. This is true whether the processes are running on the host where the variable is stored and can manipulate it directly, or if the processes are on different hosts and access the variable by sending a message to the host on which it resides. The use of shared variables for the communication and synchronization of processes running in pseudoparallel on a uniprocessor has been studied extensively. We assume a familiarity with this material; the uninitiated reader is referred to Andrews and Schneider [1983] for an excellent overview.

As mentioned above, many distributed languages support processes running in pseudoparallel on the same processor, and these often use traditional methods of com-
munication and synchronization through shared variables. See, for example, the description of mutex in Argus and semaphores in SR in Section 3. What we are interested in here, however, is the use of shared data for communication and synchronization of processes running on different processors.

At first sight it may seem to be unnatural to use shared data for communication in a distributed system, as such systems do not have physically shared memory. However, the shared data paradigm has several advantages (as well as disadvantages) over message passing [Bal and Tanenbaum 1988]. Whereas a message generally transfers information between two specific processes, shared data are accessible by any process. Assignment to shared data conceptually has immediate effect; in contrast, there is a measurable delay between sending a message and its being received. On the other hand, shared data require precautions to prevent multiple processes from simultaneously changing the same data. As neither of the paradigms is universally better than the other one, both paradigms are worth investigating.

Simple shared variables, as used, for example, in Algol 68 [van Wijngaarden et al. 1975], are not well suited for distributed systems. In principle, they can be implemented by simulating shared physical memory, using, for example, a method such as Li's shared virtual memory [Li and Hudak 1986]. None of the languages we know of does this, however, probably due to performance considerations. Several other communication models based on shared data exist, however, that are better suited for distributed systems. These models place certain restrictions on the shared data, making a distributed implementation feasible. Below we describe two methods for providing shared data to distributed processes: distributed data structures and shared logical variables. Both models are used in several languages for distributed programming (see Section 3) that have been implemented on different kinds of distributed architectures. These languages are mainly useful for applications where the programmer need not be aware of the physical distribution of main memory, as discussed in Section 1.

Note that objects, whose role in expressing parallelism was discussed in Section 2.1.1, may also be thought of as implementing shared data in a distributed program. Just as with the shared data models that are discussed in this section, two processes may communicate indirectly with one another by invoking operations on a given object. Objects, since they control access to the data they manage, can also implement synchronization of access to those data by other processes, analogously to the synchronization of pseudoparallel processes accessing data controlled by a monitor.

A different approach to the synchronization of distributed access to shared data is taken by languages that implement atomic transactions. Since this approach also involves dealing with partial failures of the distributed systems, we will treat it in the section on atomic transactions.

**Distributed Data Structures.** Distributed data structures are data structures that can be manipulated simultaneously by several processes [Carriero et al. 1986]. This paradigm was first introduced in the language Linda, which uses the concept of a Tuple Space for implementing distributed data structures [Ahuja et al. 1986]. We will use the Tuple Space model for discussing the distributed data structures paradigm.

The Tuple Space (TS) is conceptually a shared memory, although its implementation does not require physical shared memory. The TS is one global memory shared by all processes of a program [Gelernter 1985]. The elements of TS, called tuples, are ordered sequences of values, similar to records in Pascal [Wirth 1971]. For example,

```
["jones", 31, true]
```

is a tuple with three fields: a string, an integer, and a Boolean.

Three atomic operations are defined on TS: out adds a tuple to TS, read reads a tuple contained in TS, and in reads a tuple and also deletes it from TS. Unlike normal
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shared variables, tuples do not have addresses. Rather, tuples are addressed by their contents. A tuple is denoted by specifying either the value or the type of each field. This is expressed by supplying an actual parameter (a value) or a formal parameter (a variable) to an operation. For example, if age is a variable of type integer and married is a variable of type Boolean, then the tuple shown above can be read in the operation

```plaintext
read("jones", var age, var married)
```
or read and removed in the operation

```plaintext
in("jones", var age, var married).
```

In both operations, the variable age is assigned the value of the second field (31) and the variable married gets the value of the last field (true). Both the `in` and the `read` operations try to find a matching tuple in TS. A tuple matches if each field has the value or type passed as parameter to the operation. If several matching tuples exist, one is chosen arbitrarily. If there are no matching tuples, the operation (and the invoking process) blocks until another process adds a tuple that does match (using `out`).

There is no operation that modifies a tuple in place. To change a tuple, it must first be removed from TS, then modified, and then put back into TS. Each `read`, `in`, or `out` operation is atomic: The effect of several simultaneous operations on the same tuple is the same as that of executing them in some (undefined) sequential order. In particular, if two processes want to remove the same tuple, only one of them will succeed, and the unlucky one will block. These two properties make it possible to build distributed data structures in TS. For example, a distributed array can be built out of tuples of the form `[name, index, value]`. The value of element `i` of array `A` can be read into a local integer variable `X` with a simple `read` operation:

```plaintext
read("A", i, var X)
```

To assign a new value `Y` to element `i`, the current tuple representing `A[i]` is removed first; then a tuple with the new value is generated:

```plaintext
in("A", i, var void)
out("A", i, Y)
```

To increment element `i`, the current tuple is removed from TS, its value is stored in a temporary variable, and the new value is computed and stored in a new tuple:

```plaintext
in("A", i, var tmp)
out("A", i, tmp + 1)
```

If two processes simultaneously want to increment the same array element, the element will indeed be incremented twice. Only one process will succeed in doing the `in`, and the other process will be blocked until the first one has put the new value of `A[i]` back into TS.

In a distributed implementation of TS, the run-time system takes care of the distribution of tuples among the processors. Several strategies are possible, such as replicating the entire TS on all processors, hashing tuples onto specific processors, or storing a tuple on the processor that did the `out` operation [Gelernter 1985].

In contrast with interprocess communication accomplished through message passing, communication through distributed data structures is anonymous. A process reading a tuple from TS does not know or care which other process inserted the tuple. Neither did the process executing an `out` on a tuple specify which process the tuple was intended to be read by. This information could in principle be included in a distributed data structure, for example, by having `sender` and `receiver` fields as part of the structure, but it is not an inherent part of the model.

**Shared Logical Variables.** Another shared data model is the shared logical variable. Logical variables have the “single-assignment” property. Initially, they are unbound, but once they receive a value (by unification), they cannot be changed. In Section 2.1.1 we noted that this property can cause conflicts between parallel processes sharing logical variables. Below, we show how such variables can be used as communication channels between processes.
As an example, assume the three goals of the conjunction
\[ \text{goal}_1(X, Y), \text{goal}_2(X, Y), \text{goal}_3(X) \]
are solved in parallel by Processes \( P_1 \), \( P_2 \), and \( P_3 \). The variable \( X \) (initially unbound) is a communication channel between the three processes. If any of them binds \( X \) to a value, the other processes can use this value. Likewise, \( Y \) is a channel between \( P_1 \) and \( P_2 \).

Processes synchronize by suspending on unbound variables. If \( Y \) is to be used to send a message from \( P_1 \) to \( P_2 \), then \( P_2 \) can suspend until \( Y \) is bound by \( P_1 \). There are several ways to realize suspension on shared variables, but the general idea is to restrict the rights of specific processes to generate bindings for variables (i.e., to unify them with anything but an unbound variable). If a process wants to unify two terms, the unification may need to generate a binding for some variables. If the process does not have the right to bind one of these variables, the process suspends until some other process that does have this right generates a binding for the variable. The first process can then continue its unification of the two terms. Examples of mechanisms to restrict the rights for binding variables are the read-only variables of Concurrent PROLOG [Shapiro 1986] and the mode declarations of PARLOG [Clark and Gregory 1986].

At first sight, shared logical variables seem to be capable of transferring only a single message, as bindings cannot be undone. But, in fact, the logical variable allows many communication patterns to be expressed. The key idea is to bind a logical variable to a term containing other (unbound) variables, which can be used as channels for further communication. A logical variable is like a Genie, from which you can ask one wish. What would you ask such a Genie? To have two more wishes! Then use one of them, and iterate.\(^{10}\)

This idea has been used to develop several programming techniques. For example, a *stream* of messages between a producer and a consumer is created by having the producer bind a shared variable to a list cell with two fields, head and tail. The head is bound to the message, and the tail is the new stream variable, used for subsequent communications (wishes). This is illustrated in Figure 2 where the first call, producer(1, \( S \)), will cause \( S \) to be bound to \([1 \mid S_1] \), where \( S_1 \) is an unbound variable. The next (recursive) call, producer(2, \( S_1 \)), binds \( S_1 \) to \([4 \mid S_2] \), where \( S_2 \) is unbound. The call, consumer(S), will cause the consumer process to be blocked until \( S \) is bound by the producer. When \( S \) is bound to \([1 \mid S_1] \), the consumer wakes up, calls, use(1), followed by the recursive call, consumer(S1). The latter call blocks until \( S_1 \) is bound to \([4 \mid S_2] \), and so on.

Other techniques implementable with shared logical variables are bounded-buffer streams [Takeuchi and Furukawa 1985], one-to-many streams, and incomplete messages. An incomplete message contains variables that will be bound by the receiver, thus returning reply values. The sender can wait for replies by suspending on such a variable. Incomplete messages can be used to implement many different message protocols (e.g., remote procedures and rendezvous, discussed above) and to dynamically set up communication channels between processes.

The shared logical variable model also has some disadvantages, as discussed by Gelernter [1984]. Only a single process can append to a stream implemented through logical variables (e.g., in Figure 2 only the producer can append to \( S \)). Applications based on the client/server model, however, require multiple clients to send messages to a single server (many-to-one communication). To implement this in a parallel logic language, each client must have its own output stream. There are two alternatives for structuring the server: First, the server may use a separate input stream for each client and accept messages sent through each of these streams. This requires the server to know the identities of all clients and thus imposes a limit on the number of clients. The second alternative is to merge the output streams of all clients and present it as a single input.

\(^{10}\) This analogy was contributed by Ehud Shapiro.
stream to the server. Such merge operations can be expressed in parallel logic languages [Shapiro and Safra 1986], but Gelernter argues that the resulting programs are less clear and concise than similar programs in languages supporting streams with multiple readers and writers.

2.2.3 Expressing and Controlling Nondeterminism

As discussed in Section 2.2, the interaction patterns between processes are not always deterministic, but sometimes depend on run-time conditions. For this reason, models for expressing and controlling nondeterminism have been introduced. Some communication primitives that we have already seen are nondeterministic. A message received indirectly through a port, for example, may have been sent by any process. Such primitives provide a way to express nondeterminism, but not to control it. Most programming languages use a separate construct for controlling nondeterminism. We will look at two such constructs: the select statement, used by many algorithmic languages, and the guarded Horn clause, used by most parallel logic programming languages. Both are based on the guarded command statement, introduced by Dijkstra as a sequential control structure [Dijkstra 1975].

The Select Statement. A select statement consists of a list of guarded commands of the following form:

\[ \text{guard} \to \text{statements} \]

The guard consists of a Boolean expression and some sort of "communication request." The Boolean expression must be free of side effects, as it may be evaluated more than once during the course of the select statement’s execution. In CSP [Hoare 1978], for example, a guard may contain an explicit receipt of a message from a specific process \( P \). Such a request may either succeed (if \( P \) has sent such a message), fail (if \( P \) has already terminated), or suspend (if \( P \) is still alive but has not sent the message yet). The guard itself can either succeed, fail, or suspend: The guard succeeds if the expression is "true" and the request succeeds; the guard fails if the Boolean expression evaluates to "false" or if the communication request fails; or the guard suspends if the expression is "true" and the request suspends. The select statement as a whole blocks until either all of its guards fail or some guards succeed. In the first case, the entire select statement fails and has no effect. In the latter case, one succeeding guard is chosen nondeterministically, and the corresponding statement part is executed.

In CSP, the select statement can be used to wait nondeterministically for specific messages from specific processes. The select statement contains a list of input requests and allows individual requests to be enabled or disabled dynamically. For example, the buffer process described above can interact with a consumer and a producer as shown in Figure 3. Communication takes place as soon as either (1) the buffer is not full and the producer sends a mes-

---

Figure 2. Implementation of streams with shared logical variables.
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[ not full(buffer); producer?DepositItem(x) →
  add x to end of buffer;
]

[ ] not empty(buffer); consumer?AskForItem() →
  consumer!SendItem(first item of buffer);
  remove first item from buffer;
]

Figure 3. A select statement in CSP used by a buffer process.
The statement consists of two guarded commands, separated by
a "[ ]." The "?" is the input (receive) operator. The "!" is the
output (send) operator.

A select statement in most languages is unfair. In the CSP model, for
every, if several guards are successful, one of them is selected nondeter-
ministically. No assumptions can be made about
which guard is selected. Repeated execution
of the select statement may select the same
guard over and over again, even if there are
other successful guards. An implementation
may introduce a degree of fairness, by
assuring that a successful guard will be
selected within a finite number of iter-
ations, or by giving guards equal chances.
On the other hand, an implementation may
evaluate the guards sequentially and always
choose the first one yielding “true.” The
semantics of select statements do not guar-
antee any degree of fairness, so program-
mers cannot rely on it.

Proposals have been made for giving pro-
grammers explicit control over the selec-
tion of succeeding guards. Silberschatz
suggests a partial ordering of the guards
[Silberschatz 1984]. Elrad and Maymir-+
Ducharme propose prefixing every guarded
command with a compile-time constant
called the preference control value [Elrad
and Maymir-Ducharme 1986]. If several
guards succeed, the one with the highest
preference control value (i.e., priority) is
chosen. If there are several guards with
this value, one of them is chosen nondeter-
ine. This feature is useful if some

Roughly, if all processes created by the
same process are willing to terminate and
the process that created them has finished
the execution of its statements, all these
processes are terminated. This mechanism
presumes hierarchical processes.

A final note: Select statements in most
languages are unfair. In the CSP model, for
every, if several guards are successful,
one of them is selected nondeter-
ministically. No assumptions can be made about
which guard is selected. Repeated execution
of the select statement may select the same
guard over and over again, even if there are
other successful guards. An implementation
may introduce a degree of fairness, by
assuring that a successful guard will be
selected within a finite number of iter-
ations, or by giving guards equal chances.
On the other hand, an implementation may
evaluate the guards sequentially and always
choose the first one yielding “true.” The
semantics of select statements do not guar-
antee any degree of fairness, so program-
mers cannot rely on it.

Proposals have been made for giving pro-
grammers explicit control over the selec-
tion of succeeding guards. Silberschatz
suggests a partial ordering of the guards
[Silberschatz 1984]. Elrad and Maymir-+
Ducharme propose prefixing every guarded
command with a compile-time constant
called the preference control value [Elrad
and Maymir-Ducharme 1986]. If several
guards succeed, the one with the highest
preference control value (i.e., priority) is
chosen. If there are several guards with
this value, one of them is chosen nondeter-
ine. This feature is useful if some
requests are more urgent than others. For example, the buffer process may wish to give consumers a higher priority than producers.

Guarded Horn Clauses. Logic programs are inherently nondeterministic. In reducing a goal of a logic program, there are often several clauses to choose from (see Section 2.1.1). Intuitively, the semantics of logic programming prescribe that the underlying execution machinery must simply choose the “right” clause, the one leading to a proof. This behavior is called don’t know nondeterminism. In sequential logic languages (e.g., PROLOG), these semantics are implemented using backtracking. At each choice point, an arbitrary clause is chosen, and if it later turns out to be the wrong one, the system resets itself to the state before the choice point and then tries another clause.

In a parallel execution model, several goals may be tried simultaneously. In this model, backtracking is very complicated to implement. If a binding for a variable has to be undone, all processes that have used this binding must backtrack too. Most parallel logic programming languages therefore avoid backtracking altogether. Rather than trying the clauses for a given predicate one by one and backtracking on failure, parallel logic languages (1) search all these clauses in parallel and (2) do not allow any bindings made during these parallel executions to be visible to the outside until one of the parallel executions is committed to. This is called OR-parallelism (see Section 2.1.1). Unfortunately, this cannot go on indefinitely, because the number of search paths worked on in parallel will grow exponentially with the length of the proof.

A popular technique to control OR-parallelism is committed-choice nondeterminism (or don’t care nondeterminism), which nondeterministically selects one alternative clause and discards the others. It is based on guarded Horn clauses of the following form:

\[ A := G_1, \ldots, G_n | B_1, \ldots, B_m, \]

\[ n \geq 0, \ m \geq 0. \]

The conjunction of the goals \( G_i \) is called the guard; the conjunction of the goals \( B_i \) is the body. Declaratively, the commit operator “\( | \)” is also a conjunction operator.

Just like the guards of a select statement, the guard of a guarded Horn clause can either succeed, fail, or suspend. A guard suspends if it tries to bind a variable that it is not allowed to bind, as explained in Section 2.2.2. If a goal with a predicate \( A \) is to be reduced, the guards of all clauses for \( A \) are tried in parallel, until some guards succeed. The reduction process then chooses one of these guards nondeterministically and commits to its clause. It aborts execution of the other guards and executes the body of the selected clause.

So far, this all looks much like the select statement, but there are some subtle differences. A guard should not be allowed to affect its environment until it is selected. Guards that are aborted should have no side effects at all. Precautions must be taken against guards that try to bind variables in their environment. For example, consider the following piece of code:

\[ A(X) := G(X) \| B(X). \]
\[ A(X) := H(X) \| C(X). \]
\[ G(1) := P(1). \]
\[ H(2) := Q(2). \]

The guard \( G \) of the first clause binds \( X \) to 1 and then calls \( P \). Guard \( H \) of the second clause binds \( X \) to 2 and calls \( Q \). These bindings should not be made visible to the caller of \( A \) until one of the guards \( G \) or \( H \) is committed to. PARLOG ensures this by using mode-declarations to distinguish between input and output variables of a clause. The compiler checks that guards (or any other goals in the body) do not bind input variables. If a guard binds an output variable, this binding is initially made to a temporary variable. When a clause is committed to, the bindings made by its guard are made permanent, and the bindings generated by the other guards (to temporaries) are thrown away. If a guard is ultimately not selected, it has no effect at all.

Concurrent PROLOG, on the other hand, allows variables in the environment to be changed before commitment. But the effects only become visible outside the clause if the clause is committed to. The semantics and distributed implementation of commitment in Concurrent PROLOG
are similar to those of atomic transactions [Taylor et al. 1987b].

Committed-choice nondeterminism has one severe drawback: It gives up completeness of search. In the code above, if \( P(1), C(2), \) and \( Q(2) \) are true (i.e., can be proven), but \( B(1) \) is false, then the goal \( A(X) \) logically should succeed. The conjunction \( "H(X) \) and \( C(X)" \) is true for \( X = 2 \) (recall that \( "|" \) is logically equivalent to "and"). As both guards \( G(X) \) and \( H(X) \) succeed, however, the system may select \( G(X) \) and abandon the second clause. As \( B(1) \) turns out to be false, the first clause will fail, and no solution will be found. The programmer must ensure that, at the time of commitment, either the right clause is selected or no clause resulting in a proof exists. This can be achieved by extending the guards to include \( B(X) \) and \( C(X) \):

\[
\begin{align*}
A(X) & : = G(X), B(X) \mid . \\
A(X) & : = H(X), C(X) \mid .
\end{align*}
\]

This technique should not be used indiscriminately, because it restricts the effective parallelism. The binding to variable \( X \) is not made known to the caller of \( A(X) \) until commitment, so in the new scheme, the caller will have to wait longer for this value to be available. This implies that, in general, guards should be kept as small as possible.

For reasons of simplicity and ease of implementation, most of the recent efforts in parallel logic programming languages center on their so-called "flat" subsets. In a flat guarded Horn clause, guards are restricted to simple predefined test predicates.

### 2.3 Partial Failure

The final issue that must be addressed by languages for programming distributed systems is the potential for partial failure of the system. Distributed computing systems have the potential advantages over centralized systems of higher reliability and availability. If some of the processors involved in a distributed computation crash, then, in principle, the computation can still continue on the remaining processors, provided that all vital information contained by the failing processors is also stored on some healthy ones. Thus, the system as a whole becomes more reliable. This principle of replication of information can be used to increase the availability of the system. A system is said to be fault tolerant if it still continues functioning properly in the face of processor crashes, allowing distributed programs to continue their execution and allowing users to keep on using the system.

In general, it is not an easy task to write programs that can survive processor crashes and continue as if nothing had happened. The responsibility for achieving reliability can be split up among the operating system, the language run-time system, and the programmer. Numerous research papers have been published about how operating systems can support fault tolerance [LeBlanc and Wilkes 1985; Powell and Presotto 1983]. In the following sections, we discuss how programming languages can contribute their part.

#### 2.3.1 Programming Fault Tolerance

The simplest approach to handling processor failures is to ignore them altogether. This means that a single crash will cause the entire program to fail. Typically, processes trying to interact with a sick processor will either be blocked forever or discover an unexpected communication failure and terminate. A program running in parallel on several processors has a higher chance of failing than its single processor counterpart (although the shorter execution time of the parallel version may compensate a bit). Still, as processor crashes are rare, for many applications this is not a problem.

The next simplest approach to implementing fault tolerance is to let the programmer do it. The operating system or language run-time system can detect processor failures and return an error status to every process that wants to communicate with a crashed processor. The programmer can write code to deal with this contingency. For some programs, this approach is quite adequate. As an example, consider a distributed chess program in which each processor repeatedly chooses one possible move in the current board position, evaluates the new position, and returns some
score. If a processor crashes before returning the result, all that need be done is to have another processor analyze the position. This simple scheme only works because the processors have no side effects except for returning the score. No harm is done if a position is examined twice.

A possible improvement to this scheme is to let the language run-time system take care of repeating requests to do some work. Nelson has studied this approach in the context of the Remote Procedure Call model [Nelson 1981]. If the run-time system detects that Processor P has crashed, P's processes are restarted, either on P or on another processor. Furthermore, all outstanding RPCs to P are repeated.

As procedures can have side effects, it is important to specify accurately the semantics of a call that may have been executed (entirely or partially) more than once. Nelson gives a classification of these call semantics. The simplest case is a local procedure call (the caller and callee are on the same processor). If the processor does not crash, the call is executed exactly once (exactly-once semantics). If the processor does crash, the run-time system restarts all processes of the crashed processor, including the caller and the callee of the procedure. The call will eventually be repeated, until it succeeds without crashing. Clearly, the results of the last executed call are used by the caller, although earlier (abandoned) calls may have had side effects that survived the crash (e.g., changing a file in the processor's local disk). These semantics are called last-one semantics.

For RPCs, where the caller and callee are on different processors, the best that can be hoped for is to have the same semantics as for local calls, which are exactly-once semantics without crashes and last-one semantics with crashes. The former is not very hard to obtain, but achieving last-one semantics in the presence of crashes turns out to be tricky, especially if more than two processors are involved. Suppose Processor P1 calls Procedure f on Processor P2, which in turn calls Procedure g on Processor P3. While P3 is working on g, P2 crashes. P2's processes will be restarted, and P1's call to f will be repeated. The second invocation will again call procedure g on P3. Unfortunately, P3 does not know that P2 has crashed. P3 executes g twice and may return the results in any order, possibly violating last-one semantics. The problem is that, in a distributed environment, a crashed processor may still have outstanding calls to other processors. Such calls are appropriately called orphans, because their parents (callers) have died. To achieve last-one semantics, these orphans must be terminated before restarting the crashed processes. This can be implemented either by waiting for them to finish or by tracking them down and killing them ("orphan extermination"). As this is not an easy job, other (weaker) semantics have been proposed for RPC. Last-of-many semantics is obtained by neglecting orphans. It suffers from the problem described above. An even weaker form is at-least-once semantics, which just guarantees that the call is executed one or more times, but does not specify which results are returned to the caller.

One key idea is still missing from our discussion. Procedure calls (local as well as remote) can have side effects. If a call is executed many times (because of processor crashes), its side effects also are executed many times. For side effects like incrementing a bank account stored in a database, this may be highly undesirable (or highly desirable, depending on one's point of view). A mechanism is needed to specify that a call either runs to completion or has no effects at all. This is where atomic transactions come in.

2.3.2 Atomic Transactions

A distributed program can be regarded as a set of parallel processes performing operations on data objects. Usually, a data object is managed by a single process, but other processes can operate on the object indirectly (e.g., by issuing an RPC requesting the managing process to do the operation). In general, the effects of an operation become visible immediately. Moreover, operations affecting objects on secondary storage become permanent once the operation has been performed. Sometimes this behavior is undesirable. Consider a pro-
gram that transfers a sum of money from one bank account (stored on disk) to another, by decreasing the first one and increasing the second one. This simple approach has two dangers. First, if another parallel process adds up all accounts in the database while the first process is in the middle of its transaction, it may observe the new value of the first account and the old value of the second, so that it uses inconsistent values. Second, if the process doing the transfer crashes immediately after decreasing the first account, it leaves the database in an inconsistent state. If it is restarted later, it may try to decrease the first account once more.

A solution to these problems is to group operations together in atomic transactions (also called atomic actions or simply transactions). A group of operations (called a transaction) is atomic if it has both the property of indivisibility and the property of recoverability. A transaction is indivisible if, viewed from the outside, it has no intermediate states. For the outside world (i.e., all other transactions), it looks as if either all or none of the operations have been executed. A transaction is recoverable if all objects involved can be restored to their initial state if the transaction fails (e.g., due to a processor crash), so that the transaction has no effect at all.

Recoverability can be achieved as follows: If a transaction contains an operation that tries to change an object, the changes are not applied to the original object, but to a new copy of the object, called a version. If the entire transaction fails (aborts), the new versions are simply discarded. If the transaction succeeds, it commits to these new versions. All objects changed by the transaction retain the value of their new version. Furthermore, the latest value of each object is also placed on stable storage [Lampson 1981], which has a very high chance of surviving processor crashes and is accessible by all processors.

Indivisibility can be trivially assured by executing all atomic transactions sequentially. In our bank account example, we could deny other processes access to the database while the first process is doing the transfer. Unfortunately, this severely limits parallelism and hence degrades performance. A more efficient approach is to synchronize processes by using finer-grained locks. The process doing the transfer first locks the two accounts. Other processes trying to access these two accounts are automatically suspended when they attempt to lock them.

Atomic transactions originated in the database world, but they are also used by some programming languages, such as Argus [Liskov 1988], Aeolus [Wilkes and LeBlanc 1986], and Avalon [Detlefs et al. 1988]. A programming language can provide convenient abstractions for data objects and invocations of atomic transactions. The language run-time system can take care of many details, like locking and version management. These issues are discussed in Section 3.1.7.

2.3.3 Transparent Fault Tolerance

The mechanisms discussed above provide linguistic support for dealing with partial failures. Some of the problems are solved by the operating system or the language run-time system, but programmers still have to do part of the work. This work has to be done for every new application. Other systems relieve programmers from all worries, by supporting fault tolerance in a fully transparent way.

Borg et al. describe a fault-tolerant message-passing system [Borg et al. 1983]. For each process, an inactive backup process is created on another processor. All messages sent to the primary process are also sent to its backup. The backup also counts the messages sent by the primary process. If the primary processor crashes, the backup process becomes active and starts repeating the primary process's computations. Whenever it wants to receive a message, the backup process reads the next message saved while the primary process was still alive. If the backup process needs to send a message, it first checks to see if the primary process had already sent it, to avoid sending messages twice. During normal computations, the primary and backup processes periodically synchronize, to copy the entire state of the primary process (a
checkpoint) to the backup. The backup process then can forget all messages previous to the checkpoint.

This approach requires extra processors and will sometimes delay computation while a checkpoint is being made. Strom and Yemini propose a different technique, optimistic recovery, to be used in systems consisting of processes that interact only by message passing [Strom and Yemini 1985b]. (This model is used in their language NIL.) Their technique involves periodic checkpointing and logging of messages on stable storage, rather than to a backup process. As a fundamental departure from Borg's approach, these activities proceed asynchronously with the normal computations. This has the advantage that, if I/O bandwidth to stable storage is high enough, the normal computation will not slow down. However, the technique requires some bookkeeping overhead to allow a consistent system state to be restored after a crash.

3. LANGUAGES FOR PROGRAMMING DISTRIBUTED SYSTEMS

In this section we take a closer look at several languages that were designed for programming distributed systems. It is difficult to determine exactly how many such languages exist; we know of nearly 100 relevant languages, but there are probably many more. We have selected a subset for closer study. These languages together are representative of research in this area. We have chosen these languages to cover a broad spectrum of ideas. Although we have attempted to focus on languages that have been well documented and cited in the literature, we fully admit that any selection of this kind contains a certain amount of subjective choice. We include references to languages not discussed in detail here. An overview of the languages for distributed programming cited in this paper is given in the Appendix.

We have organized the languages in a simple classification scheme. First, we distinguish between logically distributed and logically nondistributed languages, as discussed in Section 1.3. In languages based on logical distribution, parallel computations (e.g., processes) communicate by sending messages to each other. The address spaces of different computations do not overlap, so the address space of the whole program is distributed. In a logically nondistributed language, the parallel units have a logically shared address space and communicate through data stored in the shared address space. Note that this distinction is based on the logical model of the language; the presence of logically shared data does not imply that physical shared memory is needed to implement the language. All languages described below that are based on logically shared data have been implemented on distributed computing systems, that is, on computers without shared primary memory.

The languages in the two categories are further partitioned into a number of classes, based on their communication mechanisms. In the first category, we include synchronous message passing, asynchronous message passing, rendezvous, RPC, multiple communication primitives, objects, and atomic transactions. In the second category, we distinguish between implicit communication through function results (used in parallel functional languages), shared logical variables (parallel logic languages), and distributed data structures. The classification is illustrated in Figure 4.

In each of the following subsections, we discuss one class of languages. Each subsection starts with a table containing several languages of that class together with references to papers on these languages. Each table corresponds with one specific leaf in the tree of Figure 4. We have selected at least one language from each table for closer study. We describe the most distinctive features of the example language(s) and discuss how it differs from other members of its class. We emphasize the semantics, rather than the syntax. Our intention is to expose the new key ideas in the language, rather than to provide a full language description.

For each language, we first provide background information on its design. Next, we describe how parallelism is expressed in the
language and how parallel units are mapped onto processors (if the language addresses this issue). Subsequently, the communication and synchronization primitives are discussed. If relevant, we also discuss how the language deals with fault tolerance. Finally, we give information on implementations and user experiences with the language. Issues like support for distributed debugging and commercial availability of language implementations are outside the scope of this paper and are not discussed.

3.1 Languages with Logically Distributed Address Spaces

We discuss seven classes of languages with logically distributed address spaces: languages supporting synchronous message passing, asynchronous message passing, rendezvous, RPC, multiple communication primitives, operation invocations on objects, and atomic transactions. Languages in the first two classes provide point-to-point messages. Rendezvous-based languages support two-way communication between senders and receivers. An RPC is also a two-way interaction, but its semantics are closer to a normal procedure call. Languages in the fifth class use a variety of one-way and two-way (or even multiway) communication primitives. Object-based languages also support one or more of the above primitives. Unlike other languages, communication is between objects rather than processes. As objects encapsulate both data and behavior, these languages may also be thought of as providing some form of data sharing. Finally, we discuss languages based on atomic transactions; these languages are mainly intended for implementing fault-tolerant applications.

3.1.1 Synchronous Message Passing

In 1978 Hoare wrote what was later to become a very influential paper, although it described only a fragment of a language [Hoare 1978]. The language, called Communicating Sequential Processes (CSP), generated some criticism [Kieburtz and Silberschatz 1979; Bernstein 1980], but also stimulated the design of many other languages and systems (see Table 2). The CSP model consists of a fixed number of sequential processes that communicate only through synchronous message passing. Joyce differs from the other languages of Table 2 by supporting recursive processes. Below, we describe CSP in some detail and discuss one of its descendants, Occam.

Figure 4. Classification of languages for distributed programming.
CSP. CSP was designed by Hoare as a simple language that allows an efficient implementation on a variety of architectures [Hoare 1978, 1985].

(1) Parallelism. CSP provides a simple parallel command to create a fixed number of parallel processes. A process consists of a name, local variables, and a sequence of statements (body). CSP processes take no parameters and cannot be mapped onto specific processors. An array of similar processes can be created, but their number must be a compile-time constant. As a simple example of a parallel statement,

\[ \text{writer :: } x: \text{real; ... ; reader(i:1..2)::...} \]

creates three processes, called "writer," "reader(1)," and "reader(2)." The writer has a local variable \( x \). The subscript variable \( i \) can be used within the body of the reader processes.

(2) Communication and synchronization. CSP processes may not communicate by using global variables. All interprocess communication is done using synchronous receive and send. The sending process specifies the name of the destination process and provides a variable to which the received value is assigned. A process executing either a send or a receive is blocked until its partner has executed the complementary statement. Consider the following example:

\[ \text{[X :: Y! 3 || Y :: n: integer; X ? n]} \]

In Process \( X \)'s statement, the value 3 is sent to \( Y \). In Process \( Y \)'s statement, input is read from Process \( X \) and stored in the local variable \( n \). When both \( X \) and \( Y \) have executed their statements, the one-way communication occurs. The net result is assigning 3 to \( n \).

Both simple and structured data may be communicated (and assigned), as long as the value sent is of the same type as the variable receiving it. The structured data can be given a name (a constructor), such as \text{pair} in the following example:

\[ \text{[X :: Y! pair(35, 60) || Y :: n, m: integer; X ? pair(n, m)]} \]

An empty constructor may be used to synchronize two processes without transferring any real data.

The \text{alternative} construction provides for nondeterminism in CSP. It consists of sets of guards followed by actions to be performed. The guards may contain Boolean expressions and an input statement, as explained in Section 2.2.3. CSP allows a process to receive selectively, based on the availability of input and the name field (constructor) of the incoming communication.

(3) Implementation and experience. CSP is essentially a paper design, but it has influenced the design of several languages (see Table 2) that have been implemented and used, most notably the Occam language.

\text{Occam}. Occam is modeled on Hoare’s CSP and was designed for programming Inmos’s transputer [Inmos Ltd. 1984; May 1983]. Occam is essentially the assembly language of the transputer. The language lacks features that have become standard in most modern programming languages,

---

\[ ^{11} \text{We describe the original language, outlined by Hoare [1978]; the 1985 version has a clearer syntax and uses named channels.} \]
such as data typing, recursive procedures, and modules.

(1) Parallelism. There are three basic actions in Occam: assignment, input, and output. Each action is considered to be a little process. Processes can be grouped together in several ways to form more complex processes. Any process can be named by prefixing its definition with the keyword PROC, followed by its name and a list of formal parameters. When subsequently referenced, a new instance of the named process is created, with the parameters specified in the reference. Both parallel and sequential execution of a group of processes must be explicitly stated, by heading the group with a PAR or SEQ, respectively.

Arrays of similar processes can be expressed in Occam. In the construct

\[
\text{PAR } i = 0 \text{ FOR } n \\
\text{process} \ldots
\]

\( n \) parallel processes are created, each with a different value for \( i \).

Occam provides a facility for assigning processes to processors. Parallel processes may be prioritized by prefixing the group with PRI PAR. The first process in the group is given highest priority; the second, second highest priority; and so on.

(2) Communication and synchronization. Unlike CSP, parallel processes communicate indirectly through channels. A channel is a one-way link between two processes. Channel communication is fully synchronous. Only one process may be inputting from, and one outputting to, a channel at a given time. Channels are typed, and their names can be passed as parameters to PROC calls.

Occam provides an ALT construct, similar to CSP’s alternative statement, to express nondeterminism. The constituents of this construct can be prioritized. If input is available on more than one channel, the one with the highest priority will be accepted.

The current time can be read from an input-only channel declared as a TIMER. A delay until a certain time can be made with the “WAIT AFTER t” construct. This can be used as a constituent of an ALT construct, for example, to prevent a process from hanging forever if no input is forthcoming.

(3) Implementation and experience. Occam was intended for use with multiple interconnected transputers, where a channel would be implemented as a link between two transputers [May and Shepherd 1984]. The transputer implementation is quite efficient (e.g., a context switch takes a few microseconds). This efficiency has been achieved by using a simple communication model (CSP) and by requiring the number of processes and their storage allocation to be determined at compile time. Occam has also been implemented on nontransputer systems [Fisher 1986].

Occam is used extensively for applications like signal processing, image processing, process control, simulation, and numerical analysis. A major criticism of the first version of Occam is the inability to pass complex objects (e.g., arrays) as part of a single message. Occam-2 has addressed this problem through the introduction of channel protocols, which describe the types of objects that may be transferred across a channel [Burns 1988]. The compiler (sometimes with the help of the run-time system) checks that the input and output operations on a channel are compatible with the channel protocol.

3.1.2 Asynchronous Message Passing

The synchronous message-passing model proposed by Hoare and adapted by Occam prevents the sending process from continuing immediately after sending the message. The sender must wait until the receiving process is willing to accept the message. This design decision has a major impact on both the programming style and the implementation of a language. Several language designers have chosen to remove this restriction and support asynchronous message passing, sometimes in addition to synchronous message passing. Languages in this class are shown in Table 3. We discuss NIL in more detail.
Table 3. Languages Based on Asynchronous Message Passing

<table>
<thead>
<tr>
<th>Language</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMPL</td>
<td>[Dannenberg 1981; Milewski 1984]</td>
</tr>
<tr>
<td>CMAV</td>
<td>[Bagrodia and Chandy 1986]</td>
</tr>
<tr>
<td>Concurrent C</td>
<td>[Tsujino et al. 1984]</td>
</tr>
<tr>
<td>CONIC</td>
<td>[Kramer and Magee 1985; Sloman and Kramer 1987]</td>
</tr>
<tr>
<td>DPL-82</td>
<td>[Ericson 1982]</td>
</tr>
<tr>
<td>FRANK</td>
<td>[Graham 1985]</td>
</tr>
<tr>
<td>GYPSY</td>
<td>[Ambler et al. 1977]</td>
</tr>
<tr>
<td>LADY</td>
<td>[Nehmer et al. 1987]</td>
</tr>
<tr>
<td>LADY</td>
<td>[Ericson 1982]</td>
</tr>
<tr>
<td>NIL</td>
<td>[Ambler et al. 1977]</td>
</tr>
<tr>
<td>ParMod</td>
<td>[Ericson 1982]</td>
</tr>
<tr>
<td>PCL</td>
<td>[Ericson 1982]</td>
</tr>
<tr>
<td>Platon</td>
<td>[Staunstrup 1982]</td>
</tr>
<tr>
<td>PLITS</td>
<td>[Feldman 1979]</td>
</tr>
<tr>
<td>Port Language</td>
<td>[Kerridge and Simpson 1986]</td>
</tr>
<tr>
<td>Pronet</td>
<td>[LeBlanc and Maccabe 1982]</td>
</tr>
<tr>
<td>ZENO</td>
<td>[Ball et al. 1979]</td>
</tr>
</tbody>
</table>

NIL. NIL (Network Implementation Language) is a high-level language for the construction of large, reliable, distributed software systems [Strom and Yemini 1983, 1984, 1985a, 1986]. NIL was designed by Robert Strom and Shaula Yemini at the IBM T. J. Watson Research Center.

NIL is a secure language, which means that one program module cannot affect the correctness of other modules (e.g., by a "wild store" through a bad pointer). The importance of security is pointed out by Hoare [1981]. Security in NIL is based on an invention called the typestate [Strom and Yemini 1986]. A typestate is a compile-time property that captures both the type of a variable and its state of initialization. In the program fragment

1. \( X, Y : \text{INTEGER}; \)
2. if condition then \( X := 4; \) end if
3. \( Y := X + 3; \)

statement 3 is marked as illegal by the compiler, because variable \( X \) might still be uninitialized at this point. \( X \) has the right type (integer), but the wrong state. The typestate mechanism imposes some constraints on the structure of the programs (especially on the control flow), but the designers claim that these constraints are not overly restrictive and usually lead to better structured code. NIL avoids features that would make compile-time checking of typestates impossible. It does not provide explicit pointer manipulation (it does provide a higher level construct for building general data structures), and it has an IPC model that disallows sharing of variables.

(1) Parallelism. Parallelism in NIL is based on the so-called process model [Strom et al. 1985; Strom 1986]. A NIL system consists of a network of dynamically created processes that communicate only by message passing over communication channels. In NIL, a process is not only the unit of parallelism, but also the unit of modularity. The division of a NIL program into processes should be based on software engineering principles rather than on performance considerations. The mapping of processes onto processors is considered to be an implementation issue, to be dealt with by the compiler and run-time system. This process model makes NIL conceptually simpler than languages that have separate mechanisms for parallelism and modularity (e.g., tasks and packages in Ada).

(2) Communication and synchronization. Configuration of the communication paths between processes is done dynamically. A port in NIL is a queued communication channel. At a given time, a port has one
specific owner. Ownership of a port can be transferred to another process, by passing the port as part of a message or by passing the port as an initialization parameter to a newly created process. A process can connect input ports and output ports owned by it.

Both synchronous communication and asynchronous communication are supported. A single input port may be connected to several output ports, so there can be multiple pending messages on an input port; these messages therefore have to be queued. A guarded-command style statement is provided for waiting for messages on any of a set of input ports.

(3) Fault tolerance. Recovery from processor failures is intended to be handled transparently by the NIL run-time system, using the optimistic recovery technique discussed in Section 2.3.3.

(4) Implementation and experience. A NIL compiler generating code for a uniprocessor (IBM 370) has been implemented. Research on distributed implementations has focused on transformation strategies, which optimize NIL programs for specific target configurations [Strom and Yemini 1985a]. NIL has been used to implement a prototype communication system, consisting of several hundred modules [Strom and Yemini 1986]. The implementors found the tyepstate mechanism highly useful in integrating this relatively large number of modules.

3.1.3 Rendezvous

The rendezvous mechanism was first used in Ada and later employed in some other languages, as shown in Table 4. We discuss Ada and Concurrent C below.

Ada. The language Ada was designed on behalf of the Department of Defense by a team of people led by Jean Ichbiah [U.S. Department of Defense 1983]. Since its first (preliminary) definition appeared in 1979, Ada has been the subject of an avalanche of publications. A substantial part of the discussion in these publications relates to parallel and distributed programming in Ada (e.g., [Yemini 1982; Gehani 1984a; Mundie and Fisher 1986; Burns et al. 1987]) and to the implementation of Ada's multitasking. van Katwijk reviews more than 30 papers of the latter category [van Katwijk 1987].

(1) Parallelism. Parallelism is based on sequential processes, called tasks in Ada. Each task has a certain type, called its task type. A task consists of a specification part, which describes how other tasks can communicate with it, and a body, which contains its executable statements. Tasks can be created explicitly or can be declared, but in neither case is it possible to pass any parameters to the new task. Limited control over the local scheduling of tasks is given, by allowing a static priority to be assigned to task types. There is no notation for mapping tasks onto processors.

(2) Communication and synchronization. Tasks usually communicate through the rendezvous mechanism. Tasks can also communicate through shared variables, but updates of a shared variable by one task are not guaranteed to be immediately visible to other tasks. An implementation that does not have physically shared memory may keep local copies of shared variables and defer updates until tasks explicitly synchronize through a rendezvous.

The rendezvous mechanism is based on entry declarations, entry calls, and accept statements, as discussed in Section 2.2.1. Entry declarations are only allowed in the specification part of a task. Accept statements for the entries appear in the body of the task. They contain a formal parameter part similar to that of a procedure. It is not possible to accept an entry conditionally depending on the values of the actual parameters, or to control the order in which outstanding requests are accepted. Gehani

<table>
<thead>
<tr>
<th>Table 4. Languages Based on Rendezvous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
</tr>
<tr>
<td>BNR Pascal</td>
</tr>
<tr>
<td>Concurrent C</td>
</tr>
<tr>
<td>MC</td>
</tr>
</tbody>
</table>
and Cargill show that an array of entries with the same formal part (a so-called family) can sometimes be used instead of conditional acceptance, although in general this leads to polling [Gehani and Cargill 1984].

A task can call an entry of another task by using an entry call statement, similar to a procedure call statement. An entry call specifies the name of the task containing the entry, as well as the entry name itself. Entry names cannot be used in expressions (e.g., they cannot be passed around as parameters). A program can use a pointer to an explicitly created task as a name for that task. Pointers are more flexible than static identifiers, but they cannot point to declared tasks or to entries.

Ada uses a select statement similar to CSP's alternative command for expressing nondeterminism. Ada's select statement is actually used for three different purposes: to select an entry call nondeterministically from a set of outstanding requests, to call an entry conditionally (i.e., only if the called task is ready to accept it immediately), and to set a time-out on an entry call. So Ada essentially supports input guards and conditional and timed entry calls, but not output guards.

(3) Fault tolerance. Ada has an exception-handling mechanism for dealing with software failures, but the language definition does not address the issue of hardware failures [Burns et al. 1987]. If the processor on which a task T executes crashes, an implementation may (but need not) treat T like an aborted task (i.e., a task that failed because of software errors). If so, other tasks that try to communicate with T will receive a tasking_error exception and conclude that T is no longer alive; however, they do not know the reason (hardware or software) why T died, so this support for dealing with processor failures is very rudimentary.

(4) Implementation and experience. Given the fact that the Department of Defense intends to have Ada replace 300 or so other languages currently in use and that industry has also shown some interest in Ada, the language probably will be used extensively in the future. Many implementations of Ada are now available, and several million lines of Ada code have already been written for uniprocessor applications [Myers 1987].

Burns et al. cite 18 papers addressing the issue of how to use Ada in a distributed environment [Burns et al. 1987]. They also review many problems with parallel and distributed programming in Ada. The synchronization mechanism receives a substantial part of the criticism: It is asymmetric (input guards but not output guards in select statements), entry calls are always serviced in FIFO order and cannot be accepted conditionally, and it is not possible to assign priorities to alternatives of a select statement. Distribution of programs among multiple processors is not addressed by the definition of Ada, but is left to configuration tools.

Concurrent C. Concurrent C extends the C language [Kernighan and Ritchie 1978] by adding support for distributed programming. The language is being developed at AT&T Bell Laboratories, by Narain Gehani and others [Gehani and Roome 1986a, 1989]. Concurrent C is based on Ada's rendezvous model, but its designers tried to avoid the problems they observed in this model [Gehani and Roome 1988].

(1) Parallelism. A process in Concurrent C has a specification part and a body, just like tasks in Ada. The specification part consists of the process's name, a list of formal parameters, and a list of transactions. (A transaction is Concurrent C's equivalent to an Ada entry.) Processes are created explicitly, using the create primitive, which can pass parameters to the created process. The new process can be given a priority (which can later be changed by itself or by other processes) and can be assigned to a specific processor. The create primitive returns an identifier for the new process instantiation. This value can be assigned to a variable of the same process type and can be passed around as a parameter. For example,

```
process buffer pid;
pid = create buffer(100) priority(1) processor(3);
```
starts a process of type buffer on processor 3, giving it priority 1 and passing the number 100 as a parameter to it. A reference to the process is returned in pid, which might be passed to another process to use for subsequent communication with the buffer process.

(2) Communication and synchronization. Processes communicate through the rendezvous mechanism. (Communication through shared variables is not forbidden, but no special language support is provided for it, and it will only work correctly on shared-memory machines.) A transaction in Concurrent C differs from an Ada entry in that a transaction may return a value. In addition, Concurrent C supports asynchronous transactions (equivalent to asynchronous message passing); such transactions may not return a value [Gehani 1987].

Concurrent C supports a more powerful accept statement than Ada. Transactions can be accepted conditionally, based on the values of their parameters, as in the following example:

```concurrent
accept tname(a, b, c) suchthat (a < b) 
{ ... } 
```

Only outstanding transaction calls for which the expression after the suchthat evaluates to "true" will be accepted. The order of acceptance can be controlled using a by clause:

```concurrent
accept tname(a, b, c) by(c) { ... } 
```

Of all outstanding calls to transaction tname, the one with the lowest third parameter will be accepted.

A transaction call is similar to a function call and can be used as part of an expression (since transaction calls may return values). The transaction call specifies the name of the called process along with the transaction name and supplies actual parameters. The process name can be any expression that yields a process identifier. The transaction name is a static identifier. A specific transaction of a specific process can be assigned to a transaction pointer variable, which can subsequently be used instead of these two names in an indirect transaction call. With this mechanism, the caller need not know the type or name of the called process.

The caller can specify the amount of time it is willing to wait for its request to be carried out, using the following construct:

```concurrent
within N ? pid.tname(params) : expr 
```

If process pid does not accept the tname transaction call within N seconds, the call is canceled, and the expression expr is evaluated instead. This construct is equivalent to Ada's timed entry call, although with an entirely different syntax.

Nondeterminism is expressed through a select statement, similar to the one used by Ada. Concurrent C's select statement is somewhat cleaner, because it is used only for dealing with nondeterminism, not for timed or conditional transaction calls.

(3) Fault tolerance. A fault-tolerant version of Concurrent C (called FT Concurrent C) based on replication of processes has been designed [Cmelik et al. 1987].

(4) Implementation and experience. Concurrent C has been implemented on a uniprocessor, a group of executable-code-compatible machines connected by an Ethernet, and a multiprocessor providing shared global memory [Cmelik et al. 1986]. Concurrent C has been used in several nontrivial applications, such as a distributed version of "make" [Cmelik 1986], a robot system [Cox and Gehani 1986], discrete event simulation [Roome 1986], and a window manager [Smith-Thomas 1986]. The language is being merged with C++ [Stroustrup 1986] to create a programming language supporting both distributed programming and classes [Gehani and Roome 1986b].

3.1.4 Remote Procedure Call

RPC was first introduced by Brinch Hansen for his language Distributed Processes (see below) and has been studied in more detail by Nelson and Birrell [Nelson 1981; Birrell and Nelson 1984]. Remote procedure calls are also used in several other languages, as shown in Table 5. (Most languages based on atomic transactions also use RPCs; these are discussed in Section 3.1.7.)
Table 5. Languages Based on Remote Procedure Call

<table>
<thead>
<tr>
<th>Language</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cedar</td>
<td>[Swinehart et al. 1985]</td>
</tr>
<tr>
<td>Concurrent CLU</td>
<td>[Hamilton 1984; Cooper and Hamilton 1988]</td>
</tr>
<tr>
<td>Distributed Processes</td>
<td>[Brinch Hansen 1978]</td>
</tr>
<tr>
<td>LYNX</td>
<td>[Scott 1985, 1986, 1987; Scott and Cox 1987]</td>
</tr>
<tr>
<td>P^</td>
<td>[Carpenter and Cailliau 1984]</td>
</tr>
</tbody>
</table>

Distributed Processes. Brinch Hansen's Distributed Processes (DP) [Brinch Hansen 1978] is the successor to Concurrent Pascal [Brinch Hansen 1975]. Like Concurrent Pascal, DP is oriented toward real-time systems programming. Instead of Concurrent Pascal's monitor-based communication scheme, DP processes communicate using RPC.

(1) Parallelism. In DP the number of processes is fixed at compile time. The intention is that there be one processor dedicated to executing each process. Each process, however, can contain several threads of control running in pseudoparallel. A process definition contains an initial statement, which may be empty; this is the first thread. It may continue forever, or it may finish executing at some point, but in either case the process itself continues to exist; DP processes never terminate. Additional threads are initiated by calls from other processes. Arrays of processes may be declared. A process can determine its array index using the built-in function this.

(2) Communication and synchronization. DP processes communicate by calling one another's common procedures. Such a call has the form

```
call P.f(exprs, vars)
```

where P is the name of the called process and f is the name of a procedure declared by P. The expressions are input parameters; the return values of the call are assigned to the (output) variables.

The calling process (and all its threads) is blocked during the call. A new thread of control is created within P. P's initial statement and the threads created to handle remote calls execute as pseudoparallel processes, scheduled nonpreemptively. They communicate through P's global variables and synchronize through guarded regions.

Like the select statement of CSP and Ada, a guarded region in DP is based on Dijkstra's guarded command. A guarded region allows a thread to wait until one of a number of guards (conditional expressions) is true. When a thread is blocked in a guarded region, other threads in its process can continue their execution. The guards have access to the input parameters of the remote call and to the process's global variables. Since other threads can change the global variables, the guards are repeatedly evaluated, until one or more of them is true. This is a major difference with the select statement and makes the guarded region somewhat more powerful.

Two forms of guarded regions are supported by DP. The when statement nondeterministically selects one true guard and executes the corresponding statement. The cycle statement is an endless repetition of the when statement.

(3) Implementation and experience. DP is a paper design and has not been implemented. An outline of a possible implementation is given by Brinch Hansen [1978].

3.1.5 Multiple Communication Primitives

As can be seen from the previous sections, many different communication and synchronization mechanisms exist, each with its own advantages and disadvantages. As there is no general agreement on which primitive is best, some language designers have taken the approach of providing a range of primitives, from which the programmer can choose the one most suited to the application. In addition, programmers can experiment with different primitives while still using the same language. An important issue in the design of such a language is how to integrate all these primitives in a clean and consistent way. Examples of languages in this class are shown in Table 6. We discuss SR below.
Table 6. Languages Based on Multiple Communication Primitives

<table>
<thead>
<tr>
<th>Language</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dislang</td>
<td>[Li and Liu 1981]</td>
</tr>
<tr>
<td>Pascal-FC</td>
<td>[Burns and Davies 1988]</td>
</tr>
<tr>
<td>StarMod</td>
<td>[Cook 1980; LeBlanc and Cook 1983]</td>
</tr>
<tr>
<td>SR</td>
<td>[Andrews 1981]</td>
</tr>
</tbody>
</table>

Synchronizing Resources. Synchronizing Resources (SR) was developed by Gregory Andrews et al. at the University of Arizona [Andrews 1981, 1982; Andrews and Olsson 1986; Andrews et al. 1988]. SR is a language for programming distributed operating systems and applications. It is based on Modula, Pascal, and DP, and provides several models of interprocess communication.

(1) Parallelism. An SR program consists of one or more resources. A resource is a module run on one physical node (either a single processor or a shared-memory multiprocessor). Resources are dynamically created (parameters may be passed), and optionally assigned to run on a specific machine. An identifier for the resource instance is returned by the create command.

A resource can contain several processes, and these may share data. Synchronization among these processes is supported by the use of semaphores. Communication with processes in other resources is restricted to operations, discussed below. A resource may contain an initialization and a termination process. These are created and run implicitly. A resource terminates when it is killed by the destroy command. A program terminates when all its processes terminate or block.

(2) Communication and synchronization. An SR operation definition looks like a procedure definition. Its implementation can look like either a procedure or an entry point. When implemented as a procedure, the operation is serviced by an implicitly created process. When implemented as an entry point, it is serviced by an already running process in a rendezvous. The two types of implementation are transparent to the invoker of the operation. On the invoker's side, an operation may be called asynchronously using a send or synchronously using a call. A send blocks until the message has been delivered to the remote machine; a call blocks until the operation has been completed and any return values have been received. Several calls can be grouped in a parallel call statement, which terminates when all calls have been completed. The operation and its resource instance must be named explicitly in the invocation. This is done using the identifier for the resource returned by the create command.

By combining the two modes of servicing operations and the two modes of invoking them, four types of interprocess communication can be expressed as shown in Table 7.

SR uses a construct similar to the select statement (see Section 2.2.3) to deal with nondeterminism. The SR guarded command, or alternative, has the following form:

\[\text{entry-point(params)} \text{ and boolean-expression} \text{ by expr → statements}\]

A guard may contain an entry point for an operation, a Boolean expression, and a priority expression. The two expressions can refer to the actual parameters of the operation. An alternative is enabled if there is a pending invocation of the operation and the Boolean expression evaluates to true. The expression in the by part is used for prioritization when there are several pending invocations of the same operation. If all Boolean expressions are false, the process suspends.

(3) Fault tolerance. SR supports two rudimentary mechanisms for handling failures [Andrews et al. 1988]. Exception handlers can be used to handle failures detected by the run-time system. For example, a handler attached to an operation invocation is called if the invocation fails. A when-statement can be used to ask the run-time system to monitor a certain source (e.g., a process or processor) and to invoke a user-supplied operation if the source fails.
Table 7. Four Types of Interprocess Communication in SR

<table>
<thead>
<tr>
<th>Call (synchronous)</th>
<th>Send (asynchronous)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entry (asynchronous)</td>
<td>Rendezvous</td>
</tr>
<tr>
<td>Process (asynchronous)</td>
<td>RPC</td>
</tr>
</tbody>
</table>

(4) Implementation and experience. An implementation of SR on top of UNIX\textsuperscript{12} is described by Andrews et al. [1988]. It runs on collections of SUNs or VAXes and on the Encore Multimax. SR has been used to implement a parallel PROLOG interpreter and the file system of the Saguaro distributed operating system [Andrews et al. 1988].

3.1.6 Object-Based Languages

The object-based approach to programming is becoming increasingly popular, not only in the world of sequential programs, but also for building distributed applications. The need for distributed objects arises when, for example, operating systems and distributed problem solvers are modeled. Exploiting parallelism to speed up programs is usually considered to be a secondary issue, to be dealt with by the language implementation.

In most parallel object-based or object-oriented\textsuperscript{13} languages (see Table 8), parallelism is based on assigning a parallel process to each object, so objects become active components. This method is used, for example, in the languages Concurrent Smalltalk, CLIX, Emerald, Hybrid, Ondine, POOL, Sloop, and in the actor languages Act 1, Cantor, and CSSA. Concurrent Smalltalk (based on Smalltalk-80 [Goldberg and Robson 1983]) also supports asynchronous message passing to increase parallelism even further. Actor languages [Hewitt 1977; Agha 1986] are related to object-oriented languages, but arrange objects in dynamically changing hierarchies, rather than in static classes. Athas and Seitz discuss the usage of the actor language Cantor for programming fine-grain multicomputers [Athas and Seitz 1988].

ABCL/1 uses asynchronous message passing and an explicit construct for sending several messages simultaneously to different objects. Orient84/K is a multiparadigm language for programming knowledge-based systems, integrating object-oriented, logic, and parallel programming. OIL is the intermediate language for the FAIM-1 symbolic multiprocessor system. OIL integrates parallel, object-oriented, logic, and procedural programming. Raddle is a language for the design of large distributed systems. EPL is an object-based language based on Concurrent Euclid [Holt 1982]. EPL is used with the Eden distributed operating system [Almes et al. 1985]. It influenced the design of Emerald (discussed below) and Distributed Smalltalk, which is based on Smalltalk-80.

Emerald. Emerald is an object-based programming language for the implementation of distributed applications. It was developed at the University of Washington by Andrew Black and others [Black et al. 1986, 1987; Hutchinson 1987; Jul et al. 1988; Jul 1988].

Like Smalltalk-80, Emerald considers all entities to be objects. For the programmer, both a file accessible by many processes and a Boolean variable local to a single process are objects. Objects can either be passive (data) or active. Unlike Smalltalk-80, Emerald is a strongly typed language and has no classes or inheritance.

Abstract types are used to define the interface to an object. An abstract type can be implemented by any object supporting at least the operations specified in the interface. The type system was designed to allow multiple implementations of the same type to coexist; new implementations can be added to a running system. The pro-

---

\textsuperscript{12} UNIX is a registered trademark of AT&T Bell Laboratories.

\textsuperscript{13} As discussed in Section 2.1.1, we define a language to be object oriented if it has inheritance, and object based if it supports objects but lacks inheritance.
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Table 8. Object-Oriented, Object-Based, and Actor Languages

<table>
<thead>
<tr>
<th>Language</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABCL/l</td>
<td>[Yonezawa et al. 1986]</td>
</tr>
<tr>
<td>Act 1</td>
<td>[Lieberman 1987]</td>
</tr>
<tr>
<td>ALPS</td>
<td>[Vishnubhotia 1988]</td>
</tr>
<tr>
<td>Cantor</td>
<td>[Athas and Seitz 1988]</td>
</tr>
<tr>
<td>CLIX</td>
<td>[Hur and Chon 1987]</td>
</tr>
<tr>
<td>Cluster 86</td>
<td>[Lujun and Zhongxiu 1987]</td>
</tr>
<tr>
<td>ConcurrentSmalltalk</td>
<td>[Yokote and Tokoro 1986, 1987a, 1987b]</td>
</tr>
<tr>
<td>CSSA</td>
<td>[Nehmer et al. 1987]</td>
</tr>
<tr>
<td>Distributed Smalltalk</td>
<td>[Bennett 1987]</td>
</tr>
<tr>
<td>Emerald</td>
<td>[Black et al. 1986]</td>
</tr>
<tr>
<td>EPL</td>
<td>[Black et al. 1984]</td>
</tr>
<tr>
<td>Hybnd</td>
<td>[Nierstrasz 1987]</td>
</tr>
<tr>
<td>Mentat</td>
<td>[Grimshaw and Liu 1987]</td>
</tr>
<tr>
<td>OIL</td>
<td>[Davis and Robison 1985]</td>
</tr>
<tr>
<td>Ondine</td>
<td>[Ogihara et al. 1986]</td>
</tr>
<tr>
<td>Orient84/K</td>
<td>[Ishikawa and Tokoro 1987]</td>
</tr>
<tr>
<td>POOL</td>
<td>[America 1987]</td>
</tr>
<tr>
<td>Raddle</td>
<td>[Forman 1986]</td>
</tr>
<tr>
<td>SINA</td>
<td>[Aksit and Tripathi 1988]</td>
</tr>
<tr>
<td>Sloop</td>
<td>[Lucco 1987]</td>
</tr>
</tbody>
</table>

The grammar can supply different implementations, each tailored to a specific use. Alternatively, the compiler can automatically generate different implementations from the same source code, tailored for local objects or distributed objects.

(1) **Parallelism.** Parallelism is based on the simultaneous execution of active objects. Since objects in Emerald can be moved from one processor to another (as discussed below), the language essentially supports process migration. This is the most flexible mapping strategy discussed in Section 2.1.2.

(2) **Communication and synchronization.** An object consists of four parts: a name, a representation, a set of operations, and an optional process. The name uniquely identifies the object within the distributed system. The representation contains the data of the object. Objects communicate by invoking each other’s operations. There can be multiple active invocations within one object. The optional process runs in parallel with all these invocations. The invocations and the data shared by these invocations can be encapsulated in a monitor construct. The internal process can enter the monitor by calling an operation of its own object. Within a distributed system, many objects can run in parallel. Emerald provides the same semantics for local and remote invocations.

At any given time, an object is on a single processor, called its location. In general, programmers do not have to worry about locations, because the semantics of operation invocations are location independent. Some applications, however, are better off when they can control the locations of objects. For example, two objects that communicate frequently can be put on the same processor. Conversely, objects that are replicas of the same data should be located on different processors, to reduce the chance of losing the data after a processor crash.

In Emerald, global objects can be moved from one processor to another. Such a move may be initiated either by the compiler (using compile-time analysis) or by the programmer, using a few simple language primitives. One important case is where an object is passed as a parameter in a remote operation. Every access to the parameter object will result in an extra remote invocation. The obvious solution is to pass a
copy of the object as a parameter, but this changes the parameter mechanism into call-by-value. For object-based languages, call-by-reference is more natural. The solution in Emerald is to optimize such calls by first moving the parameter object to the destination processor, then doing the call, and optionally moving the object back. As this case occurs frequently, Emerald introduces a new parameter passing mode, called call-by-move, to accomplish this efficiently (i.e., with low message-passing overhead).

(3) Implementation and experience. An important goal of a good implementation of Emerald is to recognize simple operations on small objects and to treat them efficiently. For example, an addition of two local integer variables is compiled to inline code. Local calls to objects that cannot move essentially take a local procedure call. Global objects (which are allowed to move) are referenced indirectly through an object descriptor, which either contains the address of the object if it is local, or tells where to find the object in the distributed system. When an object moves to another processor, the descriptors on its old and new locations are updated.

A prototype distributed implementation of Emerald has been built, running on DEC MicroVax II and SUN workstations connected by Ethernet.

Emerald has been used to implement a mail system, a replicated name server, a shared appointment calendar system, and several other applications [Jul et al. 1988].

Table 9. Languages Based on Atomic Transactions

<table>
<thead>
<tr>
<th>Atomic transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
</tr>
<tr>
<td>Aeolus</td>
</tr>
<tr>
<td>Argus</td>
</tr>
<tr>
<td>Avalon</td>
</tr>
<tr>
<td>Camclot Library</td>
</tr>
</tbody>
</table>

...a collection of macros and subroutines embedded in the C language. The Camclot Library takes care of many low-level details of transaction and object management, thus facilitating the implementation of Camclot servers and applications. This approach avoids designing a totally new language, while providing higher level primitives than traditional system calls.

Argus. Argus [Liskov 1982; Liskov and Scheifler 1983; Liskov 1984, 1988; Weihl and Liskov 1985], being developed at MIT by Barbara Liskov and colleagues, is based on CLU [Liskov et al. 1977] and Extended CLU [Liskov 1979]. It provides support for fault-tolerant distributed programming, in particular for applications requiring a high degree of reliability and availability, such as banking, airline reservation, and mail systems. Its main features are guardians (modules that can survive crashes) and actions (groups of atomic executions).

(1) Parallelism. An Argus module, called a guardian, contains data objects and procedures for manipulating those objects. A guardian may contain background and recover sections and may have several creator and handler procedures. A creator procedure is run when an instance of the guardian is being made. The handler procedures are run on behalf of processes outside of the guardian. The recover section is executed when the guardian is started up again after a crash. The background section is intended for doing periodic tasks and is run continually during the life of the guardian.

A guardian instance is created dynamically by a call to a creator procedure. A creator may take parameters, and the
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A guardian may be explicitly placed on a node:

```
guardianType$creator(params)
  @ machineX
```

More than one process may be running in a guardian instance at a given time. If the guardian contains a background section, a process is created to run it. In addition, each time a call is made to one of the guardian's handlers, a process is created to run the appropriate handler procedure. A guardian can terminate itself by executing the `terminate` statement.

Parallelism results from simultaneous execution of guardians. Pseudoparallelism results from the implicit creation of a new process for each handler call within a guardian. Pseudoparallel execution can also be expressed using a `coenter` statement. A `coenter` terminates when all its components have finished, and one component may terminate the rest prematurely by transferring control out of the `coenter` statement.

(2) Communication and synchronization. Processes running in the same guardian instance can communicate using shared variables. Processes belonging to different guardians, however, can only communicate using handler calls. A handler call is a form of RPC, with arguments passed by value. Guardian and handler names may be passed as parameters. Argus provides synchronization mechanisms at two levels: one for pseudoparallel processes; the other for parallel actions.

The `mutex` type provides mutually exclusive access to objects shared by processes within a guardian. The `seize` construct delays a process until it can gain possession of the given mutex object; the process gives up possession again when it finishes executing the `seize` body. The `pause` call can be made when a process encounters a delay (such as an unavailable resource) and wants to give up the mutex object while it suspends for a while.

In order to allow parallelism of actions, while retaining their atomic semantics, `atomic objects` are used, which are instances of atomic data types. Argus has some built-in atomic types, and users can define their own. The types of atomic objects determine the amount of parallelism of actions permitted.

(3) Fault tolerance. Some of the guardian's objects may be declared as `stable`; they are kept on stable storage. If a node crashes, the guardian can be brought up again by retrieving its stable objects from store and executing its `recover` section.

Argus supports two types of atomic executions: `topactions` and `nested subactions` [Moss 1981]. Changes only become permanent (and stable objects written back to stable storage) when a topaction commits. A subaction is indivisible, but its effects are not made permanent until its top-level action commits. If a top-level action aborts, its subactions have no effect at all. On the other hand, if a subaction aborts, its parent action is not forced to abort. Nested subactions can be used for dealing with communication failures and for increasing parallelism. An action can also start up a new topaction.

(4) Implementation and experience. A UNIX-based implementation of Argus on a collection of MicroVax II workstations is described by Liskov et al. [1987].

One Argus application reported in the literature is a distributed collaborative editing system (CES), which allows a group of coauthors to edit a shared document [Greif et al. 1986]. A number of problems with the language design were identified during this experiment. When an action aborts, for example, no user code is activated; the run-time system does all the processing automatically. In some cases, however, the application also needs to do some processing after an abort (e.g., in CES an abort sometimes implies updating a screen). The implementors of CES reported that their task would have been significantly simplified had Argus provided more explicit control over action aborts and commits.

Another application implemented in Argus, a distributed mail repository, is described by Duy [1987].
Aeolus. Aeolus is a systems programming language for implementing fault-tolerant servers for the Clouds distributed operating system. Aeolus provides abstractions for the Clouds notions of objects, actions, and processes, and provides access to the recoverability and synchronization features supported by Clouds. Both Clouds and Aeolus are being developed at Georgia Institute of Technology by Richard LeBlanc and colleagues [LeBlanc and Wilkes 1985; Wilkes and LeBlanc 1986, 1988].

(1) Parallelism. Aeolus is object based in the sense that it supports data abstractions. Unlike in Emerald, however, objects in Aeolus are passive (see Section 2.1.1). Aeolus therefore supports a process concept for providing parallel activity.

(2) Communication and synchronization. Communication and synchronization in Aeolus are expressed through operation invocations on objects, as discussed below.

(3) Fault tolerance. We first give a brief description of salient features of Clouds related to fault tolerance and then discuss how Aeolus supports these features. The Clouds distributed operating system supports atomic transactions on objects. As in Argus, actions can be nested. A Clouds object is a passive entity that encapsulates data. The data of an object can only be manipulated by invoking operations (remote procedures) defined for the object. Objects are created dynamically. Each instance of an object type has its own state, consisting of the global variables used by the implementation of the operations. Objects may be replicated in order to increase availability [Wilkes and LeBlanc 1988].

Clouds supports so-called recoverability and synchronization of objects. Recoverability allows objects to survive processor crashes. Synchronization ensures that parallel operation invocations are ordered such that they do not interfere with each other. Both features can be handled automatically by the Clouds kernel or can be custom programmed for higher efficiency, using semantic knowledge about the problem being implemented. Automatic recovery is based on checkpointing the entire state of the object, whereas custom recovery need only checkpoint those parts of the object state that have been indicated by the programmer. Automatic synchronization allows multiple read-operations to execute simultaneously, but serializes all operations that modify any part of the object state.

Aeolus gives programming language support for Clouds objects and actions. An object type in Aeolus consists of a definition part and an implementation part. The former contains the name of the object type and the operations allowed on objects of that type. It also specifies whether recovery should be done by the system, by the programmer, or not at all, and it may specify that synchronization is to be done automatically. Programmed synchronization is based on critical sections (for mutual exclusion) and on explicit locking using various lock types. The declaration of a lock type specifies a number of modes, a compatibility relation between the nodes, and (optionally) a domain of values to be locked. For example, a read-write lock type over file names of 14 characters can be declared as follows:

\[
\text{type rw-lock is}\n\begin{align*}
\text{lock (read: \{read\}, write: \{\}) } \\
\text{domain is string(14)}
\end{align*}
\]

This declaration introduces two modes, "read" and "write," and specifies that several "read" locks on file names may be obtained, but that "write" locks are exclusive, as they are compatible with no other mode. The usage of a domain allows a lock to be separated from the data being locked.

The support provided by Aeolus for programming with actions is rather low level. The language provides direct access to the Clouds primitives. Programmers may write their own action event handlers, procedures that are called when an action event (such as commit or abort) happens.

Aeolus gives the programmer more flexibility than Argus for optimizing recovery and synchronization. On the negative side, the many features thus introduced make Aeolus a fairly complex language.

(4) Implementation and experience. A compiler and run-time system for Aeolus
have been implemented. Aeolus has not yet been used for any major distributed applications.

3.2 Languages with Logically Shared Address Spaces

We now turn our attention from languages with logically distributed address spaces to languages providing logically shared address spaces. In particular, we look at three subclasses: parallel functional languages, parallel logic languages, and languages based on distributed data structures (see Figure 4). Languages based on shared variables (e.g., Algol 68 [van Wijngaarden et al. 1975], Concurrent Pascal [Brinch Hansen 1975], and MESA [Geschke et al. 1977]) are not discussed here. They can (at least in principle) be implemented on a distributed system, using techniques like Shared Virtual Memory [Li and Hudak 1986], but they were designed for shared-memory multiprocessors. (For a detailed discussion of shared-variable languages, we refer the reader to Andrews and Schneider [1983].)

3.2.1 Parallel Functional Languages

Pure functional languages are being studied in several parallel programming projects (see Table 10). The implicit parallelism in functional languages is especially suited for closely coupled architectures like dataflow machines; whereas distributed computing systems are in general more coarse grained. Nevertheless, functional languages can be used for programming distributed systems by providing a mapping notation that efficiently distributes computations among processors. This approach is taken by the language ParAlfl (discussed below).

Nonpure functional languages can also be based on functional parallelism, but they require a mechanism for determining which expressions can be evaluated in parallel. The language FX-87 uses an effect system for this purpose. An effect is a static description of the side effects of an expression. The effect of a function can be specified by the programmer and checked by the compiler. The compiler uses the effect information to do certain optimizations and to determine which expressions to evaluate in parallel.

Multilisp, QLISP, and Concurrent LISP are intended primarily for shared-memory machines and would be less efficient on distributed systems. Blaze is a Pascal-based language for parallel scientific programming that supports the functional programming model. It uses functional parallelism as well as explicit parallelism through a parallel loop-construct.


(1) Parallelism. ParAlfl employs implicit, functional parallelism. Functional parallelism is usually fine grained, resulting in many small tasks that can be done in parallel. As there may be far more parallel tasks than physical processors, ParAlfl uses a mapping notation to specify which expressions are to be evaluated on which processors. An expression followed by the annotation $on proc will be evaluated on the processor determined by the expression proc. This proc expression can be relative to the currently executing processor. For example, if the expression

\[(f(x) \text{ on } (\$self - 1)) + (g(y) \text{ on } (\$self + 1))\]

is executed by Processor P, then Processor P - 1 executes f(x), Processor P + 1

Table 10. Parallel Functional Languages

<table>
<thead>
<tr>
<th>Language</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blaze</td>
<td>[Mehrotra and van Rosendal 1987]</td>
</tr>
<tr>
<td>Concurrent LISP</td>
<td>[Sugimoto et al. 1983]</td>
</tr>
<tr>
<td>FX-87</td>
<td>[Jouvelot and Gifford 1988]</td>
</tr>
<tr>
<td>Lisptalk</td>
<td>[Li 1988]</td>
</tr>
<tr>
<td>Multilisp</td>
<td>[Halstead 1985]</td>
</tr>
<tr>
<td>ParAlfl</td>
<td>[Hudak 1986]</td>
</tr>
<tr>
<td>PML</td>
<td>[Reppy 1988]</td>
</tr>
<tr>
<td>QLISP</td>
<td>[Gabriel and McCarthy 1984, 1988]</td>
</tr>
<tr>
<td>Symmetric LISP</td>
<td>[Gelernter et al. 1987a, 1987b]</td>
</tr>
</tbody>
</table>
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executes $g(y)$ (in parallel), and Processor $P$ itself performs the addition.

(2) Communication and synchronization. Communication and synchronization between parallel computations are implicit, so there is no need for explicit language constructs. A computation automatically blocks when it needs the result of another computation that is not yet available.

The semantics of ParAlfl are based on lazy evaluation, which means that an expression is not evaluated until its result is needed. In general, the programmer need not be concerned with the order in which computations are done. For efficiency reasons, he or she may want to control the evaluation order, however. For this purpose, ParAlfl supports eager expressions, which are evaluated before their results are needed, and synchronizing expressions, which constrain the evaluation order.

ParAlfl programs are fully deterministic, provided that a few simple restrictions on proc expressions are satisfied. This means that the results of such programs do not depend on how the computations are distributed among the processors. In particular, the results of a program will be the same whether executed on a uniprocessor or on a parallel system.

(3) Implementation and experience. ParAlfl has been implemented on the Encore Multimax multiprocessor and on two distributed architectures (hypercubes): the Intel iPSC and the NCube [Goldberg and Hudak 1986]. The language has been used for implementing several parallel algorithms (e.g., divide-and-conquer, linear equations, partial differential equations) [Hudak 1986].

### 3.2.2 Parallel Logic Languages

Many of the underlying ideas of parallel logic programming languages (see Table 11) were introduced by Clark and Gregory for their Relational Language. Most parallel logic languages are based on AND/OR parallelism, shared logical variables, and committed choice nondeterminism (see Sections 2.1.1, 2.2.2, and 2.2.3). Examples are Concurrent PROLOG and Flat Concurrent PROLOG (discussed below), PARLOG (also discussed below), guarded Horn clauses (GHC), and Oc. P-PROLOG is also based on shared logical variables, but uses a mechanism called exclusive guarded Horn clauses for controlling OR-parallelism. For a normal guarded Horn clause, if several clauses for a given goal have a guard that evaluates to “true,” then one of them is chosen nondeterministically. For an exclusive guarded Horn clause, however, the execution of the goal suspends, until exactly one guard evaluates to “true.” (Note that a guard that initially succeeds can later fail, if one of the variables used by the guard gets bound.)

BRAVE is a parallel logic language that does not use committed choice nondeterminism, but supports true OR-parallelism. Mandala combines object-oriented and logic programming. Quy combines functional and logic programming.

Delta PROLOG is significantly different from the languages mentioned above. It is based on message passing rather than on shared logical variables, it uses only AND-parallelism, and it supports PROLOG's completeness of search by using distributed backtracking.

<table>
<thead>
<tr>
<th>Language</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRAVE</td>
<td>Reynolds et al. 1988</td>
</tr>
<tr>
<td>Concurrent PROLOG</td>
<td>Shapiro 1987</td>
</tr>
<tr>
<td>Delta PROLOG</td>
<td>Pereira et al. 1986</td>
</tr>
<tr>
<td>Guarded Horn clauses</td>
<td>Ueda 1985</td>
</tr>
<tr>
<td>Mandala</td>
<td>Ohki et al. 1987</td>
</tr>
<tr>
<td>Oc</td>
<td>Takeuchi and Furukawa 1986</td>
</tr>
<tr>
<td>PARLOG</td>
<td>Clark and Gregory 1986</td>
</tr>
<tr>
<td>P-PROLOG</td>
<td>Yang and Aiso 1986; Yang 1988</td>
</tr>
<tr>
<td>Quy</td>
<td>Sato 1987</td>
</tr>
<tr>
<td>Relational Language</td>
<td>Clark and Gregory 1981</td>
</tr>
<tr>
<td>Vulcan</td>
<td>Kahn et al. 1986</td>
</tr>
</tbody>
</table>
Programming Languages for Distributed Computing Systems • 307

Concurrent PROLOG. Concurrent PROLOG was designed by Ehud Shapiro of the Weizmann Institute of Science in Rehovot, Israel [Shapiro 1983, 1986, 1987]. Concurrent PROLOG uses many of the ideas proposed by Clark and Gregory for their Relational Language. Shapiro and his group, however, have developed several new programming techniques for languages like Concurrent PROLOG.

(1) Parallelism. Parallelism in Concurrent PROLOG comes from the AND-parallel evaluation of the goals of a conjunction and from the OR-parallel evaluation of the guards of a guarded Horn clause, as discussed in Sections 2.1.1 and 2.2.3. There is no sequential AND-operator, so every goal of a conjunction creates a new parallel process. The textual ordering of the goals has no semantic significance. A mapping notation has been designed for assigning processes to processors, as discussed in Section 2.1.2.

(2) Communication and synchronization. Parallel processes communicate through shared logical variables. Synchronization is based on suspension on read-only variables. A variable is marked as read-only by suffixing it with a "?". Unification of two terms suspends if an attempt is made to instantiate a read-only variable. Thus, Concurrent PROLOG extends the unification algorithm of PROLOG [Robinson 1965] with a test for read-only variables.

Concurrent PROLOG uses guarded Horn clauses to deal with nondeterminism. There is no restriction on the kinds of goals that may appear in a guard, so a guard may create other AND-parallel processes. As these processes may invoke new guards, this may lead to a system of arbitrarily nested guards. This creates a problem, as only the guard of the clause that is committed to may have side effects (see Section 2.2.3). Therefore, a new environment is created for every guard of a guarded Horn clause, containing the bindings made by that guard. On commitment, the environment of the chosen guard is unified with the goal being solved. The environments of all other guards are discarded. Maintenance of these separate environments is difficult to implement, even on a single-processor machine. The need for environments has been eliminated in a subsequent language, called Flat Concurrent PROLOG (FCP) [Mierowsky et al. 1985]. In FCP, guards may only contain a predefined set of predicates, rather than user-defined predicates, so nesting of guards is ruled out. This also virtually eliminates OR-parallelism, but a method has been designed to compile OR-parallel programs into AND-parallel programs [Codish and Shapiro 1986].

(3) Implementation and experience. A uniprocessor implementation of Flat Concurrent PROLOG exists for several types of UNIX machines [Houri and Shapiro 1986]. The implementation supports the Logix programming environment and operating system [Silverman et al. 1986]. The novelty in the implementation is its efficient support for the creation, suspension, activation, and termination of lightweight processes. The performance is comparable to conventional uniprocessor PROLOG implementations.

A distributed implementation of FCP was developed for the Intel iPSC hypercube [Taylor et al. 1987b]. The key concepts in the implementation are data distribution by demand-driven structure copying and the use of a specialized two-phase locking protocol to implement FCP's atomic unification.

Several applications have been written in Concurrent PROLOG. Shapiro [1987] contains separate papers on Concurrent PROLOG implementations of systolic algorithms, the Maxflow problem (determining the maximum flow through a network), region finding in a self-intersecting polygon, image processing, the Logix system, a distributed window system, a public-key system, an equation solver, a compiler for FCP, and a hardware simulator. Most experiences reported are quite positive; actual performance measurements are absent in nearly all papers.

Several programming techniques have been developed that can be used for systems and application programming in
Concurrent PROLOG. Streams, bounded buffers, and incomplete messages were mentioned in Section 2.2.2. Streams and merging of streams can be expressed in Concurrent PROLOG [Shapiro and Mierowsky 1984; Shapiro and Safra 1986]. The "short-circuit" technique implements distributed termination detection. "Metaprogramming" and "metainterpreters" are studied by Safra and Shapiro [1986]. Systolic programming is a well-known technique for executing numerical algorithms in parallel on special-purpose hardware [Kung 1982]. Shapiro [1984] shows that systolic algorithms can also be expressed in Concurrent PROLOG, so they can be run on general-purpose hardware. Concurrent PROLOG can also be used for object-oriented programming [Shapiro and Takeuchi 1983]. Kahn et al. have designed a preprocessor language for Concurrent PROLOG (called Vulcan), which allows object-oriented programs to be written with less verbosity [Kahn et al. 1986].

PARLOG. PARLOG is a parallel logic programming language being developed at Imperial College, London, by Keith Clark and Steve Gregory [Clark and Gregory 1985, 1986; Foster et al. 1986; Gregory 1987; Ringwood 1988; Clark 1988]. It is a descendant of IC-PROLOG [Clark et al. 1982] and the Relational Language [Clark and Gregory 1981]. Like Concurrent PROLOG, PARLOG is based on AND/OR parallelism and committed choice nondeterminism. The main innovation introduced by the language is the use of mode declarations to control synchronization.

(1) Parallelism. PARLOG uses AND/OR parallelism that can be controlled by the programmer. There are two different conjunction operators: "," evaluates both conjuncts in parallel, and "&" evaluates them sequentially (left to right). The clauses for a relation can be separated either by a "," or by a ";" operator. In finding a matching clause for a goal, all clauses separated by a "," are tried in parallel (OR-parallelism). Clauses after a ";" are only tried if all clauses before the separator do not match. In the example below,

1. \( A \leftarrow (B \& C), (D \& E) \);
2. \( A \leftarrow F, G \);
3. \( A \leftarrow H \& J \).

Clause 1 is tried first, by doing \"(B \& C)\" and \"(D \& E)\" in parallel. If Clause 1 fails, Clauses 2 and 3 are tried in parallel. \( F \) and \( G \) are evaluated in parallel, but \( H \) and \( J \) are done sequentially.

The presence of sequential AND/OR operators requires the implementation to determine when a group of parallel processes has terminated, which is not a trivial task in a distributed environment. For example, in \"B \& C,\" all the processes created by \( B \) must have terminated before \( C \) is started. This additional complexity is the main reason why Concurrent PROLOG supports only the parallel operators.

(2) Communication and synchronization. Processes communicate through shared logical variables and synchronize by suspending on unbound shared variables. PARLOG has a mechanism for specifying which processes may generate a binding for a variable. For every relation, a mode declaration must be given that specifies which arguments are input and which are output. For example, the declaration

\[
\text{mode append(list1?, list2?, appended-list}).
\]

defines the first two arguments to the append relation to be input and the third one to be output. An actual argument appearing in an input position will only be used for input matching. If unification of the argument with the corresponding term in the head can only succeed by binding a variable appearing in the input argument, then the unification will suspend. The unification will be resumed when some other process generates a binding for the variable. After commitment, any actual argument appearing in an output position is unified with the output argument in the head of the clause.

PARLOG uses three specialized unification primitives for input matching, equality testing, and output unification. In contrast, Concurrent PROLOG has a general unifi-
Like Concurrent PROLOG, PARLOG uses guarded Horn clauses for nondeterminism. A guard in PARLOG may test any input variables and bind local variables of the clause, but it may not bind variables passed in an input argument. This is checked at compile time, using mode declarations. If a guard tries to bind an output variable, the actual binding is established only after commitment. Unlike Concurrent PROLOG, no environments need be maintained.

(3) Implementation and experience. The compiler can use the information in a mode declaration to increase efficiency. A sequential implementation of PARLOG is described by Foster et al. [1986]. The compiler first compiles PARLOG programs into a subset called Kernel PARLOG, in which all unifications are performed by explicit unification operators. Kernel PARLOG programs are subsequently compiled to code for an abstract machine, called the Sequential PARLOG Machine (SPM), which is emulated on a real machine.

A distributed implementation of PARLOG on a network of SUNs is described by Foster [1988]. The implementation uses some of the ideas of the distributed FCP implementation (see above), but differs in supporting distributed termination and deadlock detection. Also, as PARLOG does not have atomic unification, distributed unification is implemented without using a two-phase locking protocol.

PARLOG has been used for discrete event simulation, the specification and verification of communication protocols, a medical diagnosis expert system, and natural-language parsing [Gregory 1987; Clark 1988].

3.2.3 Distributed Data Structures

Distributed data structures are used in Linda, Orca (both discussed below), SDL, and Tuple Space Smalltalk (see Table 12).

Linda. Linda is being developed by David Gelernter and colleagues at Yale University [Gelernter 1985; Ahuja et al. 1986; Carriero et al. 1986]. Linda is not based on shared variables or message passing, but uses a novel communication mechanism: the Tuple Space. It supports (but does not enforce) a programming methodology based on distributed data structures and replicated workers. The goal of this methodology is to release the programmer from thinking in terms of parallel computations and simultaneous events, hence making parallel programming conceptually similar to sequential programming.

(1) Parallelism. Linda provides a simple primitive (called eval) to create a sequential process. Linda does not have a notation for mapping processes to processors. With the replicated worker model (discussed below), there is no need for such a notation, as each processor executes a single process.

(2) Communication and synchronization. Linda’s underlying communication model, the Tuple Space (TS), was discussed in Section 2.2.2. Processes communicate by inserting new tuples into TS and by reading or removing existing tuples. Processes synchronize by waiting for tuples to be available, using blocking read and in operations.

Traditional communication primitives (e.g., message passing and remote procedures) can be simulated using operations on TS [Gelernter 1985], so algorithms that split up the work among several communicating processes can be expressed in Linda.

<table>
<thead>
<tr>
<th>Language</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linda</td>
<td>Ahuja et al. 1986</td>
</tr>
<tr>
<td>Orca</td>
<td>Bal and Tanenbaum 1988</td>
</tr>
<tr>
<td>SDL</td>
<td>Roman et al. 1988</td>
</tr>
<tr>
<td>Tuple Space Smalltalk</td>
<td>Matsuoka and Kawai 1988</td>
</tr>
</tbody>
</table>
Alternatively, Linda programs can use the so-called replicated workers style [Ahuja et al. 1986]. Such a program consists of $P$ identical (replicated) worker processes, one for each processor. The work to do is stored in a distributed data structure, which is implemented in TS and is accessible by all worker processes. Each process repeatedly takes some work from the data structure, performs it, puts back the results into the data structure, and possibly generates some more work. All workers essentially perform the same kind of task, until all work is done. The workers are loosely coupled; they only interact indirectly through the data structure. This model is claimed to have several advantages [Carrier0 et al. 1986]. In principle, any number of processors can be used (including just one). Also, the work is automatically and fairly distributed among the workers. Finally, process management is easy, as there usually is only one process per processor.

(3) Fault tolerance. A fault-tolerant network kernel for Linda, based on replication of the TS, has been designed by Xu [Xu 1988].

(4) Implementation and experience. Implementations exist for running Linda programs on Bell Labs’ S/Net [Carrier0 and Gelernter 1986], an Ethernet-based MicroVax network, the iPSC hypercube [Gelernter and Carrier0 1986], the Encore Multimax, the Sequent Balance, and other configurations. Different implementation strategies are discussed by Carrier0 [1987].

A hardware coprocessor has been designed by Venkatesh Krishnaswamy that supports Linda communication patterns and tuple matching [Ahuja et al. 1988]. Several (on the order of thousands) nodes, consisting of some CPU and the Linda coprocessor, can be arranged into a grid using this new hardware to form a highly parallel Linda Machine.

One of Linda’s main goals is to achieve high speedups for real-life problems. Applications for which Linda programs have been written include DNA-sequence comparison, database search, VLSI simulation, heuristic monitoring, the Traveling Salesman problem, parameter sensitivity analysis, ray tracing, numerical problems [Gelernter and Carriero 1988], and a distributed backtracking package [Kaashoek and Bal 1988].

Orca. Orca is being developed by Henri Bal and Andrew Tanenbaum at the Vrije Universiteit in Amsterdam [Bal and Tanenbaum 1988; Bal 1989]. The language is primarily intended for the implementation of parallel algorithms on distributed systems. Orca allows processes on different processors to share data structures that are encapsulated in passive objects, which are instances of abstract data types.

(1) Parallelism. Parallelism in Orca is based on sequential processes. Orca provides an explicit fork primitive for spawning a new child process and passing parameters to it. Parameters may be value or shared, as specified in the declaration of the child process.

With value parameters, a copy of the actual parameter is created and passed to the child process. This mode is allowed for any type of parameter, including data structures like sets and graphs. Unlike most procedural languages, Orca does not provide pointers for building graphs; instead, graphs are built-in data types, just like arrays and sets. This eliminates the problem described in Section 2.2.1 of passing complex data structures around in a distributed system.

The second parameter mode—shared—is only allowed for parameters of (user-defined) abstract data types. The actual parameter must be a variable of the same abstract type. The variable, called a data object, is shared by the parent and child process. A child process may pass the object as shared parameter to its children, and so on, so, in general, there will be a hierarchy of processes sharing objects.

(2) Communication and synchronization. Processes communicate indirectly through shared data objects. As described above, such objects are instances of abstract data types. An abstract data type definition consists of a specification part and an implementation part. The speci-
fication part lists the operations that can be applied to objects of the given type. Each operation is applied to a single object; other objects (or regular data) can be passed as value parameters. All operations to the same object are executed indivisibly. For example, if \( X \) is a shared object of type IntegerObject, and the specification part of IntegerObject contains the operation

\[
\text{operation increment(by: integer)};
\]

then the invocation

\[
X\$\text{increment}(12);
\]

applies the operation increment to object \( X \), using the constant 12 as value parameter. If multiple processes simultaneously try to increment object \( X \), then all these invocations will (at least conceptually) be serialized.

The implementation part of an abstract data type specifies the data contained in each variable (object) of the abstract type and contains code implementing the operations. An operation implementation may consist of one or more guarded statements. If so, an invocation of the operation blocks until at least one of the guards succeeds; next, one true guard is chosen nondeterministically, and its statements are executed without blocking again. An operation cannot block halfway during its execution.

(3) Implementation and experience. The shared data-object model can be implemented efficiently on a distributed system by replicating objects. If a shared object is changed infrequently, communication overhead is decreased by maintaining copies of the object on those processors that read it frequently and by applying read-only operations to the local copy. There are several different ways of deciding where to store copies of an object and how to update all these copies in a consistent way [Bal and Tanenbaum 1988]. One prototype implementation of Orca exists that replicates all objects on all processors and updates the copies using a reliable, ordered broadcast primitive (see Section 2.2.1). Orca has also been implemented on top of the Amoeba distributed operating system [Tanenbaum and van Renesse 1985]. This implementation uses selective replication of objects, based on statistics collected during execution by the run-time system.

A compiler front-end for Orca has been built using the Amsterdam Compiler Kit [Tanenbaum et al. 1983]. The compiler translates Orca programs into a machine-independent intermediate code, which is subsequently compiled into object code and linked with a machine-specific run-time system. The compiler also generates descriptive information to be used by the run-time system, such as which operations modify their objects and which are read-only.

Orca has been used for the implementation of several applications, including parallel branch-and-bound, computer chess, and graph algorithms.

4. CONCLUSIONS

The main reasons for running an application on a distributed computing system are high speed through parallelism, high reliability through replication of processes and data, and functional specialization. In addition, there are applications that are inherently distributed, such as sending electronic mail between geographically separated computers. The main issues distinguishing distributed programming from sequential programming are parallelism, communication and synchronization, and partial failures.

Parallelism was already employed in languages designed for implementing uniprocessor operating systems, which are easier to understand as collections of processes than as monolithic programs. The earliest languages were based on pseudoparallelism (no two processes are ever executed simultaneously), but with the advent of multiprocessor systems, interest shifted toward employing real parallelism to speed up programs. Parallelism was also welcomed by the designers of programming languages based on paradigms like logic programming, functional programming, and object-oriented programming. They realized that parallelism might be the solution to the problem of obtaining an efficient implementation of their languages. This has led to languages in which the details of managing parallelism are handled more by the
run-time system and less by the programmer, yielding a higher level of abstraction.

The early pseudoparallel languages and operating systems used shared variables for interprocess communication. Mechanisms like semaphores and monitors were invented for synchronizing access to shared data in a clean way. A different approach was taken in the RC4000 operating system [Brinch Hansen 1973], which used message passing for interprocess communication. Later, message passing was also introduced as a programming language primitive [Hoare 1978]. This resulted in many Pascal-like languages based on some form of message passing. These languages were used for programming distributed systems as well as shared-memory multiprocessors. The next step was the development of higher level paradigms for interprocess communication, such as rendezvous, remote procedure calls (RPC), and distributed data structures.

A similar development took place in the area of techniques for fault-tolerant distributed applications. Early languages for distributed programming left the programmer to deal with fault tolerance. Later on, languages based on atomic transactions were introduced. The atomic transaction is a powerful mechanism for managing parallel access to data. Languages based on this abstraction take care of a lot of low-level details, such as locking and version management.

As a result of all these developments, we see several languages that differ significantly from their Pascal-based predecessors and that provide high-level abstractions for distributed programming. Unlike many of their predecessors, however, most novel languages have yet to establish themselves as practical tools for the development of distributed software. As the advances in hardware technology do not show any signs of slowing down, we expect distributed architectures to continue to become more widely available, more generally used, and to be programmed in increasingly advanced languages. A summary of the languages mentioned in this paper is given in Table 13.
## Table 13. Overview of Languages for Distributed Systems

<table>
<thead>
<tr>
<th>Language</th>
<th>Section</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABCL/l</td>
<td>3.1.6</td>
<td>Object-oriented language for modeling distributed systems</td>
</tr>
<tr>
<td>Act 1</td>
<td>3.1.6</td>
<td>Language based on actor model</td>
</tr>
<tr>
<td>Ada</td>
<td>3.1.6</td>
<td>Language based on rendezvous</td>
</tr>
<tr>
<td>Aesulus</td>
<td>3.1.7</td>
<td>Language based on atomic transactions, used for Clouds distributed operating system</td>
</tr>
<tr>
<td>ALPS</td>
<td>3.1.6</td>
<td>Object-oriented language for parallel and distributed systems</td>
</tr>
<tr>
<td>AMPL</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing</td>
</tr>
<tr>
<td>Argus</td>
<td>3.1.7</td>
<td>Language based on atomic transactions</td>
</tr>
<tr>
<td>Avalon</td>
<td>3.1.7</td>
<td>Language based on atomic transactions, used for Camelot distributed transaction system</td>
</tr>
<tr>
<td>Blaze</td>
<td>3.2.1</td>
<td>Language for scientific programming, based on parallel loops and functional (implicit) parallelism</td>
</tr>
<tr>
<td>BNR Pascal</td>
<td>3.1.3</td>
<td>Language based on rendezvous</td>
</tr>
<tr>
<td>BRAVE</td>
<td>3.2.2</td>
<td>Logic language for artificial-intelligence applications</td>
</tr>
<tr>
<td>Camelot Library</td>
<td>3.1.7</td>
<td>Language based on atomic transactions, used for Camelot distributed transaction system</td>
</tr>
<tr>
<td>Cantor</td>
<td>3.1.6</td>
<td>Language based on actor model</td>
</tr>
<tr>
<td>CCSP</td>
<td>3.1.1</td>
<td>CSP-based language for operating-system design</td>
</tr>
<tr>
<td>Cedar</td>
<td>3.1.4</td>
<td>Language based on remote procedure calls</td>
</tr>
<tr>
<td>CLIX</td>
<td>3.1.6</td>
<td>Object-oriented language</td>
</tr>
<tr>
<td>Cluster 86</td>
<td>3.1.6</td>
<td>Object-oriented language</td>
</tr>
<tr>
<td>CMAV</td>
<td>3.1.2</td>
<td>FORTRAN-based language with asynchronous message passing</td>
</tr>
<tr>
<td>Concurrent C</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing</td>
</tr>
<tr>
<td>Concurrent C</td>
<td>3.1.3</td>
<td>Extension of C with processes and rendezvous</td>
</tr>
<tr>
<td>Concurrent CLU</td>
<td>3.1.4</td>
<td>Language based on remote procedure calls</td>
</tr>
<tr>
<td>Concurrent LISP</td>
<td>3.2.1</td>
<td>Functional language with processes and shared variables</td>
</tr>
<tr>
<td>Concurrent PROLOG</td>
<td>3.2.2</td>
<td>Logic language based on read-only variables</td>
</tr>
<tr>
<td>Concurrent Smalltalk</td>
<td>3.1.6</td>
<td>Object-oriented language</td>
</tr>
<tr>
<td>CONIC</td>
<td>3.1.2</td>
<td>Configuration language with asynchronous message passing</td>
</tr>
<tr>
<td>CSM</td>
<td>3.1.1</td>
<td>Language based on synchronous message passing</td>
</tr>
<tr>
<td>CSP-S</td>
<td>3.1.1</td>
<td>Language based on synchronous message passing</td>
</tr>
<tr>
<td>CSP/80</td>
<td>3.1.1</td>
<td>Language based on synchronous message passing</td>
</tr>
<tr>
<td>CSP</td>
<td>3.1.1</td>
<td>Language based on synchronous message passing</td>
</tr>
<tr>
<td>CSPS</td>
<td>3.1.1</td>
<td>CSP-based language for modeling distributed systems</td>
</tr>
<tr>
<td>CSSA</td>
<td>3.1.6</td>
<td>Pascal-based language using actor model, used for INCAS project</td>
</tr>
<tr>
<td>Delta PROLOG</td>
<td>3.2.2</td>
<td>Logic language based on message passing and distributed backtracking</td>
</tr>
<tr>
<td>Dislang</td>
<td>3.1.5</td>
<td>Language with multiple communication primitives</td>
</tr>
<tr>
<td>Distributed Smalltalk</td>
<td>3.1.6</td>
<td>Object-oriented language</td>
</tr>
<tr>
<td>DP</td>
<td>3.1.4</td>
<td>Language based on remote procedure calls</td>
</tr>
<tr>
<td>DPL-82</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing</td>
</tr>
<tr>
<td>ECSP</td>
<td>3.1.1</td>
<td>Language based on synchronous message passing</td>
</tr>
<tr>
<td>Emerald</td>
<td>3.1.6</td>
<td>Object-based language, employs object mobility</td>
</tr>
<tr>
<td>EPL</td>
<td>3.1.6</td>
<td>Language based on asynchronous message passing</td>
</tr>
<tr>
<td>FRANK</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing</td>
</tr>
<tr>
<td>FX-87</td>
<td>3.2.1</td>
<td>Functional language based on effect system</td>
</tr>
<tr>
<td>GDPL</td>
<td>3.1.1</td>
<td>Language based on synchronous message passing</td>
</tr>
<tr>
<td>GHC</td>
<td>3.2.2</td>
<td>Logic language based on guarded Horn clauses</td>
</tr>
<tr>
<td>GYPSY</td>
<td>3.1.2</td>
<td>Language for implementing verifiable programs, based on asynchronous message passing</td>
</tr>
<tr>
<td>Hybrid</td>
<td>3.1.6</td>
<td>Object-oriented language</td>
</tr>
<tr>
<td>Joyce</td>
<td>3.1.1</td>
<td>Secure language based on CSP and Pascal</td>
</tr>
<tr>
<td>LADY</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing, used for INCAS project</td>
</tr>
<tr>
<td>LIMP</td>
<td>3.1.1</td>
<td>Language based on synchronous message passing</td>
</tr>
<tr>
<td>Linda</td>
<td>3.2.3</td>
<td>Language based on Tuple Space model</td>
</tr>
<tr>
<td>Lispitalk</td>
<td>3.2.1</td>
<td>Functional language based on CSP and LISP</td>
</tr>
<tr>
<td>LYNX</td>
<td>3.1.4</td>
<td>Language based on remote procedure calls</td>
</tr>
<tr>
<td>MC</td>
<td>3.1.3</td>
<td>Language based on rendezvous</td>
</tr>
<tr>
<td>Mandala</td>
<td>3.2.2</td>
<td>Logic/object-oriented language for knowledge programming</td>
</tr>
<tr>
<td>Mentat</td>
<td>3.1.6</td>
<td>Object-oriented language based on macro data flow</td>
</tr>
<tr>
<td>MENYMA/S</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Language</th>
<th>Section</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multilisp</td>
<td>3.2.1</td>
<td>Functional language</td>
</tr>
<tr>
<td>NIL</td>
<td>3.1.2</td>
<td>Secure language based on process model, typestates, and asynchronous message passing</td>
</tr>
<tr>
<td>Oc</td>
<td>3.2.2</td>
<td>Logic language</td>
</tr>
<tr>
<td>Occam</td>
<td>3.1.1</td>
<td>Language based on synchronous message passing, used for Inmos transputers</td>
</tr>
<tr>
<td>OIL</td>
<td>3.1.6</td>
<td>Object-oriented/logic/procedural language, used for FAIM-1 multiprocessor</td>
</tr>
<tr>
<td>Ondine</td>
<td>3.1.6</td>
<td>Object-oriented language</td>
</tr>
<tr>
<td>Orca</td>
<td>3.2.3</td>
<td>Language based on shared data objects</td>
</tr>
<tr>
<td>Orient84/K</td>
<td>3.1.6</td>
<td>Object-oriented language for modeling knowledge systems</td>
</tr>
<tr>
<td>P+</td>
<td>3.1.4</td>
<td>Language based on remote procedure calls</td>
</tr>
<tr>
<td>P-PROLOG</td>
<td>3.2.2</td>
<td>Logic language based on exclusive guarded Horn clauses</td>
</tr>
<tr>
<td>ParAll</td>
<td>3.2.1</td>
<td>Functional language with mapping notation</td>
</tr>
<tr>
<td>PARLOG</td>
<td>3.2.2</td>
<td>Logic language based on mode declarations</td>
</tr>
<tr>
<td>ParMod</td>
<td>3.1.2</td>
<td>Pascal-based language with modules and asynchronous message passing</td>
</tr>
<tr>
<td>Pascal+CSP</td>
<td>3.1.1</td>
<td>Language integrating Pascal and CSP</td>
</tr>
<tr>
<td>Pascal-FC</td>
<td>3.1.5</td>
<td>Language with multiple communication primitives</td>
</tr>
<tr>
<td>Pascal-m</td>
<td>3.1.1</td>
<td>Language with synchronous message passing through mailboxes</td>
</tr>
<tr>
<td>PCL</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing</td>
</tr>
<tr>
<td>Planet</td>
<td>3.1.1</td>
<td>Pascal-based language with synchronous message passing through links</td>
</tr>
<tr>
<td>Platon</td>
<td>3.1.2</td>
<td>Pascal-based language with asynchronous message passing</td>
</tr>
<tr>
<td>PLITS</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing</td>
</tr>
<tr>
<td>PML</td>
<td>3.2.1</td>
<td>Functional language</td>
</tr>
<tr>
<td>POOL</td>
<td>3.1.6</td>
<td>Object-oriented language, used for Philips DOOM machine</td>
</tr>
<tr>
<td>Port Language</td>
<td>3.1.2</td>
<td>Language with asynchronous message passing through ports</td>
</tr>
<tr>
<td>Pronet</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing</td>
</tr>
<tr>
<td>Quy</td>
<td>3.2.2</td>
<td>Language combining logic and functional programming</td>
</tr>
<tr>
<td>QLISP</td>
<td>3.2.1</td>
<td>Functional language</td>
</tr>
<tr>
<td>Raddle</td>
<td>3.1.6</td>
<td>Object-based language for designing large distributed systems</td>
</tr>
<tr>
<td>RBCSP</td>
<td>3.1.1</td>
<td>Language based on synchronous message passing</td>
</tr>
<tr>
<td>Relational Language</td>
<td>3.2.2</td>
<td>Logic language, predecessor of PARLOG and Concurrent PROLOG</td>
</tr>
<tr>
<td>SDL</td>
<td>3.2.3</td>
<td>Language based on shared dataspace, extends tuple space with atomic transactions</td>
</tr>
<tr>
<td>SINA</td>
<td>3.1.6</td>
<td>Object-oriented language</td>
</tr>
<tr>
<td>Sloop</td>
<td>3.1.6</td>
<td>Object-oriented language based on virtual object space</td>
</tr>
<tr>
<td>SR</td>
<td>3.1.5</td>
<td>Language with multiple communication primitives</td>
</tr>
<tr>
<td>StarMod</td>
<td>3.1.5</td>
<td>Language with multiple communication primitives</td>
</tr>
<tr>
<td>Symmetric LISP</td>
<td>3.2.1</td>
<td>Parallel functional language</td>
</tr>
<tr>
<td>Vulcan</td>
<td>3.2.2</td>
<td>Logic object-oriented language</td>
</tr>
<tr>
<td>ZENO</td>
<td>3.1.2</td>
<td>Language based on asynchronous message passing</td>
</tr>
</tbody>
</table>
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