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A B S T R A C T

The knowledge graph is a data model in which knowledge, informa-
tion, and data are all encoded in graph form using the same basic
building blocks. This knowledge can be entirely made up of objects,
expressing all information through their connectivity, but knowledge
graphs are also capable of seamlessly integrating other forms of infor-
mation, including images, natural language, and spatial information,
making the knowledge graph a suitable choice to model heteroge-
neous knowledge with. With a wealth of heterogeneous knowledge
already available in knowledge graph format, and with the expecta-
tion that this amount is only to grow in the future, the knowledge
graph data model becomes ever more interesting for machine learn-
ing scientists and practitioners to learn on.

This thesis identifies the most essential opportunities and challenges
that arise with machine learning on heterogeneous knowledge, en-
coded as knowledge graph, and investigates 1) how machine learning
models can be build that incorporate this heterogeneity and to what
extent this affects their performance, and 2) how data scientists can
use such models to discover interesting patterns in knowledge graphs
that may help experts perform various downstream tasks. These lines
are addressed in six chapters and along three dimensions. These di-
mensions concern to what extent 1) contextual and 2) multimodal
information are included in the learning process, and 3) the level of
involvement of experts in this process.

Several reusable scientific resources were created during the investi-
gation of the aforementioned topics. These resources include a) an on-
tology for binary-encoded data, 2) a collection of multimodal bench-
mark datasets for machine learning on knowledge graphs, and 3) a
multimodal message-passing model, called the MR-GCN, which can
consume any arbitrary knowledge graph out of the box.

With the adoption of knowledge graphs by organisations around
the world, the interest in machine learning on this data model has in-
creased considerately. The next logical step in this field is the merging
of statistical and logical approaches, by developing machine learning
models that are designed with neuro-symbolic learning from the out-
set, and which are just as capable at learning on the data in a graph
as that they are at learning on its semantics. By developing neuro-
symbolic models, data scientists are paving the road towards true
end-to-end machine learning on knowledge graphs.

vii





P U B L I C AT I O N S

Some ideas and figures have appeared previously in the following
publications:

P Bloem, L van Berkel, WX Wilcke, and V de Boer. “kgbench: A Col-
lection of Datasets for Multimodal and Relational Learning on
Heterogeneous Knowledge”. In: Proceedings of the European Seman-
tic Web Conference 2021. Accepted. 2021.

WX Wilcke, P Bloem, and V de Boer. “The Knowledge Graph as the
Default Data Model for Learning on Heterogeneous Knowledge”.
In: Data Science 1.1-2 (2017), pp. 39–57. doi: 10.3233/DS-170007.

WX Wilcke, P Bloem, and V de Boer. “The Knowledge Graph for End-
to-End Learning on Heterogeneous Knowledge”. In: ICT Open
2018: The interface for Dutch ICT research. 2018.

WX Wilcke, P Bloem, V de Boer, and RH van ’t Veer. “End-to-End
Learning on Multimodal Knowledge Graphs”. In: Under Submis-
sion (2021).

WX Wilcke, MTM de Kleijn, V de Boer, and FAH van Harmelen.
“User-Driven Pattern Mining on Knowledge Graphs: An Archae-
ological Case Study”. In: Benelearn 2017: Proceedings of the Twenty-
Sixth Benelux Conference on Machine Learning, Technische Univer-
siteit Eindhoven, 9-10 June 2017. 2017, p. 137.

WX Wilcke, MTM de Kleijn, V de Boer, HJ Scholten, and FAH van
Harmelen. “Bottom-up Discovery of Context-aware Quality Con-
straints for Heterogeneous Knowledge Graphs”. In: Proceedings
of the 12th International Joint Conference on Knowledge Discovery,
Knowledge Engineering and Knowledge Management - Volume 1: KDIR,
INSTICC. SciTePress, 2020, pp. 81–92. isbn: 978-989-758-474-9. doi:
10.5220/0010113500810092.

WX Wilcke et al. “User-centric pattern mining on knowledge graphs:
An archaeological case study”. In: Journal of Web Semantics 59

(2019), p. 100486.

ix

https://doi.org/10.3233/DS-170007
https://doi.org/10.5220/0010113500810092




The only way of discovering the limits of the possible
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1
I N T R O D U C T I O N

1.1 a new paradigm

In 1959, an early computer scientist at IBM by the name of Arthur
Lee Samuel published his now-famous work about a computer pro-
gram that could learn, by itself, to play English draughts [135]. He
called this machine learning—the first ever use of this term in this
context. In the years to follow, the term machine learning would be
used more often, gradually growing into a specialized and popular
subfield of Artificial Intelligence (AI), which set itself apart from the
established AI of the time by not focussing on simulating complex
cognitive tasks such as reasoning, problem solving, and language pro-
cessing, but rather on the ability of machines to learn directly from
data themselves [82]. This radically different view—one which is still
the subject of many heated debates up till this day—made machine
learning scientists and practitioners search for methods which could
distill meaning from data, which they found in pattern recognition.

As a subfield of statistics, pattern recognition was already special-
ized in capturing latent features in data, which made it a suitable area
of research from which ideas could be lent. As the interest in pattern
recognition grew, so did the adoption of its conventions, most par-
ticular; the emphasis on attribute-value or propositional data, and a
decreased interest in the role of knowledge. This remained the domi-
nant view until the end of the twentieth century, when there came a
renewed interest in more expressive forms of data and, by extension,
in data models capable of expressing those data [87]. A recent and
promising data model for this purpose is the knowledge graph.

The knowledge graph, a term popularized by Google in 2012 [145],
is a data model in which knowledge, information, and data are all en-
coded in graph form. Graph models are flexible, freeing knowledge
engineers from the burden of fitting their knowledge into a strictly-
defined mold, and instead gives them the freedom to structure this
knowledge as they deem fit. This flexibility enables knowledge engi-
neers to express complex objects with minimal loss of information,
allowing for a natural way of modelling knowledge [6]. In the sim-
plest case, this knowledge is entirely made up of objects, expressing
all information through their connectivity, but knowledge graphs are
also capable of seamlessly integrating other forms of information, in-
cluding images, natural language, and spatial information. Likewise
for schema and vocabulary elements, as well as for provenance infor-
mation, all of which can be encoded in a uniform fashion using the

1



2 introduction

nodes and the edges between them. Together, these aspects make the
knowledge graph a suitable choice to model heterogeneous knowl-
edge with.

The term heterogeneous knowledge, as used in this thesis, can be de-
fined as a form of knowledge which consists of different objects of
various distinct classes, most or all of which possess numerous dif-
ferent attributes with values of various modalities, and which relate
to each other by any number of different relationships. An example
of heterogeneous knowledge are the records of an arbitrary National
Museum, which contain information about a wide and often diverse
collection of items from both the past and present, covering, amongst
other things, archaeological findings, historical artefacts, paintings
and sculptures, and furniture and crockery. Each of these items will
typically come with a short title, a longer description, several mea-
surements and dates, a few images, the location of origin, and some
provenance information. It is also common for museums to classify
the items in their collection using one or more controlled vocabular-
ies, for example to assign a certain construction style or a specific
time period. Together, these items make for a diverse body of knowl-
edge, which is why museums were amongst the early adopters of
knowledge graphs [64].

Over the past twenty years, knowledge graphs have been enjoy-
ing a steady growth in popularity: where, once, knowledge graphs
had difficulties proving their worth outside of the academic field,
they have since been adopted by a wide range of organizations all
around the world [140]. Amongst these organizations are, of course,
museums, including the Amsterdam Museum [21] and the Smithso-
nian Museum of American Art [153], but also content providers, such
as the BBC [75] and the New York Times [157], as well as techno-
logical giants like Google [145] and Facebook [161]. Some of these
graphs house closely-guarded company secrets or contain privacy-
sensitive information, making them inaccessible to the general public,
but there are also a large number of knowledge graphs that contain
open knowledge and which are freely-available on the World Wide
Web. The quintessential example of an open knowledge graph is the
Linked Open Data cloud (LOD) [1]; a large and globally-distributed net-
work of heterogeneous knowledge from various different domains,
including linguistics, live sciences, and geography.

With this wealth of heterogeneous knowledge available, and with
the expectation that this amount is only to increase in the future [14],
it comes as no surprise that knowledge graphs have started to appear
on the radar of the machine learning community. Early work in this
area of research was characterized by the focus on data mining tech-
niques, with data scientists borrowing methods from the web mining
community and applying them to knowledge graphs [15, 149]. Others
tried their luck with statistical relational learning, graphical models,
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or kernel methods, or approached the problem from a logic perspec-
tive by exploiting the semantics of graph, attempting to learn logical
clauses [111, 129, 160]. Some data scientists even avoided the prob-
lem entirely, by extracting features from a graph and by using these
as input to traditional machine learning models [116, 127].

Only recently, with the introduction of graph neural networks and
similar models that directly consume graph data, did it become pos-
sible to learn natively from knowledge graphs, without the need to
first reduce it to some other form [138]. Graph neural networks also
opened up the possibilities for end-to-end learning on knowledge
graphs, enabling data scientists to build models that learn, by them-
selves, which features are most relevant to a given task [72]. However,
despite the tremendous headway made over the years, there are still
plenty of opportunities left unexplored and many challenges left un-
solved.

This thesis identifies the most important opportunities and chal-
lenges that arise with machine learning on knowledge graphs that
contain heterogeneous knowledge, and investigates 1) how machine
learning models can be build that incorporate this heterogeneity and
to what extent this affects their performance, and 2) how data sci-
entists can use such models to discover interesting patterns in knowl-
edge graphs that may help experts perform various downstream tasks.
The subsequent chapters address these lines along three dimensions,
which concern to what extent 1) contextual and 2) multimodal in-
formation are included in the learning process, and 3) the level of
involvement of experts in this process. Special attention is given to
spatial information, such as coordinates and geometries, which forms
an integral component of many real-world datasets.

The remainder of this chapter will provide a concise and high-level
overview of the knowledge graph as data model and the role of spa-
tial information in Section 1.2, and give a similar overview of the ap-
proaches to perform machine learning on knowledge graphs that are
relevant to this thesis in Section 1.3. A more detailed look at the vari-
ous research dimensions will be given in Section 1.4. To conclude this
introductory chapter, Section 1.5 will provide a breakdown of the dif-
ferent questions underlying the research in this thesis, and how these
come into play in the individual chapters.

1.2 the knowledge graph

Knowledge graphs are an integral component of the research in this
thesis. Because of their important role, each following chapter will
briefly introduce the knowledge graph in the context specific to that
chapter. As a result, there will be slight differences in terminology
and explanations between chapters. This section serves to resolve
those differences by giving a high-level overview of the knowledge
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graph data model. Special attention is given to spatial information,
because of the focus placed on it throughout this thesis.

The knowledge graph is a data model which is built upon the basic
principle that knowledge can be expressed using statements. State-
ments, also known as facts, specify the relationship that exists be-
tween two entities or between an entity and a literal. Entities encom-
pass anything that is unique, tangible or otherwise, such as things,
concepts, and people. An example of such statements are Shakespeare
has_nationality British and Shakespeare adores poetry, which
have entities on both sides of the relation. Literals contrast with enti-
ties in that they can hold any raw value, such as numbers, strings, and
geometries, and that any number of them can have the same value. Ex-
amples of using literals in a statement are Shakespeare baptised_in

1564 and Shakespeare has_nickname “the Bard of Avon”.
Different knowledge graph implementations may vary in the frame-

work they use to express statements with [37]. The research in this
thesis assumes the use of the Resource Description Framework (RDF)
for this purpose, although its conclusions are applicable to any form.

Statements in RDF take the form of triples (s, p, o), with subjects
s, predicates p, and objects o. Subjects are assumed to be Uniform Re-
source Identifiers (URIs) or the more recent Internationalized Resource
Identifiers (IRIs). These identifiers describe the location at which re-
sources are defined, and may or may not be resolvable. Resources
include the set of entities and share many of the same characteris-
tics, but are broader defined to also include schema elements, such as
classes and properties. Predicates, which are properties, convey the
relationship between subjects and objects, and are per previous defi-
nition expressed using URIs or IRIs. The same naming scheme is also
used for objects, provided they are entities. Literal objects, in contrast,
are represented by their raw values and may include a datatype dec-
laration, which itself is an URI/IRI. The following three triples show
an example of these principles:

ex:Shakespeare foaf:given_name “William”^^xsd:string .

ex:Shakespeare ex:authored ex:Hamlet .

ex:Shakespeare rdf:type foaf:Person .

The three statements shown here are expressed in N3 notation1,
which is one of several commonly-used RDF serialization formats,
and which will be used throughout this thesis. In this notation, the
base location at which resources are defined, called their namespace,
can be replaced by a shorthand notation known as a prefix. Together
with several other forms of syntactic sugar, this makes for a serializa-
tion format that is easy to consume by human readers. Depending on
the need, however, it may make more sense to express statements in
a different form, for example using a logical or graph formalism.
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Figure 1: Graphical representation of a knowledge graph. Vertices represent
entities or literals, whereas edges represent the relationships be-
tween them.

From a logicians point of view, statements are equivalent to binary
predicates p(s, o), which state a relationship between atom s and o.
Using this formalism, the second statement in the example would be
expressed (sans prefixes) as authored(Shakespeare, Hamlet). Chap-
ter 4 and Chapter 5 employ this logical formalism. In contrast, chap-
ters 2, 3, and 6 take a graph perspective, in which entities and literals
are represented by vertices (or nodes), and statements are represented
by the edges that connect them. This principle is illustrated in Fig-
ure 1.

1.2.1 Spatial Information

Over the past two decades, the amount of high-quality spatial infor-
mation on the web has increased at a rapid rate [9]. A similar trend is
visible for knowledge graphs, which, over that same period, experi-
enced a considerable growth of spatial information [66]. Much of this
information shares a common frame of reference, and can therefore
be compared in relation to each other. This makes spatial information
interesting for machine learning researchers to learn over.

Spatial information concerns the materialization of spatial thinking,
and encompasses a broad range of spatio-temporal concepts. In [80],
the authors identify seven of these concepts as fundamental to spatial
information2. Five of these concern the content of spatial information,
whereas the remaining two concepts describe the quality of this infor-
mation in terms of granularity and accuracy. These last two concepts
are outside the scope of this work; only the content of spatial infor-
mation is considered in the following remaining chapters. The five
corresponding core concepts are briefly touched on next.

1 The official specification can be found at w3c.github.io/N3/spec.
2 The original paper proposes ten core concepts, but this has since been refined to

seven [81].

w3c.github.io/N3/spec
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location As the most fundamental concept of spatial information,
a location spatially relates one element to another element, ir-
respective of reference coordinate system. Elements can be ob-
jects, such as countries or cities, but they can also express spatial
information quantitatively, by using coordinates. This is analo-
gous to the distinction between entities and literals in knowl-
edge graphs, with location being the predicate that relates them.

object Similar to the entities in knowledge graphs, objects encom-
pass anything that is unique, such as cities and people, but
whereas entities can also be intangible, spatial objects must oc-
cupy a position at some point in time. Spatial objects must also
be discrete, either intrinsically or by interpretation (e.g. for prac-
tical purposes), and must posses spatio-temporal properties. An
intrinsic property of objects, for example, is that they have a
shape, which can be expressed as a set of positions that describe
their form.

field A continuous surface with a scalar or vector at every point
is called a field. Fields are useful to express any form of spa-
tial information which cannot accurately be captured using dis-
crete objects [91]. Examples include temperature and gradient,
as well abstractions such as population density. In knowledge
graphs, fields can be expressed using string literals containing
binary-encoded heat maps.

event Space and time are intrinsically interwoven: objects come into
existence, affect other objects as time moves on, only to stop
once their existence comes to an end. These changes are called
events. In knowledge graphs, events typically correspond to re-
lationships that link objects to dates or periods, or which con-
vey some spatio-temporal order (e.g. that one event preceded
another).

network Spatial relationships between objects form a network sim-
ilar to a structure of a knowledge graph. Relationships include
dimensions and distances, as well as those which concern set
theoretical and hierarchical properties. These relationships are
naturally incorporated into knowledge graphs.

Four of the five aforementioned spatial concepts are considered in
this thesis; field is omitted since the focus of this work lies with dis-
crete features which can be expressed as entities. From the remaining
four concepts, only quantitative expressions such as positions and
shape are specifically referred when the term spatial information is
used. The reason for this is that both object and network can be re-
garded as intrinsic properties of knowledge graphs, and are concep-
tually equal to entities and the connections between them. For events,
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the case is made that temporal information is distinctly different from
other forms of information, and can therefore be regarded as a sepa-
rate and unique modality. Following the same reasoning, quantitative
spatial information is also considered as a separate modality.

This thesis emphasizes the role of quantitative spatial information
in machine learning on knowledge graphs. More specifically, Chap-
ter 3 introduces a benchmark dataset which is specifically designed
with spatial machine learning in mind, whereas the main use cases
discussed in Chapter 4 and Chapter 5 involve highly-spatial data. Fi-
nally, Chapter 6 investigates how spatial information can be included
in an end-to-end learning process with minimal loss of information,
by naturally embedding distance and shape information.

1.3 machine learning on knowledge graphs

Whereas the previous section gave an overview on the knowledge
graph as data model for heterogeneous knowledge, this section will
provide a high-level overview of the two approaches to machine learn-
ing on knowledge graphs that are prominently featured in this thesis.
This is to serve as context for the following chapters. A more in-depth
discussion of the different opportunities, challenges, and methods
that accompany machine learning on knowledge graphs is provided
in Chapter 2.

logic-based models Induction Logic Programming (ILP) and fre-
quent pattern mining are two notable areas of research which
employ logical formalisms to learn on knowledge graphs. With
ILP, the goal is to learn an hypothesis function H which can
explain all or most examples E given background knowledge
B [107]. In contrast, frequent pattern mining aims to discover
the set of IF-THEN rules which describe the most common co-
occurrences in a graph. A popular approach to finding these
rules involves association rule mining, which yields rules of the
form X ⇒ y, where the presence of a set of items X implies
the presence of another item y [124]. Items can be statements,
classes, or something different all together.

In Chapter 4, a variant of association rule mining is used which
has been specifically tailored for knowledge graphs. Chapter 5

employs a novel model that borrows from both ILP and fre-
quent pattern mining. In both chapters, the choice for a logical
formalism is motivated by the interpretability of the rules they
yield.

neural network-based models Recent advances in deep learn-
ing have made neural network-based approaches a popular sub-
ject amongst data scientists who are interested in learning on
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knowledge graphs. This can be achieved, for instance, by split-
ting statements into individual parts, feeding these to one or
more neural networks, and then combining the results. More
promising are the recent message-passing models which take the
entire graph as input, exploiting the relation information in its
structure, and making it possible to learn end-to-end in a natu-
ral fashion.

A more in-depth discussion about the use of neural network-
based models is given in Chapter 2. In Chapter 3, the perfor-
mance on benchmark datasets is computed using such mod-
els. A follow up to these chapters in presented in Chapter 6, in
which a neural network-based model for multimodal learning
on heterogeneous knowledge is proposed and evaluated.

Other approaches exist apart from those mentioned here, such as the
many kernel-based (e.g. [184]) and translation-based models (e.g [24]).
These approaches are omitted here due to their limited relevance to
the research in this thesis. A more complete overview can be found
in one of the many excellent survey papers, for instance [28].

1.4 research dimensions

A recurring topic throughout this thesis concerns the opportunities
and challenges which arise with machine learning on knowledge
graphs containing heterogeneous knowledge. This central theme is
explored along three dimensions: to what extent 1) contextual and 2)
multimodal information are included in the learning process, and 3)
the level of involvement of the user or expert in this process. A more
detailed description of these three dimensions is given next.

contextual information — Entities on their own carry no in-
formation. Instead, this information is provided by their direct
and indirect neighbours. Together, these neighbours supply an
entity with context. Why this context matters so much for ma-
chine learning on heterogeneous knowledge is addressed in
Chapter 2, whereas Chapter 3 introduces several benchmark
datasets which were engineered to have rich contexts suitable
for machine learning. The remaining chapters all perform con-
text sampling of some sort, although each of which does so dif-
ferently. Chapter 4 performs local neighbourhood sampling up
to depth d, including everything within range, and defers any
optional filtering to the learning algorithm. Chapter 5 incorpo-
rates the sampling step into the learning algorithm instead, and,
rather than filter irrelevant information, starts by sampling bare
entities from a graph of which their context is gradually build
up over several epoch. Chapter 6 incorporates context sampling
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in both the machine learning model and algorithm by employ-
ing a message-passing neural network and by then learning end-
to-end, effectively performing an autonomous weighted sam-
pling until convergence is reached.

multimodal information — Knowledge graphs can contain a
wealth of multimodal information encoded in their literals. This
includes information of numerical, temporal, and textual nature,
such as measurements, dates, and descriptions, but can also re-
fer to more complex types such as images, audio, and spatial
data. The potential and the difficulties of including this multi-
modal information in the learning process is discussed in Chap-
ter 2, whereas Chapter 3 addresses these points from a knowl-
edge engineering perspective and discusses how the more com-
plex datatypes should be encoded. Chapters 4 to 6 address the
entire length of this dimension in the order in which they ap-
pear. Chapter 4 make no distinction between entities and liter-
als, and guides the learning process purely using the relational
information encoded in the structure of a graph. Chapter 5 sim-
ilarly exploits this relational information, but also incorporates
numerical, temporal, and textual information by using cluster-
ing techniques. Chapter 6 emphasizes the potential of including
as much multimodal information as possible, and stresses the
importance of doing so with minimal loss of information due
to vectorization and encoding. This chapter also proposes and
demonstrates a machine learning model to accomplish this.

user involvement — Users of all kinds and expertise can play
an important role in various machine learning tasks, for exam-
ple to identify the problem that a machine learning model is
trying to solve and/or to evaluate the results that this model
yields. Chapter 2 discusses several of these tasks where the
use of the knowledge graph as data model would be bene-
ficial. These tasks all involve applied machine learning, and
might therefore, at some point, involve users. A less abstract
involvement of users is carried out in Chapter 4, which em-
phasizes the important and active role of domain experts dur-
ing the various steps of a hypotheses generation task, includ-
ing problem identification and hypothesis evaluation. A simi-
lar route is taken in Chapter 5, except that many intermediate
steps are made autonomously instead, by using statistics and
automated reasoning. Chapter 6 takes this autonomously even
further, by proposing, demonstrating, and discussing an end-to-
end approach which learns, by itself, which features in a knowl-
edge graph are relevant and should be included in the learning
process. In contrast, Chapter 3 purely considers machine learn-
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ing from knowledge engineering point of view, and is therefore
orthogonal to the dimension discussed here.

1.5 research questions

This thesis addresses the following research questions:

1. What are the challenges and opportunities that arise with machine
learning on heterogeneous knowledge, encoded as knowledge graph,
and what steps could be taken to further research in this field?

2. Is frequent subgraph mining effective at discovering interesting pat-
terns in knowledge graphs, and, if so, to what extent and in which
form can these patterns support experts in their tasks?

3. To what extent and in which form can multimodal information, in-
cluding numbers, texts, images and geometries, be incorporated in the
learning process, and how does this affect the performance?

Question 1 concerns the overall topic of this thesis and is therefore
addressed in all chapters. Nevertheless, most important to this ques-
tion is Chapter 2, which identifies the challenges and opportunities,
and which outlines a strategy to advance the research in this field.
Question 2 is thoroughly addressed in Chapter 4 and Chapter 5, re-
spectively. Question 3 is again identified in Chapter 2, but is mainly
addressed in Chapter 6 and, to a lesser degree, in Chapter 5.

Different from the aforementioned chapters is Chapter 3, which
does not pose a specific research question, but rather contributes a
modest collection of benchmark datasets to facilitate machine learn-
ing on knowledge graphs containing heterogeneous knowledge.
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abstract

In modern machine learning, raw data is the preferred input for our
models. Where a decade ago data scientists were still engineering fea-
tures, manually picking out the details we thought salient, they now
prefer the data in their raw form. As long as we can assume that all
relevant and irrelevant information is present in the input data, we
can design deep models that build up intermediate representations
to sift out relevant features. However, these models are often domain
specific and tailored to the task at hand, and therefore unsuited for
learning on knowledge of different types and from different domains.
If we can develop methods that operate on this form of knowledge,
we can dispense with a great deal more ad-hoc feature engineering
and train deep models end-to-end in many more domains. To accom-
plish this, we first need a data model capable of expressing heteroge-
neous knowledge naturally in various domains, in as usable a form as
possible, and satisfying as many use cases as possible. In this chapter,
we argue that the knowledge graph is a suitable candidate for this data
model. We further describe current research and discuss some of the
promises and challenges of this approach.

publication

This chapter has previously appeared as stand-alone article in the
journal Data Science (Volume 1, Number 1–2, pages 39–57) published
in December 2017 [173], and is coauthored by P Bloem1 and V de
Boer2. A extended summary of this chapter was accepted and pre-
sented as short paper [174] at ICT.OPEN3

2018, and contained a new
paragraph and figure (Fig. 10) about learning on heterogeneous knowl-
edge which have been added to Section 2.5.3. A poster about this short
paper was also accepted and presented at said venue and was selected
as runner up for best-poster award 2018.
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2.1 introduction

In the last decade, the methodology of data science has changed rad-
ically. Where machine learning practitioners and statisticians would
generally spend most of their time on extracting meaningful features
from their data, often creating a derivative of the original data in
the process, they now prefer to feed their models the data in their
raw form. Specifically, data which still contains all relevant and irrele-
vant information rather than having been reduced to features selected
or engineered by data scientists. This shift can largely be attributed
to the emergence of deep learning, which showed that we can build
layered models of intermediate representations to sift out relevant
features, and which allows us to dispense with manual feature engi-
neering.

For example, in the domain of image analysis, popular feature ex-
tractors like SIFT [92] have given way to Convolutional Neural Net-
works [79, 86], which naturally consume raw images. These are used,
for instance, in facial recognition models which build up layers of in-
termediate representations: from low level features built on the raw
pixels like local edge detectors, to higher level features like special-
ized detectors for the eyes, the nose, up to the face of a specific per-
son [85]. Similarly, in audio analysis, it is common to use models that
consume audio data directly [52] and in Natural Language Processing
it is possible to achieve state-of-the-art performance without explicit
preprocessing steps such as POS-tagging and parsing [110].

This is one of the strongest benefits of deep learning: we can di-
rectly feed the model the dataset as a whole, containing all relevant
and irrelevant information, and trust the model to unpack it, to sift
through it, and to construct whatever low-level and high-level fea-
tures are relevant for the task at hand. Not only do we not need to
choose what features might be relevant to the learning task—making
ad-hoc decisions and adding, removing, and reshaping information
in the process—we can let the model surprise us: it may find features
in our data that we would never have thought of ourselves. With fea-
ture engineering now being part of the model itself, it becomes possi-
ble to learn directly from the data. This is called end-to-end learning
(further explained in the text box following this section).

However, most present end-to-end learning methods are domain-
specific: they are tailored to images, to sound, or to language. When
faced with heterogeneous knowledge—information of different types and
modalities—we often find ourselves resorting back to manual feature
engineering. To avoid this, we require a machine learning model ca-
pable of directly consuming heterogeneous knowledge, and a data
model suitable of expressing such knowledge naturally and with min-
imal loss of information. In this paper, we argue that the knowledge
graph is a suitable data model for this purpose and that, in order to
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achieve end-to-end learning on heterogeneous knowledge, we should
a) adopt the knowledge graph as the default data model for this kind
of knowledge and b) develop end-to-end models that can directly
consume these knowledge graphs.

Concretely, we will use the term heterogeneous knowledge to refer to
entities (things or concepts), their relations, and their attributes. For
instance, in a company database, we may find entities such as em-
ployees, departments, resources and clients. Relations express which
employees work together, which department each employee works
for and so on. Attributes can be simple strings, such as names and
social security numbers, but also richer media like short biographies,
photographs, promotional videos, or recorded interviews.

Of course, no data model fits all use cases, and knowledge graphs
are no exception. Consider, for instance, a simple image classification
task: it would be extremely inefficient to encode the individual pixels
of all images as separate entities in a knowledge graph. We can, how-
ever, consider encoding the images themselves as entities, with the raw
image data as their single attribute (e.g., as hex-encoded binary data).
In this case, we would pay little overhead, but we would also gain
nothing over the original simple list of images. However, as soon as
more information becomes available (like geotags, author names, or
camera specifications) it can be easily integrated into this knowledge
graph.

This, specifically, is what we mean when we argue for the adoption
of the knowledge graph as the default data model for heterogeneous
knowledge: not a one-size-fits-all solution, but a first line of attack
that is designed to capture the majority of use cases. For those cases
where it adds little, we can design our models so that it does not
hurt either, while still providing a data model and machine learning
pipeline that allows us to extend our dataset with other knowledge.

We will first explain the principles behind the knowledge graph
model with the help of several practical examples, followed by a dis-
cussion on the potential of knowledge graphs for end-to-end learning
and on the challenges of this approach. We will finish with a concise
overview of promising current research in this area.

2.1.1 Use cases

Throughout the paper, we will use three different use cases as run-
ning examples:

spam detection is one of the first classification problems to be
solved well enough to be widely implemented in commercial
products. Early approaches tackled this task by converting email
text to term vectors, and using these term vectors in a naive
Bayes classifier.
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movie recommendation is a standard use case for recommender
systems. Here, we have a set of users, and a set of movies. Some
users have given ratings to some movies. In one early success-
ful model, ratings are written as a matrix, which is then decom-
posed into factors that are multiplied back again to produce
new ratings from which recommendations are derived.

market basket analysis is one of earliest success stories which
helped retailers understand customer purchasing behaviour, and
which allowed them to adjust their strategy accordingly. The
breakthrough that allowed this came with association rule min-
ing, which converts all transactions into vectors and then com-
putes their inner and outer correlations.
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End-to-End Learning

Why is end-to-end learning so important to data scientists? Is this
just a modern affectation? Paul Mineiro provides a good reason to
consider this a more fundamental practice [105]. In most areas of
software engineering, solving a complex problem begins with break-
ing the problem up into subproblems: divide and conquer. Each sub-
problem is then solved in one module, and the modules are chained
together to produce the required end result. If, however, these mod-
ules use machine learning, we have to take into account that their
answers are necessarily inexact.

“Unfortunately, in machine learning we never exactly
solve a problem. At best, we approximately solve a
problem. This is where the technique needs modifi-
cation: in software engineering the subproblem solu-
tions are exact, but in machine learning errors com-
pound and the aggregate result can be complete rub-
bish. In addition apparently paradoxical situations can
arise where a component is “improved” in isolation
yet aggregate system performance degrades when this
“improvement” is deployed (e.g., due to the pattern of
errors now being unexpected by downstream compo-
nents, even if they are less frequent).

Does this mean we are doomed to think holistically
(which doesn’t sound scalable to large problems)? No,
but it means you have to be defensive about subprob-
lem decomposition. The best strategy, when feasible, is
to train the system end-to-end, i.e., optimize all com-
ponents (and the composition strategy) together rather
than in isolation.”

- Paul Mineiro, 15-02-2017 [105]

Even if we are forced to pre-train each component in isolation, it
is crucial to follow that pre-training up with a complete end-to-end
training step when all the modules are composed [25]. This puts a
very strong constraint on the kind of modules that we can use: an
error signal needs to be able to propagate though all layers of the
architecture, from the output back to the original data that inspired
it.
Any pre-processing done on the data, any manual feature extrac-
tion, harmonization and/or scaling can be seen as a module in the
pipeline that cannot be tweaked, and does not allow a final optimiza-
tion end-to-end. Any error introduced by such modules can never be
retrieved. Since these are often modules at the start of our pipeline,
even the smallest mistake or suboptimal choice can be blown up ex-
ponentially as we add layers to the model.
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2.2 the knowledge graph

The aforementioned use cases share several common aspects: in each
case we have a set of instances, and we have a collection of diverse
and heterogeneous facts representing our knowledge about these in-
stances. Some facts link instances together (John is a friend of Mary,
John likes Jurassic Park) and some describe attributes of instances
(Jurassic Park was released on June 9, 1993).

The question of how to represent such knowledge is not a new
one. It has been studied by AI researchers since the invention of the
field, and before [35]. The most recent large-scale endeavour in this
area is undoubtedly the Semantic Web, where knowledge is encoded
in knowledge graphs.

The knowledge graph data model used in the Semantic Web is
based on three basic principles:

1. Encode knowledge using statements.

2. Express background knowledge in ontologies.

3. Reuse knowledge between datasets.

We will briefly discuss each of these next.

2.2.1 Encode knowledge using statements

The most fundamental idea behind the Semantic Web is that knowl-
edge should be expressed using statements. Consider the following
example:

Kate knows Mary .

Mary likes Pete .

Mary age “32“ .

Pete brother_of Kate .

Pete born_on “27-03-1982” .

All of the above are statements that comply with the Resource De-
scription Framework (RDF), a data model which forms the basic build-
ing block of the Semantic Web4. This model specifies that each state-
ment should consist of a single binary property (the verb) which re-
lates two resources (the subject and object) in a left-to-right order. To-
gether, these three are referred to as an RDF triple. We can also repre-
sent this example as a directed graph as shown in Figure 2.

Resources can be either entities (things or concepts) or literals which
hold values such as text, numbers, or dates. Triples can either express
relations between entities when the resources on both sides are things,
or they can express attributes when the resource on the right-hand

4 https://www.w3.org/RDF/

https://www.w3.org/RDF/
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Figure 2: Graphical representation of a knowledge graph. Edges represent
binary relations. Vertices’ shapes reflect their roles: solid circles
represent entities, empty circles represent their attributes.

side is a literal. For instance, the last line of our example set expresses
an attribute of Pete (date of birth) with value “27-03-1982”.

Apart from the few rules already listed, the RDF data model itself
does not impose any further restrictions on how knowledge engineers
should model their knowledge: we could have modelled our example
differently, for instance by representing dates as resources. In general,
such modelling choices depend on the domain and on the intended
purposes of the dataset.

2.2.2 Express background knowledge in ontologies

Where the RDF data model gives free rein over modelling choices,
ontologies offer a way to express how knowledge is structured in a
given domain and by a given community. For this purpose, ontologies
contain classes (entity types) and properties that describe the domain,
as well as constraints and inferences on these classes and properties.
For instance, an ontology might define Person as the class containing
all individual persons. It might likewise define type as the property
that assigns an entity to a class. As an example, let us use these to
extend our example set with the following statements:

Kate type Person .

Mary type Person .

Pete type Person .

Kate, Mary, and Pete are now all said to be instances of the class
Person. This class may hold various properties, such as that it is equiv-
alent to the class Human, disjoint with the class Animal, and that it is
a subclass of class Agent. This last property is an example of a recur-
sive property, and can be expressed using the RDF Schema (RDFS)
ontology5 which extends the bare RDF model with several practical
classes and properties. The other two relations are more complex, and
require a more expressive ontology to be stated. OWL, the Web On-
tology Language, is generally the preferred choice for this purpose6.

5 https://www.w3.org/TR/rdf-schema/

6 https://www.w3.org/OWL/

https://www.w3.org/TR/rdf-schema/
https://www.w3.org/OWL/
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Ontologies can be used to derive implicit knowledge. For instance,
knowing that Kate is of the type Person, and that Person is itself a
subclass of Agent, allows a reasoning engine to derive that Kate is an
Agent as well. We will return to this topic in Section 2.4.2.

2.2.3 Reuse knowledge between datasets

Reusing knowledge can be done by referring to resources not by
name, but by a unique identifier. On the Semantic Web, these identi-
fiers are called Internationalized Resource Identifiers, or IRIs, and gener-
ally take the form of a web address. For instance, we can use the IRIs
https://cs.vu.nl/KateBishop and https//cs.vu.nl/MaryWatson to
refer to Kate and Mary, respectively. More often, we would write these
IRIs as vu:KateBishop and vu:MaryWatson, with vu: as shorthand for
the https://cs.vu.nl/ namespace. We can now rewrite the first state-
ment of our example set as

vu:KateBishop knows vu:MaryWatson .

This statement implies the same as before, but now we can safely add
other people also named Kate or Mary without having to worry about
clashes. Of course, we can do the same for our properties. To spice
things up, let us assume that we used an already existing ontology,
say the widely used FOAF (Friend Of A Friend) ontology7. This lets
us write the statement as

vu:KateBishop foaf:knows vu:MaryWatson .

We now have a triple that is fully compliant with the RDF data model,
and which uses knowledge from a shared and common ontology.

The principle of reusing knowledge is a simple idea with several
consequences, most particular with respect to integrating, dereferenc-
ing, and disambiguating knowledge:

integrated knowledge

Integrating datasets is as simple as linking knowledge graphs
at equivalent resources. If such a resource holds the same IRI in
both datasets an implicit coupling already exists and no further
action is required. In practice, this boils down to simply con-
catenating one set of statements to another. For instance, we can
extend our example set with another dataset on VU employees
as long as that dataset contains any of the three resources: Kate,
Mary, or Pete (Fig. 3). Of course, integration on the data level
does not mean that the knowledge itself is neatly integrated as
well: different knowledge graphs can be the result of different
modelling decisions. These will persist after integration. We will
return to this topic in more detail in Section 2.4.3.

7 https://xmlns.com/foaf/spec/

https://cs.vu.nl/KateBishop
https//cs.vu.nl/MaryWatson
vu:KateBishop
vu:MaryWatson
vu:
https://cs.vu.nl/
https://xmlns.com/foaf/spec/
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Figure 3: Extension of the original example (Fig. 2) with a dataset on VU
employees. Resources Kate and Pete occur in both graphs and can
therefore be used to link the datasets together.

dereferenceable knowledge

An IRI is more than just an identifier: it can also be a web ad-
dress pointing to the location where a resource or property is
described. For these data points, we can retrieve the description
using standard HTTP. This is called dereferencing, and allows for
an intuitive way to access external knowledge. In practice, not
all IRIs are dereferenceable, but many are.

disambiguated knowledge

Dereferencing IRIs allows us to directly and unambiguously re-
trieve relevant information about entities in a knowledge graph,
amongst which are classes and properties in embedded ontolo-
gies. Commonly included information encompasses type spec-
ifications, descriptions, and various constraints. For instance,
dereferencing foaf:knows tells us it is a property used to spec-
ify that a certain person knows another person, and that we can
infer that resources that are linked through this property are of
type Person.

We have recently seen uptake of these principles on a grand scale,
with the Linked Open Data (LOD) cloud as prime example. With
more than 38 billion statements from over 1100 datasets (Fig. 4), the
LOD cloud constitutes a vast distributed knowledge graph which en-
compasses almost any domain imaginable.

With this wealth of data available, we now face the challenge of
designing machine learning models capable of learning in a world of
knowledge graphs.
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Figure 4: A depiction of the LOD cloud, holding over 38 billion facts from
more than 1100 linked datasets. Each vertex represents a separate
dataset in the form of a knowledge graph. An edge between two
datasets indicates that they share at least one IRI. Figure from [1].

2.3 learning in a world of knowledge graphs

We will revisit the three use cases described in the introduction and
discuss how they can benefit from the use of knowledge graphs as
data model and how this leads to a suitable climate for end-to-end
learning by removing the need for manual feature engineering.

2.3.1 Spam detection

Before, we discussed how early spam detection methods classified e-
mails based solely on the content of the message. We often have much
more information at hand. We can distinguish between the body text,
the subject heading, and the quoted text from previous emails. But
we also have other attributes: the sender, the receiver, and everybody
listed in the CC. We know the IP address of the SMTP server used to
send the email, which can be easily linked to a region. In a corporate
setting, many users correspond to employees of our companies, for
whom we know dates-of-birth, departments of the company, perhaps
even portrait images or a short biography. All these aspects provide
a wealth of information that can be used in the learning task.

In the traditional setting, the data scientist must decide how to
translate all this knowledge into feature vectors, so that machine
learning models can learn from it. This translation has to be done by
hand and the data scientist in question will have to make a judgement
in each case whether the added feature is worth the effort. Instead, it
would be far more convenient and effective if we can train a suitable
end-to-end model directly on the dataset as a whole, and let it learn
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Figure 5: An example dataset on email conversations used in the use case
on spam detection of Section 2.3.1.

the most important features itself. We can achieve this by expressing
this dataset in a knowledge graph.

An example of how such a knowledge graph might look is depicted
in Figure 5. Here, information about who sent the e-mails, who re-
ceived them, which e-mails are replies, and which SMTP servers were
used are combined in a single graph. The task is now to label the ver-
tices that represent emails as spam or not spam—a straightforward
entity classification task.

2.3.2 Movie Recommendation

In traditional recommender systems, movie recommendations are gen-
erated by constructing a matrix of movies, people and received rat-
ings. This approach assumes that people are likely to enjoy the same
movies as people with a similar taste, and therefore needs existing
ratings for effective recommendation [76]. Unfortunately, we do not
always have actual ratings yet and are thus unable to start these com-
putations. This is a common issue in the traditional setting, called the
cold-start problem.

We can circumvent this problem by relying on additional informa-
tion to make our initial predictions. For instance, we can include the
principal actors, the director, the genre, the country of origin, the year
it was made, whether it was adapted from a book, et cetera. Includ-
ing this knowledge solves the cold start problem because we can link
movies and users for which no ratings are yet available to similar
entities through this background data.

An example of a knowledge graph about movies is depicted in
Figure 6. The dataset featured there consists of two integrated knowl-
edge graphs: one about movies in general, and another containing
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movie ratings provided by users. Both graphs refer to movies by the
same IRIs, and can thus be linked together via those resources. We
can now recast the recommendation task as link prediction, specifically
the prediction of the property likes that binds users to movies. Back-
ground knowledge and existing ratings can both be used, as their
availability allows. For instance, while the movie Indiana_Jones has
no ratings, we do know that it is of the same genre and from the same
director as Jurassic_Park. Any user who likes Jurassic_Park might
therefore also like Indiana_Jones.

2.3.3 Market Basket Analysis

Before, we mentioned how retailers originally used transactional in-
formation to map customer purchase behaviour. Of course, we can
include much more information than only anonymous transactions.
For instance, we can take into account the current discount on items,
whether they are healthy, and where they are placed in the store.
Consumers are already providing retailers with large amounts of per-
sonal information as well: age, address, and even indirectly informa-
tion about their marital and financial status. All these attributes can
contribute to a precise profile of our customers.

Limiting the data purely to items imposes an upper bar on the
complexity of the patterns our methods can discover. However, by
integrating additional knowledge on products, ingredients, and eco-
logical reports, our algorithms can discover more complex patterns.
They might, for example, find that Certified Humane8 products are
often bought together, that people who buy these products also buy
those which are eco-friendly, or that products with a low nutritional
value are more often bought on sunny days.

An example of how a knowledge graph on transactions might look
is shown in Figure 7. Each transaction is linked to the items that were
bought at that moment. For instance, all three transactions involve
buying drumsticks. This product consist of chicken, which we know
due to the coupling of the knowledge graph on transactions with
that of product information. We further extended this by integrating
external datasets about suppliers and ecological reports.

2.3.4 The default data model?

All three use cases benefited from the use of knowledge graphs to
model heterogeneous knowledge, as opposed to the current de facto
default: the table. There are however, more data models capable of
expressing heterogeneous knowledge natively. This raises the ques-
tion whether the same can also be accomplished by modelling our

8 http://certifiedhumane.org/

http://certifiedhumane.org/
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Figure 6: An example dataset on movies and ratings used in the use case on
movie recommendations of Section 2.3.2.

knowledge in some other data model. Let us consider two popular al-
ternatives: XML and the relational model (for database management).

The tree structure of XML is a limiting factor compared to knowl-
edge graphs. Any graph structure we want to store in XML loses
information which cannot be expressed using only hierarchical rela-
tions. If, for instance, we want to store a social network in an XML
format, say with a single element for each person, the relations be-
tween these people must be encoded by links between these elements
that are not native to the data model. A learning model designed to
consume XML would exploit the tree structure, but not the ad-hoc
graph structure between these elements.

The differences between the relational model and the knowledge
graph are more subtle. Indeed, there are often very seamless trans-
lations between the two. Nevertheless, there are some differences,
mostly based on the way these models are currently used (rather than
their intrinsic properties), that make knowledge graphs a more prac-
tical candidate for end-to-end learning on heterogeneous knowledge.

One important difference is how both data models allow data inte-
gration: where it is a simple task to integrate two knowledge graphs
at the data level—we only need one IRI shared by both—this is a con-
siderable problem with relational databases and typically requires
various complex table operations [60, 62]. While data integration by
matching IRIs is certainly no silver bullet (as discussed further in
Section 2.4.3), it does allow a seamless data-level integration with-
out human intervention. The end result is again fully compliant with
the RDF data model and can thus directly be used as input to any
suitable machine learning model. This is important in the context of
end-to-end learning, because it makes it possible, in principle, to let
the model learn the rest of the data integration9.

9 A similar effect could be achieved for relational databases if IRIs (or some other
universal naming scheme) were adopted to create keys between databases, but we
are not aware of any practical efforts to that effect.
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Figure 7: An example dataset on transactions, their items, and additional
information used in the use case on market basket analysis of Sec-
tion 2.3.3.

Another difference is simply the availability of data. Relational
databases are typically designed for a specific purpose and often op-
erate as solitary units in an enclosed environment. Data hosted as
such is usually in some proprietary format and difficult to retrieve as
a single file, and in a standardized open format. Knowledge graphs,
however, are widely published and have a mature stack of open stan-
dards available to them.

Of course, there are domains in which the knowledge graph is a
less suitable choice of data model. Specifically, there exists a spec-
trum of datasets, where at one end, the relevant information is pri-
marily encoded in the literals and, at the other, the relevant data is
primarily encoded in the graph structure itself. As mentioned in the
introduction, a typical use case is image classification: it would be
highly impractical to encode every individual pixel of every individ-
ual image as a separate vertex in a knowledge graph. However, it is
feasible to represent these images themselves as literals. This allows
us to present the raw image data, together with their metadata, in a
unified format.

Similar encoding strategies are found in other domains, such as
linguistics [30] and in multimedia [7], and also with other forms of
data such as temporal [123] and streaming data [142].

2.4 the challenges ahead

In the previous section, we argued that expressing heterogeneous
knowledge in knowledge graphs holds great promise. We assumed
in each case that effective end-to-end learning models are available.
However, to develop such models some key challenges need to be
addressed, specifically on how to deal with incomplete knowledge,
implicit knowledge, differently-modelled knowledge, and heteroge-
neous knowledge. We will briefly discuss each of these problems
next.
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2.4.1 Incomplete knowledge

Knowledge graphs are inherently forgiving towards missing values:
rather than to force knowledge engineers to fill in the blanks with arti-
ficial replacements—NONE, NULL, -1, 99999, et cetera—missing knowl-
edge is simply omitted altogether. When dealing with real-world
knowledge, we are often faced with large amounts of these missing
values: for many properties in such a dataset, there may be more en-
tities for which the value is missing, than for which it is known.

While the occasional missing value can be dealt with accurately
enough using current imputation methods, estimating a large num-
ber of them from only a small sample of provided values can be prob-
lematic. Ideally, models for knowledge graphs will instead simply
use the information that is present, and ignore the information that
is not, dealing with the uneven distribution of information among
entities natively.

2.4.2 Implicit knowledge

Knowledge graphs contain a wealth of implicit knowledge, implied
through the interplay of assertion knowledge and background knowl-
edge. Consider class inheritance: for any instance of class C1 holds
that, if C1is a subclass of C2, then it is also an instance of class C2.
Here, additional knowledge is derived by exploiting the property’s
transitivity.

In the case of end-to-end learning, the ability to exploit implicit
knowledge should ideally be part of the model itself. Already, studies
have shown that machine learning models are capable of approximat-
ing deductive reasoning with background knowledge [117]. If we can
incorporate such methods into end-to-end models, it becomes possi-
ble to let these models learn the most appropriate level of inference
themselves.

2.4.3 Differently-modelled knowledge

Different knowledge engineers represent their knowledge in differ-
ent ways. The choices they make are reflected in the topology of the
knowledge graphs they produce: some knowledge graphs have a rel-
atively simple structure while others are fairly complex, some require
one step to link properties while others use three, some strictly define
their constraints while others are lenient, et cetera.

Recall how easy it is to integrate two knowledge graphs: as long
as they share at least one IRI, an implicit integration already exists.
Of course, this integration only affects the data layer: the combined
knowledge expressed by these data remains unchanged. This means
that differences in modelling decisions remain present in the result-
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ing knowledge graph after integration. This can lead to an internally
heterogeneous knowledge graph.

As a concrete example, consider once more the use case of movie
recommendations (Fig 6). To model the ratings given by users, we
linked users to movies using a single property: X likes Y. We can
also model the same relation using an intermediate vertex—a movie
rating—and let it link both to the movie which was rated and to the
literal which holds the actual rating itself:

Mary has_rating Mary_Rating_7 .
Mary_Rating_7 rates Jurassic_Park .
Mary_Rating_7 has_value "1.0" .
Mary_Rating_7 timestamp "080517T124559" .

Dealing with knowledge modeled in different ways remains a chal-
lenge for effective machine learning. Successful end-to-end models
need to take this topological variance into account so they can recog-
nize that similar information is expressed in different ways10. Even
then, there may be cases where the respective topologies are simply
too different, and no learning algorithm could learn the required map-
ping without supervision. In this case, however, we can still use active
learning: letting a user provide minimal feedback to the learning pro-
cess, without hand-designing a complete mapping between different
data-sources.

2.4.4 Heterogeneous knowledge

Recall that literals allow us to state explicit values—texts, numbers,
dates, IDs, et cetera—as direct attributes of resources. This means that
literals contain their own values, which contrasts with non-literal re-
sources for which their local neighbourhood—their context—is the
‘value’. Simply treating literals the same as non-literal resources will
therefore be ineffective. Concretely, this would imply that literals
and non-literals can be compared using the same distance metric.
However, any comparison between explicit values and contexts is
unlikely to yield sensible results. Instead, we must treat literals and
non-literals as separate cases. Moreover, we must also deal with each
different data type separately and accordingly: texts as strings, num-
bers and dates as ordinal values, IDs as nominal values, et cetera.

For instance, in our spam detection example, both the e-mails’ ti-
tle and body were modelled as string literals. The simplest solution
would be to simply ignore these attributes and to focus solely on

10 Note that since we are learning end-to-end, we do not we require a full solution to
the automatic schema matching problem. We merely require the model to correlate
certain graph patterns to the extent that it aids the learning task at hand. Even highly
imperfect matching can aid learning.
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non-literal resources, but doing so comes at the cost of losing poten-
tially useful knowledge. Instead, we can also design our models with
the ability to compare strings using some string similarity metric, or
represent them using a learned embedding. That way, rather than
perceiving the title “Just saying hello” as totally different from “RE:
Just saying hello”, our models would discover that these two titles are
actually very similar.

2.5 current approaches

Recent years witnessed a growing interest in the knowledge graph
by the machine learning community. Initial explorations focused pri-
marily on how entire knowledge graphs can be ‘flattened’ into plain
tables—a process known as propositionalization—for use with tradi-
tional learning methods, whereas more recent studies are looking for
more natural ways to process knowledge graphs. This has lead to
various methods which can be split into two different approaches: 1)
those which extract feature vectors from the graph for use as input to
traditional models, and 2) those which create an internal representa-
tion of the knowledge graph itself.

2.5.1 Extracting feature vectors

Rather than trying to learn directly over knowledge graphs, we could
also first translate them into a more-manageable form for which we
already have many methods available. Specifically, we can try to find
feature vectors for each vertex in a graph that represents an instance—
an instance vertex—in our training data. We will briefly discuss two
prominent examples that use this approach: substructure counting
and RDF2Vec. Clearly, these methods fall short of the ideal of end-to-
end learning, but they do provide a source of inspiration for how to
manage the challenges posed in the previous chapter.

2.5.1.1 Substructure counting

Substructure counting graph kernels [168], are a family of algorithms
that generate feature vectors for instance vertices by counting various
kinds of substructures that occur in the direct neighbourhood of the
instance vertex. While these methods are often referred to as kernels,
they can be used equally well to generate explicit feature vectors, so
we will view them as feature extraction methods here.

The simplest form of substructure counting method takes the neigh-
bourhood up to depth d around an instance vertex, and simply counts
each label: that is, each edge label and each vertex label. Each label en-
countered in the neighbourhood of an instance vertex then becomes a
feature, with its frequency as the value. For instance, for each e-mail
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in our example dataset (Fig. 5), the feature space consists of at least
one sender (e.g., from_Mary: 1), one main recipient (e.g., to_John: 1),
and zero or more other recipients (e.g., cc_Pete: 0 and bcc_Kate:0).

More complex kernels define the neighbourhood around the in-
stance vertex differently (as a tree, for instance) and vary the struc-
tures that are counted to form the features (for instance, paths or
trees). The Weisfeiler-Lehman (WL) graph kernel [143] is a specific
case, and is the key to efficiently computing feature vectors for many
substructure-counting graph methods.

2.5.1.2 RDF2Vec

The drawback of substructure-counting methods is that the size of
the feature vector grows with the size of the data. RDF2Vec [128] is
a method which generates feature vectors of a given size, and does
so efficiently, even for large graphs. This means that, in principle,
even when faced with a machine learning problem on the scale of
the web, we can reduce the problem to a set of feature vectors of, say,
500 dimensions, after which we can solve the problem on commodity
hardware.

RDF2Vec is a relational version of the idea behind DeepWalk [119],
an algorithm that finds embeddings for the vertices of unlabeled
graphs. The principle is simple: extract short random walks starting
at the instance vertices, and feed these as sentences to the Word2Vec
[103] algorithm. This means that a vertex is modeled by its context
and a vertex’s context is defined by the vertices up to d steps away.
For instance, in our example dataset on customer transactions (Fig.
7), a context of depth 3 allows RDF2Vec to represent each transaction
via chains such as

transaction_X → ingredients_X → ingredient_Y

transaction_X → ingredients_X → ingredient_Z

For large graphs, reasonable classification performance can be ob-
tained with samples of a few as 500 random walks. Other methods
for finding embeddings on the vertices of a knowledge graph include
TransE [24] and ProjE [144].

2.5.2 Internal graph representation

Both the WL-kernel and RDF2Vec are very effective ways to perform
machine learning on relational knowledge, but they fall short of our
goal of true end-to-end learning. While these methods consume het-
erogeneous knowledge in the form of RDF, they operate in a pipeline
of discrete steps. If, for instance, they are used to perform classifi-
cation, both methods first produce feature vectors for the instance
vertices, and then proceed to use these feature vectors with a tradi-
tional classifier. Once the feature vectors are extracted, the error signal
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Figure 8: Representing statements as points in a third-order tensor. Two
statements are illustrated: s1 and s2, with s2 = John likes Juras-
sic_Park

from the task can no longer be used to fine-tune the feature extrac-
tion. Any information lost in transforming the data to feature vectors
is lost forever.

In a true end-to-end model, every step can be fine-tuned based
on the learning task. To accomplish this, we need models capable
of directly consuming knowledge graphs and which can hold inter-
nal representations of them. We next briefly discuss two prominent
models that employ this approach: tensors and graph convolutional
networks.

2.5.2.1 Tensor representation

A tensor is the generalization of a matrix into more than two dimen-
sions, called orders. Given that knowledge graph statements consist
of three elements, we can use a third-order tensor to map them: two
orders for entities, and another order for properties. The intersection
of all three orders, a point, will then represent a single statement.
This principle is depicted in Figure 8. As an example, let i, j,k be the
indices of a tensor T used to represent our dataset on movie recom-
mendations (Fig 6). If now T[i] = John, T[j] = Jurassic_Park, and
T[k] = likes, then intersection T[i, j,k] will constitute the statement
John likes Jurassic_Park.

A tensor representation allows for all possible combinations of en-
tities and properties, even those which are false. To reflect this, the
value at each point holds the truth value of that statement: 1.0 if it
holds, and 0.0 otherwise. In that sense, it is the tensor analogue of an
adjacency matrix.

To predict which unknown statements might also be true, we can
apply tensor decomposition. Similar to matrix decomposition, this
approach decomposes the tensor into multiple second-order tensors
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by which latent features emerge. These tensors are again multiplied to
create an estimate of the original tensor. However, where before some
of the points had 0.0 as value, they now have a value somewhere
between 0.0 and 1.0.

This application of tensor decomposition was first introduced as
a semantically-aware alternative [44] to authority ranking algorithms
such as PageRank and HITS, but gained widespread popularity af-
ter being reintroduced as a distinct model for collective learning on
knowledge graphs [112]. Others have integrated this tensor model as
a layer in a regular [146] or recursive neural network [147].

2.5.2.2 Graph Convolutional Neural Networks

Graph Convolutional Networks (GCNs) strike a balance between mod-
eling the full structure of the graph dynamically, as the tensor model
does, and modeling the local neighbourhood structure through ex-
tracted features (as substructure counting methods and RDF2Vec do).
The Relational Graph Convolutional Network (R-GCN) introduced
in [139], and the related column networks [121] are relatively straight-
forward translation of GCNs [26, 72] to the domain of knowledge
graphs. We will briefly explain the basic principle behind GCNs, to
give the reader a basic intuition of the principle.

Assume that we have an undirected graph with N vertices, with a
small feature vector x for each vertex. We can either use the natural
features of the vertex in the data, or if the data does not label the
vertices in any way, we can assign each vertex i a one-hot vector11of
length N. For this example, we will assume that each vertex is as-
signed a random and unique color, represented by a vector of length
3 (a point in the RGB color space).

Let x0 be the color of vertex i. We define xk as the mixture of the
colors of all vertices in the graph, weighted by the probability that
a length-k random walk from vertex i ends up in each vertex. If X0

is the N by 3 matrix containing all original vertex features we can
define this principle mathematically as Xk+1 = AXk, where A is the
normalized adjacency matrix of graph G. If we start with one-hot
vectors instead of colors, xk becomes a probability vector with xkj the
probability that a random walk of k steps from vertex i ends up in
vertex j.

For most graphs, xk converges with k to a single vector indepen-
dent of the starting vertex. This gives us a specific-to-generic sequence
of representations for vertex i: x0 is too specific, and xk is too generic.
Somewhere in-between, we have a good representation, expressing
both similarities and differences.

The GCN model (Fig. 9) uses these ideas to create a differentiable
map from one vector representation into another. We start with a ma-

11 A vector u representing element i out of a set of N elements: u is 0 for all indices
except for ui, which is 1.
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Figure 9: The Graph Convolutional Neural Network. Vertices are rep-
resented as one-hot vectors, which are translated to a lower-
dimensional space from which class probabilities are obtained
with a softmax layer.

trix of one-hot vectors X. These are multiplied by A, and then trans-
lated down to a lower dimensional feature space by a matrix W. W
represents the “weights” of the model; the elements that we will mod-
ify to fit the model to the data. The result is then transformed by a
nonlinearity σ (commonly a linear rectifier) to give us our intermedi-
ate representations H:

H = fσW(X) = σ(AXW).

Row i of matrix H now contains a feature vector of length 16, describ-
ing vertex i.

To create a classifier with M classes, we normally compose two
such "layers", giving the second a softmax12restriction on the output
vectors. This gives us a length-M probability vector y for each vertex,
representing the classification. Thus, the complete model becomes

Y = fsoftmax
V (AfσW(AXW)V) ,

where X is the identity matrix (i.e. a stack of one-hot vectors for each
vertex), and Y is an N×M matrix with Yij the probability that vertex
i has class j. We then learn the weights V and W by minimizing the
cross-entropy between the training examples and the corresponding
rows of Yij through gradient descent.

For the R-GCN model, we have one adjacency matrix per relation
in the graph, one for its inverse of each relation, and one for self-
connections. Also, like RDF2Vec, they learn fixed-size intermediate
representations of the vertices of the graph. Unlike RDF2Vec how-
ever, the transformation to this representation can use the error signal
from the next layer to tune its parameters. The price we pay is that
these models are currently much less scalable than alternatives like
RDF2Vec.

12 This ensures that the output values for a given node always sum to one.
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In [16] first steps are made towards recommendation using graph
convolutions, with the knowledge graph recommendation use case
described above as an explicit motivation. Other promising techniques
include GraphSAGE [56], which replaces the convolution by a learn-
able aggregator function, and [67], which provides learnable transfor-
mations from one knowledge graph to another.

2.5.3 The challenges ahead, revisited

In Section 2.4, we discussed four important challenges. How do the
approaches described above address these problems?

All approaches discussed in this section treat knowledge graphs as
labeled multi-digraphs. The silver lining of this simplified view is that
incomplete knowledge—information which is missing or inaccessible—
is inherently dealt with: edges that are present are used to create
meaningful embeddings, and edges that are absent are not required
to be imputed for the algorithms to work. The tensor factorization
approach provides some insight into what is happening under the
hood: the embeddings which are learned for each vertex already con-
tain an implicit imputation of missing links that emerges when the
embeddings are re-multiplied into a low-rank tensor.

Implicit knowledge—information implied through the interplay of as-
sertion knowledge and ontologies—is not considered by any of these
methods. A simple solution would be to make this knowledge explicit
beforehand by materializing all implied statements but, as noted in
[168], this does not seem to strongly affect performance either way.

Differently-modeled knowledge—different datasets expressing similar
information differently—seems entirely unaddressed in the machine
learning literature, most likely because current methods are evaluated
only on benchmark datasets from a single source.

Finally, the issue of heterogeneous knowledge—information of differ-
ent types and from different domains—is ignored in all approaches
described here. In neural models like RDF2Vec and (R-)GCNs, such
knowledge could easily be incorporated by using existing state-of-the-
art architectures like CNNs and LSTMs to produce embeddings for
the literals, and by then projecting the different modality embeddings
into the same representation space as the graphs’ structure (Fig. 10).
A large part of this work can already be done by the convolutions
and pooling layers of a deep neural network, which merge the input
signals into a lower-dimensional joint representation. However, to cre-
ate meaningful multimodal embeddings we need to optimize on the
latent variables, rather than on the most relevant unimodal feature
(maximizing) or on a grey blend of features (averaging) [10]. This
ensures that our embeddings stay close to the entities they represent.
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Figure 10: Schematic architecture for multimodal learning on knowledge
graphs. The graph’s structure is embedded using a (R-)GCN,
whereas the other modalities (depicted as various opaque shapes)
are addressed using dedicated neural encoders. Unimodal signals
are then merged in a joint space to form multimodal graph em-
beddings.

2.6 conclusion

When faced with heterogeneous knowledge in a traditional machine
learning context, data scientists craft feature vectors which can be
used as input for learning algorithms. These transformations are per-
formed by adding, removing, and reshaping data, and can result in
the loss of information and accuracy. To solve this problem, we re-
quire end-to-end models which can directly consume heterogeneous
knowledge, and a data model suited to represent this knowledge nat-
urally.

In this paper we have argued—using three running examples—for
the potential of using knowledge graphs for this purpose: a) they al-
low for true end-to-end-learning by removing the need for feature
engineering, b) they simplify the integration and harmonization of
heterogeneous knowledge, and c) they provide a natural way to inte-
grate different forms of background knowledge.

The idea of end-to-end learning on knowledge graphs suggests
many research challenges. These challenges include coping with in-
complete knowledge, (how to fill the gaps), implicit knowledge (how
to exploit implied information), heterogeneous knowledge, (how to
process different data types), and differently-modelled knowledge
(how to deal with topological diversity). We have shown how sev-
eral promising approaches both deal with these challenges, and fail
to do so.
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The question may rise whether we are simply moving the goal-
posts. Where data scientists were previously faced with the task of
creating feature vectors from heterogeneous knowledge, we are now
asking them to find an equivalent knowledge graph instead or to cre-
ate such a knowledge graph themselves. Our claim is that the trans-
lation from the original knowledge to a knowledge graph may be
equally difficult, but that it preserves all information, relevant or oth-
erwise. Hence, we are presenting our learning models with the whole
of our knowledge or as close a representation as we can make. Relat-
edly, knowledge graphs are task-independent: once created, the same
knowledge graph can be used for many different tasks, even those
beyond machine learning. Finally, because of this re-usability, a great
deal of data is already freely available in knowledge graph form.

End-to-end learning models that can be applied directly to knowl-
edge graphs off-the-shelf will provide further incentives to knowl-
edge engineers and data owners to produce even more data that is
open, well-modeled, and interlinked. We hope that in this way, the
Semantic Web and Data Science communities can complement and
strengthen one another in a positive feedback loop.
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abstract

Graph neural networks and other machine learning models offer a
promising direction for machine learning on relational and multi-
modal data. Until now, however, progress in this area is difficult to
gauge. This is primarily due to a limited number of datasets with a) a
high enough number of labeled nodes in the test set for precise mea-
surement of performance, and b) a rich enough variety of multimodal
information to learn from. We introduce a set of new benchmark tasks
for node classification on RDF knowledge graphs. We focus primarily
on node classification, since this setting cannot be solved purely by
node embedding models. For each dataset, we provide test and vali-
dation sets of at least 1000 instances, with some over 10000. Each task
can be performed in a purely relational manner, or with multimodal
information. All datasets are packaged in a CSV format that is easily
consumable in any machine learning environment, together with the
original source data in RDF and pre-processing code for full prove-
nance. We provide code for loading the data into numpy and pytorch,
and compute the performance for several baseline models.
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3.1 introduction

The combination of knowledge graphs and machine learning is a
promising direction. In particular, the class of machine learning mod-
els known as message passing models offer an interesting set of abilities
[12, 173]. These models operate by propagating information along the
structure of the graph and are trained end-to-end, meaning all infor-
mation in the data can potentially be used if it benefits the task. Even
the contents of the literals may be used by attaching encoder networks
to learn how literals should be read, leading to an end-to-end model
for multimodal learning on knowledge graphs. The message passing
framework is also a promising direction for interpretable machine
learning, as the computation of the model can be directly related to
the relational structure of the data [42].

Unfortunately, the progress of message passing models and related
machine learning approaches has been difficult to gauge, due to the
lack of high quality datasets. Machine learning on knowledge graphs
is commonly evaluated with two abstract tasks: link prediction and
node labeling. In the former, the model is given a proper subset of the
graph, and is asked to rank a set of unseen triples on how likely they
are to be true. With node labelling, the entire graph is given to the
model during training, together with labels for a subset of its nodes.
The task is now to label a set of withheld nodes with a target label: a
class for node classification or a number for node regression.

While link prediction is probably more popular in recent litera-
ture, node labeling is more promising for developing message pass-
ing models. This becomes evident when pure embedding models are
taken into consideration, which learn node embeddings more directly
using, for example, random walks or translations in vector space. In
link prediction, it is not clear whether message passing models of-
fer an advantage over such embedding models on currently popu-
lar benchmarks, without a considerable increase in computational
requirements. In node labeling, however, the task cannot be solved
from node embeddings alone. In some way, the deeper structure of
the graph needs to be taken into account, making it a better testing
ground for message-passing algorithms such as R-GCNs [139] and
R-GATs [27].

In this work, we specifically focus on knowledge graphs that are
built on top of the Resource Description Framework (RDF). The most
common datasets used for node classification on RDF knowledge
graphs, are the AIFB, MUTAG, BGS, and AM datasets, which were
first collected and published for this purpose in [130]. Their details
are given in Table 1. These datasets are well suited to message passing
methods since they are relatively small, allowing a message passing
model to be trained full-batch so that we can gauge the performance
of the model independent of the influence of minibatching schemes.
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Figure 11: The size of a 95% confidence interval around an estimate of ac-
curacy for a binary classification problem, for estimates based on
test sets of 100, 1000 and 10000 instances. Note that 10000 in-
stances are required before we can tell apart estimates that differ
by 0.01 over the whole range of accuracies.

However, the small size of the graphs also means a small number of
labeled instances, and, in particular, a small test set, sometimes with
less than 50 instances.

While limited training data is often a cause for concern in machine
learning, limited test data is usually the greater evil. With limited
training data, we may have a model that fails to perform well, but
with limited test data we cannot even tell how well our model is per-
forming. In statistical terms: a performance metric like accuracy is an
estimate of a true value, the expected accuracy under the data dis-
tribution, based on a sample from that distribution; the test set. The
larger that sample, the more accurate our estimate, and the smaller
our uncertainty about that estimate. Figure 11 shows the size of the
95% confidence intervals for different test set sizes on a balanced bi-
nary classification problem. We see that only at 10000 instances do
we have sufficient certainty to say that a model with a measured ac-
curacy of 0.94 is most likely better than one with a measured accuracy
of 0.93. The test set sizes in Table 1 do not allow for anything but the
most rudimentary discrimination.

Table 1: The currently most commonly used benchmark datasets for node
classification.

Dataset AIFB MUTAG BGS* AM*

Entities 8,285 23,644 87,688 246,728

Relations 45 23 70 122

Edges 29,043 74,227 230,698 875,946

Labeled 176 340 146 1,000

Classes 4 2 2 11
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Additionally, while these datasets provide some multimodal data
in the form of literals, they are usually not annotated with datatypes.
Moreover, the modalities remain restricted to simple strings contain-
ing natural language, or structured information like numerical values
and dates. Richer multimodal information like images, audio, or even
video would present a more exciting challenge for the possibility of
integrating such data in a single end-to-end machine learning model.

To overcome these problems, we introduce kgbench: a collection of
evaluation datasets for knowledge graph node labeling. Each dataset
comes with a test split of between 2000 and 20000 labeled nodes,
allowing for precise estimates of performance.

The datasets can be used in two different ways. In the relational set-
ting, each node is treated as an atomic object, with literals considered
equal if their content is equal. This mode can be used to evaluate
relational machine learning models, as in [27, 128, 139]. In the multi-
modal setting, the content of literal nodes is taken into account as well,
as described in [173, 175]. In addition, each dataset can also be used
to evaluate link prediction models by ignoring the node labels (see
Section 3.2.3 for details).

The datasets are offered as RDF, with each dataset packaged both
in N-Triples and in HDT [43] format. Additionally, since loading RDF
into machine learning environments can be non-trivial, we offer pre-
processed versions of each dataset, which contain integer indices for
all nodes and relations in the graph. These are stored as a set of
CSV files, to ensure that they can be directly read by a large number
of machine learning libraries. We also provide explicit dataloading
code for Numpy and Pytorch, as well as scripts to converts any RDF-
encoded knowledge graph to this format.

All data and code is hosted on Github5. To ensure long term avail-
ability and to provide a permanent identifier, snapshots of all datasets
are also hosted on Zenodo6. Each dataset is licensed under the most
permissive conditions allowed by the licenses on the source datasets.

3.1.1 Related work

Similar efforts to ours include: CoDEx [134], a link prediction bench-
mark that includes multilingual literals, and RichPedia [169], a large-
scale multimodal knowledge graph with no specific machine learn-
ing task attached. Other link prediction research has included new
benchmark data [90, 159]. Our datasets are, to the best of our knowl-
edge the first node labelling benchmarks that focus on large test set
size and multimodal learning. In [130], node labeling tasks on large
knowledge graphs are included, but the number of total instances in

5 https://github.com/pbloem/kgbench

6 Details, including DOIs, under the following references amplus [19], dmgfull and
dmg777k [172], dblp [20], mdgenre and mdgender [17].

https://github.com/pbloem/kgbench
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the dataset never exceeds 2000, and canonical snapshots of the knowl-
edge graphs are not provided.

The field of knowledge graph modeling by machine learning meth-
ods can be divided into two main camps: pure embedding meth-
ods, which learn node embeddings directly, and message passing ap-
proaches which learn from the graph structure more explicitly. For
pure embedding methods, [133] serves as a good overview of the
state of the art. Message passing methods are popular [12], but there
has been less progress in the specific domain of knowledge graphs,
with R-GCNs [139] and R-GATs [27] as the main approaches. Other
approaches include kernel methods [167] and feature-extraction ap-
proaches [128].

3.2 method

In this section we detail the main design choices made in constructing
the tasks and datasets in kgbench. Our data model in all cases follows
RDF. That is, a knowledge graph is defined as a tuple G = (V ,R,E),
with a finite set of nodes V , a finite set of relations R and a finite set
of edges (also known as triples) E ⊆ V × R× V . The nodes in V can
be atomic entities7or literals, defined by a string which is optionally
tagged with a datatype annotation or a language tag.

3.2.1 Desiderata

A good machine learning benchmark must satisfy a large number of
constraints. We have focused primarily on the following.

large test sets A large test set is essential for accurate perfor-
mance estimates. Since a large part of the research activity of
machine learning consists of comparing the performance of mod-
els, this is our primary concern.

manageable graph size A small benchmark dataset allows for
quick evaluation of hypotheses and quick iteration of model
designs, and keeps machine learning research accessible to any-
body with access to commodity hardware. Boosting the number
of instance nodes to increase the test set also tends to increase
the size of the graph context, which can soon explode.

small training sets Keeping the number of training instances
relatively low has several benefits: it leaves more instances for
the validation and test sets and it makes the task more difficult.
If the instances are more sparsely labeled, models are forced
to use the graph structure to generalize. It is common practice,

7 Entities may be resources, identified by an IRI, or blank nodes.
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once hyperparameter tuning is finished, to combine the train-
ing and validation sets into a larger training set for the final
run. Normally this conveys only a very small extra advantage.
In our case, adding the validation data often has a very large ef-
fect on how easy the task becomes, and which structure can be
used to solve. For this reason, in our tasks, practitioners should
only ever train on the training data, no matter what set is being
evaluated on.

multimodal literals Where possible we offer literals of multi-
ple modalities. We annotate existing strings with datatypes and
language tags, and add images and spatial geometries. These
are placed into the graph as literals rather than as hyperlinks,
making the dataset self-contained.

3.2.2 Data Splitting and Layout

Each dataset provides a canonical training/validation/test split. We
also split off a meta-test set if the data allows. This is an additional set
of withheld data. It serves as an additional test set for review studies
over multiple already-published models. This provides the possibility
to test for overfitting on the test set if the dataset becomes popular.
Any practitioner introducing a single new model or approach, should
ignore the meta-test set8.

Each dataset is provided as an RDF graph, with the target labels
kept in separate files. We emphatically choose not to include the tar-
get labels in the dataset, as this would then require practitioners to
manually remove them prior to training, which creates a considerable
risk of data leakage.

preprocessing The most common preprocessing step for rela-
tional machine learning is to map all relations and nodes to integer
indices. We have preprocessed all datasets in this manner and pro-
vided them as a set of CSV files (in addition to the original RDF).
While a collection of CSV files may not be in keeping with the spirit
of the Semantic Web, this format greatly facilitates reading the data
into any any data science or machine learning software, without the
need to parse RDF or load the data into a triple store.

This format also allows practitoners to choose between the rela-
tional and multimodal setting in a simple manner. If only the integer
indices are read, then the data is viewed purely from a relational
setting. The mappings from the integer indices to the string represen-
tations of the nodes then provide the multimodal layer on top of the
relational setting.

8 It is common practice to not publish the meta-test set to ensure that it is not used
by practitioners until it is necessary. In our case this makes little sense, since the
meta-test set could easily be derived from the available raw data manually.
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3.2.3 Link prediction

Our focus is node labeling, but since link prediction is an unsuper-
vised task, each of our datasets can also be used in link prediction,
both for purely relational settings and for multimodal settings. In
such cases, we suggest that the following guidelines should be fol-
lowed:

• The triples should be shuffled before splitting. The validation,
test and meta-test set should each contain 20000 triples, with
the remainder used for training. We include such a split for
every dataset.

• In contrast to the node labeling setting, we do not enforce lim-
ited training data. The final training may be performed on the
combined training and validation sets, and tested on the test
set.

• Practitioners should state that the data is being adapted for link
prediction, and whether the dataset is being used in relational
or in multimodal setting.

3.2.4 Expressing Binary Large Objects

1 @prefix : <http://kgbench.info/dt#> .

2 @prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .

3 @prefix xsd: <http://www.w3.org/2001/XMLSchema#> .

4

5 :base64Image a rdfs:Datatype ;

6 rdfs:subClassOf xsd:base64Binary ;

7 rdfs:label "Base64−encoded image"@en ;

8 rdfs:comment "An image encoded as a base64 string"@en .

9

10 :base64Video a rdfs:Datatype ;

11 rdfs:subClassOf xsd:base64Binary ;

12 rdfs:label "Base64−encoded video"@en ;

13 rdfs:comment "A video encoded as a base64 string"@en .

14

15 :base64Audio a rdfs:Datatype ;

16 rdfs:subClassOf xsd:base64Binary ;

17 rdfs:label "Base64−encoded audio"@en ;

18 rdfs:comment "An audio sequence encoded as a base64 string"@en .

Listing 1: A small ontology which provides datatypes to annotate base64-
encoded image, audio, and video data with.

No convention currently exists for encoding images, videos, or audio
in literals. A convention in the realm of relational databases is to
store complex datatypes as Binary Large OBjects (BLOBs). Here, we
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chose to adopt this convention by encoding binary data in base64-
encoded string literals. The conversion to and from binary data is
well supported by many popular programming languages.

To express that a certain string literal encodes a complex type it
should be annotated as such using a suitable datatype. The straight-
forward choice for this datatype would be xsd:base64Binary. How-
ever, this datatype does little to convey the type of information which
it encodes, which makes it difficult for data scientists who want to
build machine learning models that distinguish between these types.
To accommodate this distinction, we instead introduce a small col-
lection of datatype classes to annotate binary-encoded strings in ac-
cordance with their information type (Listing 1)9. Because the focus
of this work lies with multimodal knowledge, we limit ourselves to
three modalities which are popular in the machine learning commu-
nity: images, videos, and audio sequences10.

3.3 datasets

Table 2 lists the datasets contained in kgbench and their basic statis-
tics, as well as an overview of the distribution of modalities per
dataset. All datasets were created by combining publicly available
data sources, with no manual annotation. Enrichment was limited to
combining data sources, and annotating literals.

3.3.1 The Amsterdam Museum (AM) Dataset (amplus)

The Amsterdam Museum is a museum dedicated to the history of
Amsterdam. Its catalog has been translated to linked open data [22].
The AM dataset, as described in Table 1 is already established as a
benchmark for node classification: the task is to predict, for a given
collection item, what its type is, with types ranging from paintings to
coins and stamps.

In this version, the number of labeled instances is arbitrarily limited
to 1000, resulting in small test set sizes. We return to the original data
and make the following changes: we collect all collection items as in-
stances, annotate a large number of literals with the correct datatype,
and insert images as binary-encoded literals. We also include only a

9 An online version is available on http://kgbench.info/dt.ttl

10 One may argue that the same can be achieved by supplying the entity to which
the binary data belongs with a suitable class, and by linking that entity to its data.
While this would remove the need for new datatypes, it would render the isolated
literal meaningless. This contrasts with most other datatypes, which still convey their
meaning in isolation.

11 Numerical information includes all subsets of real numbers, as well as booleans,
whereas date, years, and other similar types are listed under temporal information.
Textual information includes strings and its subsets, as well as raw URIs (e.g. links).
Images and geometries are listed under visual and spatial information, respectively.

http://kgbench.info/dt.ttl
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Table 2: Statistics for all datasets. We consider a dataset “GPU friendly” if
the R-GCN baseline can be trained on it with under 12 GB of mem-
ory and “CPU-friendly” if this can be done with under 64 GB. Note
that mdgender is not meant for evaluation (see Section 3.5).

Dataset amplus dmgfull dmg777k dblp mdgenre mdgender*

Triples 2 521 046 1 850 451 777 124 21 985 048 1 252 247 1 203 789

Relations 33 62 60 68 154 154

Nodes 1 153 679 842 550 341 270 4 470 778 349 344 349 347

entities 1 026 162 262 494 148 127 4 231 513 191 135 191 138

literals 127 517 580 056 192 143 239 265 158 209 158 209

Density 2×10−6
3×10−6

7×10−6
1×10−6

1×10−5
1×10−5

Degree

avg 4.37 4.47 4.53 9.83 7.17 6.89

min 1 1 1 1 1 1

max 154 828 121 217 65 576 3 364 084 57 363 57 363

Classes 8 14 5 2 12 9

Labeled 73 423 63 565 8 399 86 535 8 863 57 323

train 13 423 23 566 5 394 26 535 3 846 27 308

valid 20 000 10 001 1 001 20 000 1 006 10 005

test 20 000 20 001 2 001 20 000 3 005 10 003

meta 20 000 10 001 20 000 1 006 10 007

Source [22] see text
[156][166]
[118]

[166][65] [166][65]

GPU friendly ✓ ✓

CPU friendly ✓ ✓ ✓ ✓ ✓

Datatypes11

Numerical 8 418 64 184 8 891 1 387 1 387

Temporal 6 676. 463 290 37 442 37 442

Textual 56 202 340 396 117 062 239 265 51 852 51 852

Visual 56 130 58 791 46 061 67 528 67 528

Spatial 116 220 20 837

subset of the relations of the original data to make the dataset both
small and challenging. Finally, we remap the categories to a smaller
set of classes to create a more balanced class distribution. The map-
ping is given in Table 3.

The amplus is provided under a Creative Commons CC-BY license.

3.3.2 The Dutch Monument Graph (dmgfull, dmg777k)

The Dutch Monument Graph (DMG) is a dataset from the cultural
heritage domain. Encompassing the knowledge from several organi-
zations, the DMG contains various information in numerous modali-
ties about 63566 registered monuments in The Netherlands. The task
is to predict the type of a given monument, with types ranging from
mills to castles and churches.
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Table 3: The class mapping for the amplus data. The original categories are
translated from their original Dutch names.

original class freq.

Furniture, Glass, Textile, Ceram-
ics, Sculpture, Arts and crafts

Decorative art 25782

Prints Prints 22048

Coins and tokens, Archaeo-
logical artifacts, Measures and
weights

Historical artifacts 7558

Drawings Drawings 5455

Non-noble metals art, Noble
metal art

Metallic art 4333

Books, Documents Books and Documents 4012

Paintings Paintings 2672

Photographs Photographs 1563

Engineered with the goal of creating a highly multimodal dataset,
the DMG contains information in six different modalities, five of
which are encoded as literals. This includes the often common numer-
ical, temporal, and textual information, but also visual information
in the form of images, and, more uniquely, several different kinds
of spatial information. Taken all together, these modalities provide
the monuments with a diverse multimodal context which includes,
amongst other things, a short title, a longer description, a construc-
tion date, the city and municipality it lies in, several images from dif-
ferent directions, a set of geo-referenced coordinates, and a polygon
describing its footprint.

Five different knowledge graphs from four different organizations12

were combined to form the DMG. The information from these orga-
nizations was combined using entity resolution based on string com-
parison techniques, matching municipality and city names, as well
as multi-part addresses. Once merged, the information was cleaned
and provided with accurate class and datatype declarations where
missing.

The 777k-variant provided is a proper subset of the entire DMG
graph13. This variant encompasses 8,399 monuments, and was cre-
ated by sampling monuments from the top-5 monument classes that
have no missing values. Both variants are published under the CC-BY
license

12 1) the Dutch Cultural Heritage Agency (www.cultureelerfgoed.nl), 2) the Dutch
Cadastre, Land Registry and Mapping Agency (www.kadaster.nl), 3) Statistics
Netherlands (www.cbs.nl), and 4) Geonames (www.geonames.org)

13 www.gitlab.com/wxwilcke/dmg

www.cultureelerfgoed.nl
www.kadaster.nl
www.cbs.nl
www.geonames.org
www.gitlab.com/wxwilcke/dmg
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3.3.3 The Movie Dataset (mdgenre, mdgender)

The Movie Data sets are a subset of Wikidata [166] in the movie do-
main. We select any movies that are recorded as ever having won
or been nominated for an award. Every person affiliated with any of
these movies is also selected. The affiliations are only saved when the
relation in between the movie and the person is in a relation whitelist.

This whitelist is made of relations that satisfied the following con-
ditions: every relation needs to have a Wikidata prefix and the rela-
tions do not direct to an identifier tag outside of Wikidata. With this
whitelist, every triple that contains a movie or individual on their re-
spective lists and a relation on the whitelist is extracted. This creates
a knowledge graph that is centred around movie-related data and
has a longest path of 4 hops, making the knowledge graph relatively
simple.

The main objective of this dataset is to predict the genre of the
movies. Movies can have multiple genres, which is not practical when
creating a single-label classification problem. Therefore, movies are
assigned a genre based on a solution to the Set Cover Problem, which
was derived using [190]. Each movie is assigned a single genre of
which it already was part. This constrains the multi-label classifica-
tion objective to a multiclass classification objective. Additionally, the
dataset also contain a gender objective, which we include as a sanity
check as the objective is considered easier compared to the genre ob-
jective (see Section 3.5 for a discussion). As the classification in the
Wikidata knowledge base is already suitable for multiclass classifica-
tion, no further constraining as with the genres was not necessary.

We retrieved thumbnail images from URLs in Wikidata and in-
clude binary-encoded representations. We also include thumbnails
of images in the Internet Movie Database (IMDB): using the IMDB-
identifier in Wikidata, the respective web page at the IMDB-website is
obtained for their thumbnail, which is in turn downloaded, converted
and inserted in the same way.

The relational data in these datasets is taken from Wikidata, and
provided under the same CC0/Public domain license that applies to
Wikidata. For 40449 out of the 68247 images in this dataset, we ex-
tracted thumbnails from larger images published by the IMDB. The
copyright of the original images resides with their producers. We as-
sert no rights on this part of the data for redistribution or use outside
non-commercial research settings. The remainder of the thumbnails
is taken from from the Wikimedia repository, and distributed under
the individual license of each image.
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3.3.4 The DBLP Dataset (dblp)

The DBLP repository [156] is a large bibliographic database of publi-
cations in the domain of computer science. This was converted to RDF
under the name L3S DBLP, of which we used the HDT dump14. To
provide a classification task on this data we extracted citation counts
from the OpenCitations project [118] using the REST API. We checked
all DOIs of papers in the DBLP dump, giving us a set of 86535 DOIs
that are present in both databases. These are our instances.

We also extract information from Wikidata about researchers. We
use the XML dump of DBLP [156] to extract ORCiDs, which allows
us to link 62774 people to Wikidata. For each person linked, we ex-
tract triples from the one-hop neighborhood in Wikidata. We use 24

relations from the DBLP data and 44 relations from Wikidata.
Since we are focusing here on classification tasks, we turn the pre-

diction of the citation count into two classes: those papers which
received one citation, and those which received more (due to the
skewed distribution this the closest to a median-split). We have also
preserved the original citation counts in the data, so the task can also
be treated as a node regression task. This dataset is provided under a
CC0/Public domain license.

3.4 code and baselines

In addition to the datasets in their RDF and CSV formats, we also pro-
vide scripts to convert any arbitrary RDF-encoded graph to our CSV
format. To import these datasets into a machine learning workflow,
we further provide a small Python library that loads any dataset that
makes use of our CSV format into a object containing Pytorch [115]
or Numpy [114] tensors, together with mappings to the string repre-
sentations of the nodes. This provides both a utility sufficient for the
majority of current machine learning practices, and a reference imple-
mentation for any setting where such a dataloader does not suffice.

In addition to the new datasets of Table 2, the repository also in-
cludes legacy datasets aifb and the original Amsterdam Museum
data, named am1k here. These are useful for debugging purposes.

The dataloader allows the data to be loaded in a single function call.
It also provides utility functions for pruning the dataset to a fixed
distance around the instance nodes, and for re-ordering the nodes so
that the datatypes are ordered together (which may reduce expensive
tensor indexing operation in implementing multimodal models). We
also provide three baseline models as reference for how to use the
data in practice:

14 Available at https://www.rdfhdt.org/datasets/.

https://www.rdfhdt.org/datasets/
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features This model extracts binary graph features about the set
of triples incident to the instance node, which are then used by
a logistic regression classifier. Over the whole set of training in-
stances, all of the following binary features are considered: a)
whether a particular predicate p is present or not, b) whether
a particular predicate is present in a specific direction, i.e. out-
going or incoming, and c) whether a particular predicate, in
a particular direction, connects the instance node to a specific
node n. For all collected features, the information gain is com-
puted for splitting the training instances on that feature. The k
features with the highest information gain are kept and used to
train a classifier.

r-gcn The default classification R-GCN model [139]. It contains two
R-GCN layers that are fed with a one-hot encoding of the nodes
and mapped to a hidden layer, which is again mapped to class
probabilities. By default, a hidden size of 16 is used, with a basis
decomposition of 40 bases. This baseline is purely relational,
and ignores multimodal information.

mr-gcn We provide a stripped-down version of the original MR-
GCN model [175]. Unlike the original, this model does not train
its feature extractors end-to-end, which means that no back-
propagation is needed beyond the R-GCN layer, saving mem-
ory. The literal features are extracted by pretrained models: a
Mobilenet-v2 [136] for the images and DistilBERT [137] for string
literals. After feature extraction, the features are scaled down to
a uniform input dimension d by principal component analy-
sis. For the IRI nodes and blank nodes we create d-dimensional
embedding vectors. All these vectors together provide node fea-
tures that are fed to the first of two R-GCN layers, configured
as before.

3.4.1 Baseline Performance

Table 4 shows the accuracies of the three baseline models on the
datasets in kgbench. The R-GCN models were trained for 50 epochs
with default hyperparameters. That is, a two-layer model, with ReLU
activation and a hidden size of 16. Training was done full-batch for 50

epochs with the Adam optimizer with default parameters and a learn-
ing rate of 0.01. A 0.5×10−3 L2 penalty was applied to the weights
of the first layer. The features baseline was run with k = 2000 and a
logistic regression classifier with no regularization.

These numbers should be taken as broad baselines for how default
models perform on these datasets, and not as the last word of the
performance of, for instance, the R-GCN. It may well be possible to
achieve better performance with more extensive hyperparameter tun-
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ing, a different architecture, or more training epochs. In particular,
the MR-GCN used here is likely considerably less performant than
the fully end-to-end version.

3.5 discussion

While only a small proportion of benchmarks that are published
achieve broad community-wide uptake, those that do ultimately have
a profound impact on the direction in which technology is developed.
A dataset like ImageNet [36] was developed in a time when no mod-
els were available that could solve the task, but it is now commonly
used to pretrain computer vision models that are widely distributed
and used in production systems. Even a dataset like FFHQ [69], which
was specifically compiled with diversity and representation in mind
has led to pre-trained models that contain bias, which is ultimately
exposed in downstream applications [99].

For this reason we consider it wise to discuss both the biases present
in the data and the implications of setting certain labels as training
targets.

3.5.1 Bias in training data

A common source of discussion in AI Ethics is the bias present in
training data, especially where the representation of people is con-
cerned [97]. A case in point are the mdgenre and dblp datasets, which
both contain the “Sex or Gender” property of Wikidata15. In the for-
mer, a disproportionate number of the actors in the data are men.
While this may be an accurate reflection of a bias in the world16, it
means that actions taken based on the predictions of a production
model trained on this data may end up amplifying the data biases.

We have chosen not to de-bias the data for various reasons. First,
we can only correct for the biases for which we have attributes (such
as sex, gender, race, or religion). Second, even if we resample in this

15 https://www.wikidata.org/wiki/Property:P21

16 Even this is not a given. In many cases, the models themselves also amplify the
biases present in the data [189].

Table 4: Performance of baselines on the datasets in the collection. The R-
GCNs could not be trained on dblp in under 64Gb of memory.

setting baseline amplus dmgfull dmg777k dblp mdgenre

relational Features 0.72 0.73 0.42 0.72 0.66

R-GCN 0.77 0.71 0.70 - 0.63

multi-modal MR-GCN 0.86 0.76 0.57 - 0.62

https://www.wikidata.org/wiki/Property:P21
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way, the biases may still manifest, for instance in the completeness of
the data for men and women. Finally, debiasing the data ourselves, by
a fixed strategy removes the possbility of investigating the debiasing
method itself.

In short, we take it as a given that the data is biased. Since the
data was largely retrieved completely as found in the wild, with only
crude filtering based on node neighborhoods and relation whitelists,
we may assume that these biases are reflective of the biases in real-
world data. This may be used to study data bias in knowledge graphs,
but any model trained on these datasets should not be put into pro-
duction without careful consideration.

3.5.2 Choice of target relations

In all cases, our primary reasons for setting a particular target relation
are technical. It is challenging to find a set of classes that are well-
balanced, offer a large amount of instances, and provide a challenging
task. Moreover, in the multimodal setting, a variety of literals with
different modalities must be available, all of which can be shown to
contribute to the task.

This narrow range of requirements can lead to difficult choices: in
our search for suitable targets, we noted that the category “Sex or
gender” in Wikidata satisfied our technical requirements very well.
However, training a model to predict this relation is to train (in part)
a gender classifier, which is a controversial subject [55]. The following
reasons have been posed for why such classifiers would be undesir-
able:

• Both sex and gender are not well captured by binary categories.
Even the range of 36 categories offered by Wikidata (of which
8 are present in the Movie data) is unlikely to capture the spec-
trum of possibilities.

• People with gender identities outside the male/female catego-
rization are at risk of oppression or discrimination. An oppres-
sive regime may abuse gender and sex classifiers for large scale
detention or prosecution. While there are currently no such sys-
tems employed to our knowledge, such practices do already ex-
ist in the related cases of race and ethnicity classification [106].

• The possibility of gender classification from external features
may falsely imply a strong or causal relationship. Here, a com-
parable case is [88, 171], where a classifier was built to pre-
dict sexual orientation. Besides the possibilities for abuse noted
previously, such classifiers are often misinterpreted as show-
ing strong causal links, for instance between physical features
and the target class. In fact, all that can really be inferred is a
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weak correlation, which may well be based on incidental fea-
tures, such as lighting, or personal choices such as clothing and
make-up.

On the other hand, the inclusion of sex and gender as features in the
data is important for the study of algorithmic bias. Simply removing
the sex or gender attribute as a target class, but not as a feature of
the data, also does not circumvent these issues. In a link prediction
setting rather than a node labeling setting, every relation in the data
becomes both feature and target. In such settings the two cannot be
separated, and the problem remains.

Ultimately, we have chosen to include the dataset, with the “Sex
or gender” attribute in place. We urge that practitioners use these
datasets with care. For the gender-prediction task mdgender itself, we
recommend strongly that this dataset be used only as a test case in
development17, and not to report model performance in general set-
tings, unless the task at hand is specifically relevant to the issue of
sex or gender bias.

3.6 conclusion

In this work, we have introduced a collection of multimodal datasets
for the precise evaluation of node classification tasks on RDF knowl-
edge graphs. All datasets are available on GitHub and Zenodo in
RDF and HDT format. Also provided are CSVs with an integer to
label mapping, which can be loaded into Numpy and Pytorch by us-
ing the provided dataloader code. To support images, videos, and
audio sequences, we also introduced a modest ontology to express
these datatypes as binary-encoded string literals. For all datasets, we
demonstrated their performance using several baseline models.

3.6.1 Limitations

To add extra modalities to our data, we have relied primarily on im-
ages. Other modalities are available: for instance wikidata contains a
rich collection of audio clips which provide an additional modality.
Even small videos might be suitable.

An important consideration in constructing our graphs was to keep
the total size of the graph relatively small. This means that the graphs
presented here paint a slightly simplified image of real-world knowl-
edge graphs. A model that performs well on these graphs can most
likely not be applied directly to knowledge graphs found in the wild,

17 The task in its current setup is too easy to serve as a good benchmark (which we
have deliberately refrained from fixing). However, it is unique among these datasets
in offering a strong guarantee that the images can be used to predict the target label
with good accuracy. This property may be useful in debugging models, which can
then be evaluated on the other tasks.
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as these will have magnitudes more relations, and relevant informa-
tion stored more steps away from the instance nodes.

3.6.2 Outlook

To stimulate adoption of the benchmark, we have aimed to offer a
simple and unambiguous way to load the data (including baseline
implementations for reference) and to host the data in multiple, re-
dundant places (Zenodo and Github). As the data is used, we will
offer a leader board on the Github page to track top performance and
collect papers making use of the data.

The ultimate test of a benchmark task is whether it can be solved. In
cases like speech-to-text, we can use human performance as an upper
bound, but in a relational learning setting this is difficult to measure.
Our baseline tests show that simple baselines reach low, but above-
chance performance, with plenty of room for growth. It is difficult
to establish what the performance ceiling is, but we hope that by
providing a good number of datasets, we increase the probability that
one of them will turn out to contain that particular trade-off between
difficulty and simplicity that typifies the most enduring benchmark
tasks.

Our ultimate hope is that these benchmarks stimulate more princi-
pled research towards models that learn end-to-end from relational
and multimodal data, and that such models help to bridge the gap
between statistical and symbolic forms of knowledge representation.
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abstract

In recent years, there has been a growing interest from the digital
humanities in knowledge graphs as data modelling paradigm. As a
result, there is already a considerable collection of humanities knowl-
edge available as knowledge graphs, a large part of which is freely
available on the world wide web. This wealth of available knowl-
edge presents new opportunities for domain experts, who can use
data mining techniques to gain new insight into this knowledge. In
this work, we develop, implement, and evaluate (both data-driven
and user-driven) a pipeline for user-centric pattern mining on knowl-
edge graphs in the humanities. This pipeline combines constrained
generalized association rule mining with natural language output
and facet rule browsing to facilitate both transparency and post-hoc
interpretability—two key domain requirements. Experiments in the
archaeological domain show that domain experts were positively sur-
prised by the range of patterns that were discovered and were overall
optimistic about the future potential of this approach.
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4.1 introduction

Digital humanities communities have shown a growing interest in
the knowledge graph as a data modelling paradigm [58]. Already, this
interest has inspired several large-scale international projects, includ-
ing Europeana4, CARARE5, and ARIADNE6, to actively explore the
creation and publication of knowledge graphs in their respective do-
mains. These knowledge graphs, and many others like them, have
been made available as part of the Linked Open Data (LOD) cloud—a
vast and internationally distributed network of heterogeneous know-
ledge—bringing large amounts of structured data within arm’s reach
of humanities researchers, who are now looking for ways to analyse
this wealth of knowledge. This presents new opportunities for data
mining [125].

Data mining is the process of identifying valid, novel, potentially
useful, and ultimately understandable patterns in data [41]. These
patterns describe regularities in a dataset which can help researchers
gain more insight into their data. Researchers can use this insight as
a starting point to form new research hypotheses, as support for ex-
isting ones, or simply to get a better understanding of their data [53].
This entire process can take weeks or even months of hard work in
the traditional setting. However, by incorporating data mining into
the workflow, much of this time can be saved through the automatic
discovery of potentially-relevant patterns. This makes data mining
interesting as a support tool for humanities researchers.

The idea of using data mining as a support tool in the humani-
ties is, in itself, not novel. There have been various attempts before,
for instance to classify coins [163] or to cluster cultural heritage [93].
However, the majority of these studies involved mining unstructured
data, most commonly in the form of text mining, whereas mining
structured data has thus far been largely limited to tabular data and
tailored to specific use cases. With the growing popularity of knowl-
edge graphs in the humanities, mining patterns from these structures
becomes ever more important to researchers in this domain.

This work present the MINing On Semantics pipeline (MINOS) for
pattern mining on knowledge graphs in the humanities. Its aim is
to support domain experts in their analyses of their data by help-
ing them discover useful and interesting patterns in the knowledge
graphs that encode these data. To this end, the MINOS pipeline places
users in the centre by letting them guide the mining process towards
their topics of interest and by letting them focus the results via a facet
pattern browser.

4 See www.europeana.eu

5 See www.carare.eu

6 See www.ariadne-infrastructure.eu

www.europeana.eu
www.carare.eu
www.ariadne-infrastructure.eu
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Under the hood, MINOS employs generalized association rule min-
ing (ARM). This method was specifically chosen to help overcome
two key issues with technological acceptance in the humanities: trans-
parency and post-hoc interpretability [94, 131]. With transparency, we
refer to the ease with which a method and its underlying theory can
be understood. With post-hoc interpretability, we mean how easily
one can interpret the results of a method: it is, for instance, typically
more difficult to interpret a purely statistical method than it is to
interpret a set of symbolic statements.

Generalized ARM satisfies both of these constraints: it employs ba-
sic statistical know-how to produce human-readable rules in an over-
all deterministic process. A limited background in statistics, which
most humanities researchers easily possess, therefore already suffices
to understand how these rules map back to the input data and to
check whether they are valid. This makes it easier for humanities re-
searchers to put their trust in both the method and its results [141].

Of course, this trust is only gained if the produced rules provide
useful and interesting patterns which can help these researchers to
get a better understanding of their data. We call this the effectiveness
of the approach. To assess this effectiveness we conduct experiments
in the archaeological domain, specifically on data from various exca-
vations, by asking domain experts to evaluate a set of candidate rules
on interestingness.

By placing domain experts at the centre of both the pipeline and its
evaluation, we contribute to an as of yet largely unexplored niche in
this intersecting field of data mining, knowledge graphs, and humani-
ties. Concretely, our main contributions are 1) insight into some of the
challenges and possible solutions for introducing data science tools to
the humanities, 2) a pipeline design for pattern mining on knowledge
graphs which is tailored to domain experts, and 3) a data-driven and
user-driven evaluation of our design choices.

With these contributions, our research aims to add to the interdisci-
plinary field of the Digital Humanities. For this reason, we will refrain
from developing an ARM algorithm from scratch, but instead focus
on how we can augment such an algorithm with complementary com-
ponents to make it into an effective tool for humanities researchers.

4.2 related work

Studies on data mining in the humanities have thus far largely fo-
cussed on text mining, whereas data mining on semi-structured or
structured data has been explored less frequently [53, 68]. An exam-
ple of the latter kind is discussed in [77], in which the authors pro-
pose mining association rules from excavation data using the Apriori
algorithm. This task is similar to that described in this work, but it is
executed on a relational database rather than on knowledge graphs.
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Rule mining on knowledge graphs can take many different forms.
Initial efforts primarily looked at Inductive Logic Programming (ILP),
due to its natural fit to logic-based systems [160]. Performance issues
led to the development of derivatives. Most well-known is arguably
AMIE [49], whose main difference is its use of the partial completeness
assumption to cope with the lack of negative examples. In either case
however, the rule-generation process is more complex than that of
traditional ARM, making it less transparent for non-experts and thus
a less suitable choice for the humanities domain.

A handful of studies have focussed on applying statistical ARM al-
gorithms to knowledge graphs. The most straightforward approach
simply converts all triples to transactions (as used in traditional ARM)
and then feeds these to the Apriori algorithm [5]. This has the down-
side however, of 1) forcing relational data into an unnatural shape
and potentially losing information in the process, and 2) limiting the
possible exploitation of both relations (via the graph’s structure) and
semantics [173]. These caveats can largely be avoided by using an
ARM algorithm that is specifically tailored to knowledge graphs.

Several of these tailored ARM algorithms exist, for instance SWApri-
ori; an adaptation of the common Apriori algorithm to knowledge
graphs [124]. Its main selling points are its ability to discover patterns
which span over multiple triples, rather than over just a single one,
and that it can mine multi-relational patterns. However, all seman-
tic information is disregarded early on for efficiency reasons, hence
reducing the dataset to a directed graph.

An alternative that does address this information is SWARM [11],
which exploits RDF and RDFS semantics to generalize patterns. Hereto,
SWARM uses the rdf:type relation to infer the classes of every re-
source in a set X, and then computes an inheritance tree for all re-
sources in X using the rdfs:subClassOf relation. Resources in the
same branch are grouped under their top-most common class, and
are therefore assumed to share the same patterns.

SWARM’s ability to exploit common semantics for generalization
is unique amongst ARM algorithms for knowledge graphs7. For this
very reason, we have chosen SWARM for our implementation of the
MINOS pipeline (see Section 4.3).

Other alternatives are discussed in [70] (aligning locations), [164]
(constructing ontologies), and [71] (mapping categories), but these
are designed to fit a specific task and are therefore less applicable to
this work.

Common amongst all these algorithm however, is that they treat
resources as items—the things we are trying to find implications be-
tween. Another commonality is the focus on the graph’s structure—
its vertices and edges—whereas the values of its literals are left un-

7 Note that ARM algorithms that exploit general semantics as background knowledge
do exist, for example [102].
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addressed. Therefore, similar values are still treated as completely
different items.

Moving from the level of ARM to that of the pipeline, we can draw
parallels between the approach presented by Nebot&Berlanga [108,
109] and the MINOS pipeline introduced in this work. Similar to
MINOS, the scope of the mining process is tailored to the users’
interests provided via a user-defined pattern. However, where our
pipeline encodes patterns as triples with optional unbound variables,
Nebot&Berlanga ask users to construct a formal SPARQL query us-
ing an extended grammar. While this offers more flexibility than our
approach, it also increases the difficulty of entering such patterns for
anyone not familiar with SPARQL.

Parallels can also be drawn with the approach presented in [100,
101]. Here, the authors perform dimension reduction by eliminating
duplicate item sets prior to mining, and by removing unwanted can-
didate rules afterwards. This latter step is, again, similar to the data-
driven filter used in the MINOS pipeline, whereas the former step
is implicitly dealt with by the uniqueness property of URIs. A final
similarity between both pipelines is the use of generalized association
rules.

A last but nevertheless important distinction concerns the evalua-
tion of candidate rules: none of the cited work so far has gone beyond
a data-driven (objective) evaluation, despite its well known limita-
tions for assessing the interestingness of patterns [45, 96]. Instead, this
interestingness can only be assessed properly by combining a data-
driven evaluation with a user-driven one. In addition to the common
data-driven evaluation, we have therefore asked the local archaeolog-
ical community to assess a set of candidate rules via an online survey
(see Section 4.5.2).

4.3 the minos pipeline

The MINOS pattern mining pipeline combines an off-the-shelf ARM
algorithm with a simple facet rule browser, and a number of cru-
cial pre- and post-processing components. These components enable
users to integrate their interests into the process by restricting the
search space beforehand, and by filtering the results afterwards. The
pre-processing components translate user-provided target patterns
into SPARQL queries, use these queries to retrieve relevant resources
from the LOD cloud, and perform context sampling to enrich them
with additional information. The post-processing components con-
strain the discovered rules based on the user-specified patterns, and
present them to the user for evaluation using the facet rule browser.
A flowchart of this structure is provided in Figure 12. The processes
depicted in this flowchart will be discussed next.
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Figure 12: A flowchart of the MINOS pipeline. At start, a SPARQL query,
automatically generated from a user-provided target pattern, is
executed to retrieve a relevant subset from the LOD-cloud. After
capturing the contexts of the target entities in this subset, these
contexts are passed to the ARM algorithm. The resulting rules are
then first filtered based on a predefined constraint template, with
the remainder being presented to domain experts for evaluation.

4.3.1 Data Retrieval

To start the mining process, users are asked to provide a target pattern
which describes their current interest. This pattern takes the form
of one or more triples and serves as a language bias which restricts
the search space to the relevant subgraph [4]. Each triple in this pat-
tern can convey a semantic range by leaving variables uninstantiated:
(_, p, o) to specify all entities for which (p, o) holds, (_, p, _) to
specify all entities for which p holds, (_, _, _) to denote the entire
graph, et cetera.

The next step is the automatic translation from the provided tar-
get pattern to a SPARQL CONSTRUCT query, This query is then used
to construct an in-memory copy of the corresponding subgraph. For
instance, the pattern

(_, rdf:type, :Burial_Ground) ∧ (_, crm:contains, :Human_Remains)

results in a graph which holds only instances of burial grounds at
which human remains were found. We call these instances the target
entities. Note that not all triples in a pattern have to be hard con-
straints: users can specify soft constraints as well. If, for instance, the
second triple in this example pattern would be a soft constraint, then
also entities for which this (p, o)-pair is unknown are included in
the resulting graph. Entities with conflicting relations however, are
still excluded.

4.3.2 Context Sampling

To find only relevant patterns we must first accurately capture the tar-
get entities’ semantic representations. These representations, which
we call their contexts, include all information which might be relevant
to them during the mining process. Hence, contexts serve a role sim-
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ilar to that of the “individuals” in tradition data mining. Capturing
these contexts is done using context sampling, and involves supple-
menting all target entities with additional triples, retrieved from the
original graph, which are directly or indirectly related to that entity.

In our implementation of the MINOS pipeline we chose a local-
neighbourhood-based sampling strategy. This strategy was selected
for its simplicity—it only requires a single parameter—and for its abil-
ity to produce good approximations without the need for background
knowledge. This strategy assumes that the semantic representation of
a target entity diffuses with distance: closely-related entities are more
relevant than those further away in the graph. To reflect this, a local-
neighbourhood strategy samples the neighbouring nodes of a target
pattern up to a certain depth.

4.3.3 Rule Mining

At the heart of the pipeline lies the ARM algorithm. For the reasons
explained before—the exploitation of RDF and RDFS semantics to gen-
eralize patterns—we have chosen SWARM for our implementation
of the pipeline. To understand how SWARM operates, we will first
briefly introduce ARM.

An association rule is an implication of the form X =⇒ y, where
X is a finite set of items and y is a single item not present in X [2]. With
generalized ARM, X is reduced to the set of item classes C1,C2, . . . ,Cn

where Ci ∈ X if it covers at least θ% of the items. An example of such
a rule might be {Cemetery,BurialGround} =⇒ HumanRemains,
implying that human remains are often found at both cemeteries and
burial grounds.

SWARM extends the notion of item sets from sets of items with the
same type to semantic item sets, which contain items (entities) that fre-
quently share (p,o)-pairs. Instances of cemeteries and burial grounds,
for instance, are likely to share the (:contains, :Human_Remains)-
pair. Once all semantic item sets in the graph have been computed,
SWARM proceeds by joining similar item sets into common behaviour
sets. In our example case, a likely combination might occur with in-
stances of crypts and catacombs. The rationale underlying this is the
assumption that entities with largely overlapping contexts (sets of
properties and instances within a set distance) are likely to also share
other, as yet-unknown, (p,o)-pairs. Put differently: these entities fol-
low the same pattern. To quantify this, SWARM introduces the simi-
larity factor, which serves as a boundary that separates similar from
dissimilar item sets. As a final step, SWARM generalizes the discov-
ered patterns by exploiting class inheritance, ultimately producing
rules of the form ∀χ(Class(χ, c) → (P(χ,ϕ) → Q(χ,ψ))). Here, χ,ϕ,
and ψ are entities, c a class, and P and Q predicates.
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There are several measures available to assess the interestingness
of the resulting rules. For our data-driven evaluation we use the well
known confidence and support measures. The confidence score of a rule
X =⇒ y conveys its strength and equals the proportion of triples
which satisfy X that also satisfy y. Its support score represents the
rule’s significance and equals the proportion of triples which satisfy
both X and y.

4.3.4 Dimension Reduction

Association rule mining algorithms commonly produce a large num-
ber of candidate rules, resulting in their own knowledge management
problem [74]. To combat this, our pipeline includes a data-driven
filter which discards unwanted rules based on a predefined set of
constraints. These constraints can include minimum and maximum
values for the support and confidence scores, but also restrictions on
types, on predicates, and on both entire antecedents and consequents.

By default, the set of constraints filters all rules which are too com-
mon or too rare, or which are generally unwanted. Typical examples
of such unwanted rules are those which include domain-independent
relations—owl:sameAs, skos:inSchema, dcterms:medium, etc—which
do not contribute to the pattern mining process. Optionally, the de-
fault filter can be overridden by providing a custom constraints tem-
plate at start. This allows us to further reduce the number of candi-
date rules by tightening the constraints.

Note that the filter is run after the rules have been produced. This is
a deliberate design choice that allows users to revert any or all of its
effects without having to repeat the whole mining process, and there-
fore offers more flexibility during the analysis of the results. Hereto,
the unfiltered result set is kept in memory.

4.3.5 Rule Browser

Candidate rules which pass the filter are presented to users in an in-
teractive facet browser. To improve their interpretability, these rules
are automatically translated to natural language by exploiting the
label-attributes of both entities and properties. The resulting trans-
lations are then inserted into predefined sentence templates; one per
language.

To change which rules are shown, users can supply additional in-
formation about their interest. This involves modifying the same pa-
rameters as those available for the constraints templates discussed
previously, and thus includes both restrictions on assigned scores
and on contents. Rules which are deemed worthy of saving can be
exported to a human-readable file, or can be stored in a binary file
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Figure 13: Small and partial example from the package slip knowledge
graph. Each project produces (amongst others) one or more con-
tainers. These containers are composed of one or more bulk finds,
which in turn are composed of one or more artefacts. Each of
these artefacts is part of a unit of which its members share a
common (multilayered) context. Note that, in this figure, solid
and opaque circles represent instance and vocabulary resources,
respectively. Three dots represent literals, and opaque boxes rep-
resent classes

which can later be reopened by the rule browser for further analysis
and mutation.

For our implementation of the pipeline we opted for a virtual-
terminal interface, which offered us the necessary balance between
simplicity and flexibility needed during our interactive sessions with
domain experts. If desired however, a full-fledged web interface can
be used instead by running the rule browser via a client-side environ-
ment.

4.4 the package-slip knowledge graph

Excavation data is a valuable source of information in many archae-
ological studies [141]. These studies are therefore likely to benefit
from pattern mining on this type of data, and thus make it a suitable
choice to base our case study on. In agreement with domain experts,
we therefore selected the package-slip knowledge graph to run our ex-
periments with.

Package slips are detailed summarizations of excavation projects.
They are structured as specified by the SIKB Protocol 0102, which is a
Dutch standard on modelling and sharing excavation data of various
degree of granularity8. Specifically, package slips capture the follow-
ing aspects:
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• General information about individuals, companies and organi-
sations which are involved, as well as the various locations at
which the excavations took place.

• Final and intermediate reports made during the project, as well
as different forms of media such as photos, drawings, and videos.
Each of these is accompanied by meta-data and (cross) refer-
ences to their respective file, subject, and mentioning.

• Detailed information about all artefacts discovered during the
project, as well as their (geospatial and stratigraphic) relation
and the archaeological context in which they were found.

• Fine-grained information about the precise locations and their
geometries at which artefacts were discovered, archaeological
contexts were observed, and where media was created.

The package slip knowledge graph is primarily built on top of the
CIDOC conceptual reference model (CRM) and its archaeological ex-
tension CRM English Heritage (CRM-EH). Every excavation project
is of the type DHProject (Dutch Heritage Project, a subclass of CRM-
EH’s EHProject) and links to the discovered artefacts via production
events. To classify these artefacts, and all related archaeological con-
texts, the package-slip graph includes a multi-schema SKOS vocabu-
lary which contains more than 7.000 archaeological concepts.

A small and partial example of a package slip is depicted in Fig-
ure 13. There, a single artefact (crmeh:ContextFind) is shown with its
archaeological context (crmeh:Context). The artefact also holds sev-
eral attributes of various different types, and is itself part of a unit
(crm:Collection). These units are virtual containers that group arte-
facts which were found in the same archaeological context. In con-
trast, bulk finds (crmeh:BulkFind) are physical containers, often a box,
which group artefacts with similar storage requirements (e.g. on hu-
midity, temperature, or oxygen). These are linked to a Dutch Heritage
project via a production event.

4.4.1 Knowledge Integration

At present9, the package-slip knowledge graph10 contains the aggre-
gated data from little over 70 package slips, totaling roughly 425.000

triples [176]. These package slips were converted from existing XML
files11, and were subsequently integrated into a single coherent graph
by using a central triple store which acted as an authority server: hash
values were generated for all entities in a package slip—starting from

8 www.sikb.nl/datastandaarden/richtlijnen/sikb0102

9 Situation on July 2018

10 pakbon-ld.spider.d2s.labs.vu.nl

11 The conversion tool is available at gitlab.com/wxwilcke/pakbonLD

www.sikb.nl/datastandaarden/richtlijnen/sikb0102
pakbon-ld.spider.d2s.labs.vu.nl
gitlab.com/wxwilcke/pakbonLD
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the outer edge of the graph and recursively updating all encountered
parents—which were then cross referenced with those on the server.
By using this approach, we were able to unify different resources
about the same thing, most particular about people, companies, and
locations.

The size of the package-slip knowledge graph is expected to grow
consistently, as the production of package slips has recently been
made mandatory for all Dutch institutes and companies which are in-
volved with archaeological data. This increases the relevancy of this
case study for the Dutch archaeological community, and thus adds
support for our choice of the package slip.

4.5 experiments

To assess the effectiveness of the MINOS pipeline, we have conducted
four experiments on the package-slip knowledge graph. Each of these
experiments addressed a different granularity of the graph to investi-
gate the effects of these different granularities on the usefulness of the
discovered patterns for domain experts. In order from coarse-grained
to fine-grained, these are

projects , which, amongst other, are of a project class, are held at
a specific location, and during which one or more artefacts are
discovered.

artefacts , which, amongst others, are of an artefact class, have
dimensions and mass, consist of one or more parts, and are
found in a certain archaeological context and under specific con-
ditions.

archaeological contexts , which, amongst others, are of a con-
text class, have a geometry, a structure, and a dating, and which
consist of one or more subcontexts.

archaeological subcontexts , which, amongst others, have a
certain shape, colour, and texture, which consist of zero or more
nested substructures, and which hold an interpretation of its
significance as provided by archaeologists in situ.

The bottom three granularities—artefacts, contexts, and subcontexts—
roughly correspond to the interests of three domain experts, with
whom we had several interviews during the experiment design phase.
The most coarse-grained granularity (projects) was added by us to
create a balanced cross-section of the graph. From here on, we refer
to these granularity levels as topics of interest (ToI).

All experiments were run using our implementation of the MI-
NOS pipeline12. Hereto, all four of these experiments were given
the same set of hyperparameters (Table 5). Concretely, we set local-
neighbourhood context sampling depth (CSD) to a maximum of three
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Table 5: Configurations of the four experiments. Column names indicate
topic of interest (ToI), target pattern, number of facts in the sub-
set, context sampling depth (CSD), and similarity factors (SFs).

ToI Target Pattern #facts CSD SFs

Projects [(_, rdf:type, :DHProject)] 21.9k 3 (0.3, 0.6, 0.9)

Artefacts [(_, rdf:type, crmeh:ContextFind)] 192.8k 3 (0.3, 0.6, 0.9)

Contexts [(_, rdf:type, crmeh:Context)] 82.2k 3 (0.3, 0.6, 0.9)
Subcontexts [(_, rdf:type, crmeh:Context)

∧ (_, pbont:trench_type, _)]
59.5k 3 (0.3, 0.6, 0.9)

hops, and varied the similarity factor (SF) over three values which
range from weakly similar to strongly similar. Therefore, each experi-
ment was run three times (CSD×SF) with different hyperparameters.
Because different similarity factors may result in distinctly different,
yet possibly useful, patterns, we aggregated their output to produce
a single result set per experiment.

Each experiment produced up to roughly 1800 candidate rules,
which was brought down from about 36.000 on average using the
default filter settings. From these 1800 rules, we created a more man-
ageable evaluation sample by taking the top fifty candidates based on
their confidence (first) and support (second) scores. We motivate our
choice of confidence as the primary measure due to the emphasis on
producing correct, but also yet unknown, patterns.

Five candidate rules are listed in Table 6. These have been hand
picked from the evaluation sample, and are representative of the re-
sult set as a whole. We will use these five candidates as running ex-
amples in our data-driven evaluation.

4.5.1 Data-Driven Evaluation

To assess the general effectiveness of the pipeline, we have chosen not
to incorporate any dataset-specific adjustments into the data-driven
evaluation. The reason for this is that we are not interested in how
well our approach works on this particular dataset, but rather how
effective the support and confidence metrics are as criteria for our
data-driven filter and, by extension, for the perceived interestingness
of the discovered patterns to domain experts. For the purpose of this
evaluation, we limit ourselves to the evaluation sample created ear-
lier.

An inspection of the evaluation sample reveals that many of the
candidate rules apply to classes other than the four selected topics of
interests. Two examples of such rules are listed in Table 6: both rules
R3 and R4 apply to entities of the SiteSubDivision class, which is not
explicitly listed in any of the target patterns. In fact, 16% of all rules

12 gitlab.com/wxwilcke/MINOS.

gitlab.com/wxwilcke/MINOS
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in the evaluation sample apply to this class. If we look at the package-
slip data model however, we observe that said class lies within three
hops of the DHProject class. Therefore, the presence of these unex-
pected classes can likely be attributed to the chosen context sampling
strategy. Indeed, the same is the case for all other unexpected classes
such as ContextStuff, Collection, and Place_Appellation, which
apply to 11.5%, 8%, and 6% of all rules in the evaluation sample.

Another look at the evaluation sample reveals that many of the can-
didate rules actually describe very similar patterns. This is especially
evident with time spans, which are present in nearly half (43%) of
the patterns. In fact, of the five examples listed in Table 6, all but
one involves a time span as consequent. The reason for their frequent
occurrence can likely be traced back to the package-slip vocabulary:
many of the artefact classes are in a many-to-one relationship with
specific time spans. For instance, all known belly amphora stem from
the pre-classical period (612 BCE -– 480 BCE). These predefined re-
lationships are treated as patterns by the ARM algorithm, and, due
to overrepresented in the data, score high on confidence and support.
This is also true for other predefined relationships, such as those that
involve geographical information: map areas are paired with their
respective toponymies, and provinces are paired with municipalities.

A final revelation of the evaluation set is that both support and
confidence scores alone provide a poor measure of pattern interest-
ingness: over 96% and 99% of the patterns have support and confi-
dence scores close (δ ⩽ 0.05) or equal to 0 or 1, respectively. This
makes it difficult to distinguish between patterns which are actually
interesting and those which describe predefined and therefore unin-
teresting relationships. While this difficulty is a known problem with
ARM [74], the extreme form it takes here is likely caused by the na-
ture of the package slip data: nearly all information that might be
interesting to domain experts (artefacts, archaeological contexts, et
cetera) is in a one-to-one relationship with each other. Therefore, this
information is not shared within, and also not between, package-slip
instances.

4.5.2 User-Driven Evaluation

To assess the interestingness of the produced rules from a domain ex-
pert’s point of view we asked the local archaeological community—a
Facebook group with over 3000 members from various Dutch aca-
demic and commercial organizations—to participate in an online sur-
vey (Fig. 14). At the start of this survey, participants were greeted
with a concise summary of this research and with a detailed descrip-
tion of the task we asked them to perform: to rate a selection of forty
candidate rules on plausibility (can this be true in the context of the
data?), on relevancy (can this support you during your research?), and on
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Figure 14: Collage of various screenshots of the web survey used during the
user-driven evaluation. Participants were first asked about their
background and experience, and were then given a summary of
this research and a detailed description of the task. Next, they
were presented with 40 candidate rules and asked to rate these on
interestingness. Afterwards, participants were also asked about
their opinion on the pipeline as a whole.

newness (is this unknown to you?). Once completed, the participants
were also asked some final questions about their familiarity with the
domain, and whether this approach of rule mining could contribute
to their studies.

A five-point Likert scale was offered as answer template through-
out the entire survey. To stress the importance of the participants’
opinions our Likert scale ranged from strongly disagree to strongly
agree, where our questions were stated such that a higher agreement
corresponds with a higher interestingness. Additionally, if desired,
participants could enter further remarks as free-form text.

All forty candidate rules were randomly sampled from the eval-
uation sample—ten rules per experiment (stratified)—and automati-
cally13 translated to natural language using predefined language tem-
plates. We have listed five of these translated rules in Table 7. Each
of these rules is the translation of the rule with the same identifier in
Table 6.

4.5.2.1 Survey Analysis

Twenty-one people participated in our survey. A statistical analysis
of their answers is provided in Table 8. For each of the four exper-
iments, this table lists the normalized median and mode scores for

13 In some cases, minor edits were made to improve the flow of the sentence.
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Table 8: Normalized separate and overall median and (highest) mode scores
for plausibility (P), relevancy (R), and novelty (N) per topic of inter-
est as provided by 21 raters.

ToI PMdn (PMode) RMdn (RMode) NMdn (NMode) Overall

Projects 0.50 (0.25) 0.25 (0.25) 0.50 (0.75) 0.50 (0.25)

Artefacts 0.75 (0.75) 0.50 (0.25) 0.25 (0.25) 0.50 (0.75)

Contexts 0.25 (0.25) 0.25 (0.25) 0.50 (0.75) 0.25 (0.25)

Subcontexts 0.25 (0.25) 0.25 (0.25) 0.50 (0.25) 0.25 (0.25)

Overall 0.50 (0.75) 0.25 (0.25) 0.50 (0.25) 0.50 (0.25)

plausibility, relevancy, and novelty. Also listed are the overall scores
per experiment and per metric, and the score for the entire approach
as a whole. For all scores holds that higher is better.

Looking at the four separate experiments it is clear that project and
artefact related patterns are rated higher than those of contexts and
subcontexts, with an overall median score of 0.50 versus that of 0.25,
respectively. Patterns about artefacts also score relatively high on the
mode (0.75), exceeding that of all other experiments (0.25). This im-
plies a cautious positive opinion towards artefacts related patterns.
Contributing to this positiveness are the plausibility and relevancy
ratings, on which artefacts score better than any of the other three
experiments. Statistical tests (Kruskal-Wallis with α = 0.01) indicate
that these findings are significant, and suggest a dependency between
various metrics and the topics of interest: p = 7.66× 10−13 for plausi-
bility, p = 6.97× 10−5 for relevancy, and p = 1.50× 10−3 for novelty.

The approach as a whole scores best on plausibility and novelty,
both of which have a median of 0.50. Between these two metrics,
plausibility takes the cake with a mode of 0.75 versus that of 0.25 for
novelty. This implies a cautious positive opinion towards the plausi-
bility of the discovered patterns. More negative are the relevancy rat-
ings with a median and mode of 0.25. Together, the metrics combine
to an overall score with median 0.50 and mode 0.25, implying a neu-
tral to slightly negative opinion about the approach as a whole. Re-
marks made by domain experts suggest that this stems from the fre-

Table 9: Inter-rater agreements (Krippendorff’s alpha: αK) over all raters per
topic of interest (left) and per metric (right). Overall αK = 0.25.

ToI αK

Projects 0.22

Artefacts 0.30

Contexts 0.24

Subcontexts 0.18

Metric αK

Plausibility 0.41

Relevancy 0.08

Novelty 0.09
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quent occurrence of patterns that are either too general, too trivial, or
which describe predefined one-to-one or many-to-one relationships.
This corresponds with our findings during the data-driven evalua-
tion. Nevertheless, a median and mode score of 0.75 was given to
the final separate question about the overall potential usefulness of
this approach, implying a more positive standpoint.

Table 9 lists the inter-rater agreements per experiment and per met-
ric. The Krippendorff’s alpha (αK) is used for this purpose, as it al-
lows comparisons over ordinal data with more than two raters. Over-
all, the ratings are in fair agreement with αK = 0.25. A similar agree-
ment is found between the different topics of interest, which range
from 0.18 to 0.30. A more extreme difference is found between the
different metrics: a moderate agreement on plausibility (αk = 0.41),
and only a slight agreement on both relevancy (αK = 0.08) and nov-
elty (αK = 0.09). This stark difference may be caused by the different
familiarities and experiences of the domain experts: whereas plau-
sibility comes down to everyday archaeological knowledge, novelty
(and in a lesser degree: relevancy) is far more dependent on one’s
own view of the domain.

We can get a better understanding of these scores by reading the
remarks that have been left by the domain experts. Overall, these
remarks suggest a disconnect between how the evaluation task was
instructed and how the experts performed it: rather than assessing
the patterns within the (limited) context of the data set, our panel of
experts appear to have judged the patterns against the knowledge in
the archaeological domain as a whole. Numerous patterns have there-
fore only been scored as implausible because they do not necessary
hold outside of the data set. Similarly, remarks on relevance and nov-
elty seems to indicate that the raters only assessed that exact pattern
instance, and did not consider the potential of such patterns on dif-
ferent data sets. Interestingly, some experts appear to have used this
limited window to try to understand the knowledge creation process
of fellow archaeologists: whether, for instance, the choice of an un-
expected class could indicate an alternate interpretation of the same
facts.

4.6 discussion

Our analysis of the survey’s results indicates that the panel of ex-
perts was cautiously positive about the plausibility of the produced
patterns. This (slight) positiveness does not come as surprise, as asso-
ciation rules describe the actual patterns which exist in the data, rather
than predict new ones. We can even further explain this observation
by our decision to order the candidate rules on confidence—favoring
accuracy above coverage—and because the package-slip knowledge
graph only contains curated data. Given that this is the case however,
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we may wonder why the patterns in our evaluation sample were not
rated even more positively on plausibility.

A possible reason is the presence of errors in the data, but these
would likely be incidental and should therefore have only a minor
effect on the mean plausibility score. A more likely reason is that we
used a suboptimal set of hyperparameters during our experiments.
Prime suspects are the chosen similarity factors, which determine
how much groups of entities (the semantic item sets) are permitted
to overlap before they are combined into more general groups (the
common behaviour sets). Concretely, a too low value can result in
overgeneralization: two or more item sets are erroneously attributed
the same pattern. This results in the generation of rules which do not
hold for all members of a set, despite a possible high confidence score
implying the opposite, and which are thus likely to score poorly on
plausibility in the eyes of domain experts.

We can solve this problem to a certain extent by increasing the simi-
larity factor to a value at which only minor differences in set members
are accepted. By doing so however, we risk trading one undesirable
situation for another: rather than overgeneralizing, we might under-
generalize such that similar item sets are prevented from forming
common behaviour sets. In the worst case, we might even end up
joining only very large items sets which have a near perfect overlap,
hence favouring sets with (p,o)-pairs that frequently co-occur across
the graph. Examples of such patterns were present in our evaluation
set, most particular those that implied relationships between two vo-
cabulary concepts (types of artefact and time spans, provinces and
municipalities, etc.) which naturally belong together.

Unfortunately, the optimal value(s) for the similarity factor are un-
known beforehand, which is why we varied over different values dur-
ing our experiments. As explained before, our choice for these specific
values came forth from our preliminary findings, which showed that
these different values result in distinctly different, yet potentially use-
ful, patterns. Given the occurrence of both too general and too specific
patterns in our evaluation set, however, we can now surmise that the
outer two values were likely too low and too high, respectively. This
suggest that there exists but a narrow range of optimal values in the
similarity factor spectrum for which SWARM yields desirable pat-
terns. Determining this optimal range would require a great deal of
time and effort from our domain experts, unfortunately, which is why
no further preliminary experiments have been run.

While the chosen hyperparameters thus seem to largely correlate
with the plausibility score, our results suggests that it are the char-
acteristics of the dataset which are correlated with the relevancy and
the novelty scores. On both of these scores, our group of experts were
less positive about the presented patterns. The remarks left reveal
that many of these patterns were seen as trivial. Others were seen
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as tautologies or were only thought to be applicable in a specific
context. These remarks support our findings made during the data-
driven evaluation that the confidence and support metrics are ineffec-
tive measures for assessing the interestingness of patterns to domain
experts. Both measures are strongly influenced by the size, variety,
and quirks of the data. Peculiarities of the package slip data, specif-
ically its inherent hierarchical structure, are likely the reason which
made this issue manifest itself even more evidently in this work.

Another reason for the unsatisfying novelty and relevancy scores
may be found in the similarity between patterns: many of the pro-
duced rules describe variations of the same pattern, with only a dif-
ferent vocabulary concepts in the consequent. One pattern, for exam-
ple, might imply that some pots are made from red clay, whereas
another pattern might imply that other pots are made from grey clay.
Our dataset contained over 7.000 of these concepts separated into 22

categories (e.g., material and period). If left unchecked, it is therefore
likely for similar patterns to make their way into the result set.

Additionally, many of the potentially interesting data points were
encoded via textual or numerical literals. SWARM, as well almost all
other methods in this field, lacks the ability to compare literals based
on their raw values [173]. Instead, resources are only compared via
their URIs, which are unique and therefore always spaced at equal
distance from each other in the search space. Because of this limita-
tion, our pipeline was unable to differentiate between closely (or dis-
tantly) related literals. This became especially apparent with geome-
tries, measurements, and descriptions, all three of which are abun-
dantly found in archaeological data.

A further reason for the novelty and relevancy scores may lie in
with the ontology that is used in the package slip data model: many
of the properties defined in this model are expressed via rather long
paths (up to five hops). This characteristic is directly inherited from
the used CIDOC CRM ontology, which specifies that entities and prop-
erties are to be linked via various events. Travelling along these long
paths is computationally expensive, which is why we had decided to
leave such paths unexplored in favor for the more local patterns.

Zooming out from the individual scores can give us an idea about
the perceived overall effectiveness of the pipeline. The remarks left by
the experts suggest that this effectiveness may have been influenced
considerable by the size and scope of the dataset. Indeed, the rela-
tively low number of integrated package slips might not have been
enough to allow for well-generalized patterns to emerge, rather than
the more-specific patterns which only make sense in a narrow con-
text (e.g., within a single excavation). Similarly, the limited scope of
the data—the package slips were supplied by just two companies,
each with a particular specialisation—meant that experts with differ-
ent specialisations (e.g., a different culture or period) might have had
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insufficient experience to evaluate the discovered patterns on the cri-
teria we asked them to.

A final aspect worthy of noting are the relatively low number of
raters we were able to muster, despite our greatest efforts, and the ef-
fect this may have had on the outcome of our evaluation: the influence
of possible outliers is greater, and the findings are less generalizable
beyond our chosen use case. An analysis of the survey’s access logs
indicates that many potential raters did not actually complete the sur-
vey, but instead gave up at an earlier point. From the remarks left by
those who did complete the survey, we believe that this was likely
due to a combination of there being too many patterns to evaluate,
and the limited novelty and relevance that these patterns provided to
them.

4.7 conclusion

In this work, we introduced the user-centric MINOS pipeline for
pattern mining on knowledge graphs in the humanities. With this
pipeline, we aim to support domain experts in their analyses of such
knowledge graphs by helping them discover useful and interesting
patterns in their data. Our pipeline therefore emphasizes the impor-
tance of these experts and their requirements. This has led to several
design choices, most particular of which is the use of generalized
association rules to overcome the lack of transparency and post-hoc
interpretability—two key issues with technological acceptance in the
humanities—that persists with many other methods.

To assess the effectiveness of our pipeline we conducted exper-
iments in the archaeological domain. These experiments were de-
signed together with domain experts and were evaluated both objec-
tively (data driven) and subjectively (user driven). The results indicate
that the domain experts were cautiously positive about the plausibil-
ity of the discovered patterns, but less so about their novelty and
their relevance to archaeological research. Instead, a large number of
patterns were discarded by our experts for describing trivialities or
tautologies. Nevertheless, on average, the experts were positively sur-
prised by the range of patterns that our pipeline was able to discover,
and were optimistic about the future potential of this approach for
archaeological research.

During our research we encountered several challenges which lim-
ited the effectiveness of our pipeline. We were unable to address them
at that time and therefore offer these as suggestions for future work.
For the most part, these challenges concern the nature of the data
and the inability of the mining algorithms to exploit this. Concretely,
the inability to 1) exploit common semantics other than RDF and RDFS

(e.g., SKOS and, in a lesser degree, CIDOC CRM), and 2) cope with knowl-
edge encoded via literal attributes (rather than only via the graph’s
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structure) which make up the majority of knowledge in the humani-
ties.

Solving these challenges would unlock a wealth of additional knowl-
edge which is currently left unused, and which can potentially lead
to more useful and more interesting patterns which humanities re-
searchers can use to further their research.
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abstract

As knowledge graphs are getting increasingly adopted, the question
of how to maintain the validity and accuracy of our knowledge be-
comes ever more relevant. We introduce context-aware constraints as
a means to help preserve knowledge integrity. Context-aware con-
straints offer a more fine-grained control of the domain onto which
we impose restrictions. We also introduce a bottom-up anytime algo-
rithm to discover context-aware constraint directly from multimodal
heterogeneous knowledge, encoded as knowledge graph, which is
made up from entities and literals of various (data) types which are
linked using various relations. Our method is embarrassingly paral-
lel and can exploit prior knowledge in the form of schemas to reduce
computation time. We demonstrate our method on three different
datasets and evaluate its effectiveness by letting experts on knowl-
edge validation and management assess candidate constraints in a
real-world knowledge validation use case. Our results show that over-
all, context-aware constraints are to an extent useful for knowledge
validation tasks, and that the majority of the generated constraints
are well balanced with respect to complexity.
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5.1 introduction

Knowledge graphs have ceased to be the academic experiment that
they once were. They are now confidently present in the working
environment of many different institutes, museums, and businesses
around the globe, such as the Smithsonian museum of American
art [153], taxi service Uber [54], and even internet giants such as
Google [145] and Facebook [151] have firmly embedded knowledge
graphs into their services. With this newly conquered position it be-
comes ever more important to not only look at how to engineer this
knowledge, but also how to maintain the quality of this knowledge
across its entire life cycle, every step of which is prone to suffer from
a loss in said quality by the introduction of various artefacts [46].
These artefacts come in many forms, ranging from false, illegal, and
missing attribute values to incorrect, inconsistent, and contradictory
relationships. Failure to correct these artefacts can have severe nega-
tive effects on the operations and decision making processes, which
is why quality control is a vital step in any knowledge management
process [155].

A key component of a modern quality control process is the qual-
ity constraint: an externally given rule which specifies criteria that
correspond to high-quality knowledge, and which can be used to
validate a knowledge base in an automated fashion [47]. For knowl-
edge graphs, simple quality constraints can be defined using OWL4,
or, if more sophisticated constraints are needed, by using constraint
languages such as ShEx5or the more recent SHACL6. Constraint lan-
guages such as these apply restrictions on the schema level, for in-
stance to all members of a certain class or to every value of a cer-
tain attribute. This is analogous to constraint languages for relational
databases, and works well if the members of a class form a single ho-
mogeneous group. If this is not the case however, and the members
within a class form two or more distinct clusters with their own pecu-
liarities, it may occur that constraints which apply to one cluster do
not necessarily apply to the other(s).

Consider for example the two subgraphs in figure 15 from a knowl-
edge graph about asset management. On the left we can see a steel
bridge which crosses a salt-water river, whereas on the right we can
see a section of road on a highway which is made from WMA (a type
of asphalt) and which has a certain load-bearing capacity (in metric
tons). For the bridge example, a schema level constraint might state
that all bridges must be constructed from a certain building material.
Similarly, a schema-level constraint for the road example might tell
us that the value of attribute max_load must lie between zero and one

6 See https://www.w3.org/TR/owl-ref/

6 See https://shex.io/

6 See https://www.w3.org/TR/shacl/

https://www.w3.org/TR/owl-ref/
https://shex.io/
https://www.w3.org/TR/shacl/
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Figure 15: Two example subgraphs from the asset management domain,
with Left) a steel bridge crossing a salt-water river, and Right)
a section of road on the highway. Circles represent entities, with
open circles depicting focal entities. Literals are shown as strings.

hundred, and must be of the data type float. Constraints such as these
work well for identifying illegal or missing values and relationships,
but at the same time overlook the different characteristics that the
members of a class are likely to have: a bridge might have different
material demands depending on the salinity levels of its environment,
and the load-bearing capacity of roads might vary depending on its
material and usage.

To impose restrictions on this more fine-grained level it is necessary
to condition constraints not on the schema level, but rather on level
of the clusters whose members share similar characteristics [23]. This
can be achieved by generalizing constraints over nodes with similar
contexts. We call such constraints context aware. In this work, we intro-
duce a new formalism to define context-aware quality constraints on
multimodal heterogeneous knowledge, encoded as knowledge graph.
Constraints of this kind offer a fine-grained control over the domain
upon which to impose restrictions. This domain is determined by a
so-called contextual pattern that describes a special graph motif that
the nodes need to match. Contextual patterns can contain entities (by
IRI) and/or literals (by value), and also offer means to generalize to
classes, data types, and value patterns (e.g. ranges and regular ex-
pressions). These same options are also available to restrictions.

Context-aware constraints can be defined by hand, or top down,
but doing so quickly becomes infeasibly as the dimensions and the
diversity of the knowledge grow. An alternative is to learn suitable
quality constraints from the knowledge itself, or bottom up, by min-
ing frequent patterns in the graph and by encoding these patterns
as constraints [155]. This works on the supposition that the large ma-
jority of the knowledge is valid and accurate, and that these qualities
can be captured in a set of patterns. We apply this approach in this pa-
per. For this purpose, we introduce a bottom-up anytime algorithm to
discover context-aware constraints directly from multimodal knowl-
edge graphs. Our algorithm is embarrassingly parallel and generates
constraints by exploring and testing increasingly more complex con-
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Table 10: All five variants of assertion patterns with their corresponding do-
mains in set-builder notation. In all cases, the left-hand side object-
type variable can be substituted for υ∗ot, which matches all types.

Pattern Domain

1 pk(υ
t
ot,ej) {ei ∈ E | type(ei, t)∧ (∃ej ∈ E) [ pk(ei,ej) ]}

2 pk(υ
t
ot,υt′

ot) {ei ∈ E | type(ei, t)∧ (∃ej ∈ E) [ pk(ei,ej)∧ type(ej, t ′) ]}

3 pk(υ
t
ot, lj) {ei ∈ E | type(ei, t)∧ (∃lj ∈ L) [ pk(ei, lj) ]}

4 pk(υ
t
ot,υt′

dt) {ei ∈ E | type(ei, t)∧ (∃lj ∈ L) [ pk(ei, lj)∧dtype(lj, t ′) ]}

5 pk(υ
t
ot,υs

re) {ei ∈ E | type(ei, t)∧ (∃lj ∈ L) [ pk(ei, lj)∧match(lj,s) ]}

textual patterns in a breadth-first fashion. Special attention is given to
the multimodal nature of many knowledge graphs by enabling our
algorithm to learn patterns over various data types, such as dates,
numbers, and texts.

We evaluate our method in two ways. Firstly, from an algorithmic
perspective for which we demonstrate and test an implementation of
our method on three different datasets and evaluate the constraints
it is able to generate. Secondly, from a user perspective by letting
knowledge management experts assess the generated constraints in a
real-world knowledge validation task.

To summarize, our main contributions are 1) a novel graph-based
constraint formalism to define restrictions on the contextual level, 2)
an anytime algorithm for the bottom-up generation of context-aware
constraints from multimodal knowledge graphs, and 3) a user-driven
evaluation of the method and constraints by experts in a real-world
knowledge validation use case.

5.2 related work

Several mature standards exist with which constraints for knowledge
graph can be defined. One of these standards is the Web Ontology
Language, better known as OWL, which supports simple value and
cardinality constraints. More expressive constraints can be defined
using dedicated constraint languages such as ShEx or SHACL, which
offer capabilities similar to their counterparts for relational databases.
A subset of these capabilities is also supported by our work, such
as placing restrictions on values and datatypes. However, ShEx and
SHACL are designed around a different paradigm in which the focus
lies on schema-level constraints, whereas the constraints proposed
in this work operate on the contextual level. A behaviour similar to
context-aware constraints can nevertheless be achieved using SHACL
by specifying the filter shapes introduced by SHACL’s advanced fea-
tures.

While ShEx and SHACL managed to grow into mature standards,
they are not the first to introduce more expressive constraints for
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knowledge graphs. The work in [33] already discusses the different
types of constraints that can be defined on knowledge graphs from
a theoretical perspective, together with their satisfaction and entail-
ment problems. In [84], the authors show how the popular query lan-
guage SPARQL can be used to retain knowledge integrity when con-
verting relational databases to knowledge graphs. Both these studies
consider only schema-level constraints similar to those of ShEx and
SHACL.

Association rules have been the interest of several works trying to
adapt them to knowledge graphs. Association rules are implications
of the form X =⇒ y, where the presence of a set of instances X
implies the presence of another instance y. Generalized association
rules works largely the same, except that X holds the types associated
with these instances. Both variants can be expressed using context-
aware constraints. A straightforward approach to bring association
rules to knowledge graphs is shown in [5], which flattens the graph
into transactions and feeds these to the Apriori algorithm. This is dif-
ferent from the approach used in our work, which is specifically tai-
lored to graphs. A more similar method is presented in [124], which
operates directly on graphs and which allows for multi-relational pat-
terns. Such patterns can be seen as selective contexts, whereas context-
aware constraints consider the entire context. In [11], the authors in-
troduce a graph-based approach which can exploit common RDF and
RDFS semantics to infer type hierarchies. Exploiting common seman-
tics is also part of our method, but is used to infer direct types and
datatypes rather than generalizations thereof.

Quite some work is done in bringing functional dependencies (FD)
to knowledge graphs, e.g. [3, 29, 61]. A FD X → Y expresses that
entities with the same values for all attributes in X must also have
the same values for those in Y. This behaviour can be approached
by context-aware constraints, but only for values which are already
present in the graph. In [59, 187], the authors extend FDs with paths,
which can be thought of as selective or pruned contexts. The work
in [39, 40] is closest to context-aware constraints by letting FDs con-
sist of graph motifs with support for entities, literals, and variables.
In [187], the authors introduce FDs with numeric patterns by clus-
tering values using k-means. We employ a similar strategy to learn
patterns for numbers, dates, and strings (see Sc. 5.4.1.1).

Some work has been done on automatic constraint discovery from
knowledge graphs. In [59], the authors accomplish this by first flat-
tening a graph into transactions, from which they mine frequent pat-
terns that are fed to an off-the-shelf algorithm for discovering FDs.
This differs from our approach, which is specifically developed for
graphs. More similar methods are used by [38, 187], which start out
with minimal constraints and extend these iteratively until all options
are exhausted. However, these algorithms only consider FDs.



80 bottom-up discovery of context-aware constraints

Algorithm 1 Initialization of generation forest—simplified. Returns
all constraints of size 1 with minimal support and confidence. Sup-
port for object/data type and value patterns are omitted here, but are
similar to line 7–10 with an additional few steps. In line 10, υtot is
used as shorthand for type(·, t), and a dummy self relation is added
which is needed in Alg. 2.

1: function InitGenerationForest(G, suppmin, confmin)
2: types = {t ∈ E | (∃e ∈ E) [type(e, t)]}
3: for type t in types do
4: Ω(t, 0) := ∅
5: if |{e ∈ E | type(e, t)}| ⩾ suppmin then
6: for p ∈ P do
7: S := {p(e, r) | (∃e ∈ E,∃r ∈ R) [p(e, r) ∈ A∧ type(e, t)]}
8: for p(·, r) ∈ S do
9: if |p(·, r) ∈ S| ⩾ confmin then

10: ϕ := p(υtot, r)← {self(υtot,υtot)}
11: Ω(t, 0) := Ω(t, 0)∪ {ϕ}
12: return Ω

General rule miners based on inductive logic programming [160]
or frequent-pattern mining (e.g. [48, 98]) can also be used to discover
constraints. However, these methods generally focus on the relational
structure of a graph and its underlying schemas without considering
contextual dependencies and/or literal values.

To the best of our knowledge, we are the first to evaluate work of
this kind from a user perspective. All other reviewed work employs
a theoretical and/or data-driven evaluation.

5.3 defining constraints

In this section, we provide a definition of context-aware constraints.
Let G = (R,P,A) be a knowledge graph with the set of all resources
R = E ∪ L, the set of all predicates P, and with A the set of all as-
sertions pk(ei, rj) that make up G, with pk ∈ P, ei ∈ E, and rj ∈ R.
Disjoint sets E and L consist of all entities and literals in R, respec-
tively.

A constraint ϕ = c ← A states that every entity e ∈ E which satis-
fies antecedent A = a1 ∧ a2 ∧ · · ·∧ an must also satisfy consequent
c. We can more intuitively think of this as the restriction c we wish to
impose upon the domain EA ⊆ E, with EA encompassing all entities
that satisfy the condition(s) in A. Restriction c and every condition
a in A take the form of assertion patterns pk(·, ·), which generalize
the assertions in A by substituting the left and/or right-hand side re-
source with a pattern variable υ. Pattern variables match any resource
which fit their pattern and come in three different flavours: object-type
patterns υtot which match all entities of type t (e.g. Bridge or Road),
data-type patterns υt

′
dt which match all literals of data type t ′ (e.g.
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String or Geometry), and value patterns υsre which match all literals
with a value that falls within regular expression s (e.g. “[:digit:]{2}” or
“^[:alnum:]$”). We also introduce the syntactic shorthand υ∗ot which
matches entities of any type.

Together with the existing resources the three patterns variable al-
low us to construct five different assertion patterns (Table 10). In all
cases, the left-hand side is an object-type variable because placing lit-
erals (or variables thereof) or entities in that spot results in illegal or
unnecessary assertion patterns. For literals and data-type/value vari-
ables this is because these can never be the subject of an assertion. For
entities, the resulting assertions would either apply to a single entity
if they are used as consequent c, or, if used in antecedent A, they
would not help us reduce the domain any further than if we would
just omit them (compare pk(υtot, ei)∧ pl(ei, ·) to only pk(υtot, ei)).

Antecedent A can consist of one or more conditions. These condi-
tions can apply directly to arbitrary entities (i.e. pk(υ∗ot, ·)) in which
case we call them depth-1 conditions. If the right-hand side of a depth-
1 condition is an object-type variable we can also chain two or more
conditions to form depth-n conditions: pk(υ∗ot,υtot)∧ pl(υ

t
ot, ·)∧ . . ..

The longest chain is called the depth of A, whereas its width equals
the maximum number of conditions per variable. The size of A is the
total number of conditions.

Each constraint ϕ is accompanied by two measures of relevance: its
support and confidence. The support tells us the size of the domain,
and equals the number of entities which satisfy A. The confidence tells
us for how many members of the domain the restriction holds as well,
and equals the number of entities which satisfy both A and c.

We only consider constraints with a single restriction c because this
offers more flexibility when choosing which restrictions to apply and
because it makes the measures of relevance more easily interpretable.
If constraints with more than one restriction are desired we can obtain
this by grouping constraints that have the same domain.

5.4 discovering constraints

Where in the previous section we provide a definition of context-
aware constraints, we here provide a bottom-up anytime algorithm to
efficiently discover said constraints. To do so, our algorithm starts out
with all constraints that have a single condition (|A| = 1), which are
then used as parents from which more complex constraints (|A| > 1)
are derived by adding new conditions. This second step is the main
loop of our algorithm and operates by exploring, for every parent
constraints, all sensible diagonal combinations of candidate endpoints
and candidate extensions. Candidate endpoints are assertion patterns
with an object-type variable on the right-hand side (Tab 10, pattern
2) which represent the leaf nodes to which we can connect another
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assertion pattern. This other assertion pattern is the candidate exten-
sion and can take the form of any of the assertion patterns listed in
Table 10.

Constraints are derived breadth first, which ensures that we only
derive new constraints from parents that meet the minimal require-
ments, preventing unnecessary work, and that the complexity of these
new constraints increases linearly. This latter characteristic gives our
algorithm an anytime property, although rather than finding “better”
answers when left running, it finds ever smaller domains as more
conditions are added. Differently put: the longer we let the algorithm
run, the more fine grained the constraints become.

Our algorithm is embarrassingly parallel because every constraint
creates a new branch of which the vertices can be computed indepen-
dent of each other. The only caveat is that we need the original graph
to calculate the measures of relevance for each constraint we mine.
However, because the domain of child constraints is always a subsets
of their parents’ domain, we can largely avoid this problem by letting
parents keep a record of the entities in their domain and calculate the
measures using only these.

For the remainder of this work we let all constraints be specific to
object-type variables. For this reason, we omit condition type(υ∗ot, t)
from A and change the left-hand side of restriction c from υ∗ot to υtot.
This effectively fixes the type to which constraints can apply, irre-
spective of their conditions. We limit ourselves to these cases because
validation workflows are typically designed around object types.

From here on, we consider A as a set of conditions {a1,a2, . . . ,an}
that all need to be satisfied.

5.4.1 Components

We can identify three main components in our algorithm7: the main
loop (Sc. 5.4.1.2), the exploration stage (Sc. 5.4.1.3), and the genera-
tion forest which helps us keep track of the constraints we discover
(Sc. 5.4.1.1). We will discuss each of these next. We also provide a
simplified pseudocode which omits pruning and most optimization
steps, and which does not show the generation of constraints with
pattern variables (cases 2, 3, and 5 in Table 10). However, these parts
are slight variations to those shown and can easily be derived from
them.

5.4.1.1 Generation Forest

The generation forest Ω is a data structure (e.g. a map or dictionary)
which holds all discovered constraints divided over numerous gen-
eration trees. Each generation tree has a different constraint of size

7 Available at https://gitlab.com/wxwilcke/cckg

https://gitlab.com/wxwilcke/cckg
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1 as root, with depth d + 1 of the tree containing the children con-
straints that are obtained by adding new conditions to their parent
constraints of depth d. Root constraints are of the form pk(υ

t
ot, ·) ←

{self(υtot,υtot)}, and are generated for each entity type t for which as-
sertion pattern pk(υtot, ·) meets the minimal support and confidence.
An identity condition self(·, ·) is added to serve as initial candidate
endpoint for Algorithm 2 (Alg 2, line 9).

The initialization of the generation forest is shown in Algorithm 1.
For each entity type in a graph of which the number of members
meets the minimal support, we collect the assertions pk(·, r) which
occur for at least as many members as the minimal confidence re-
quires. The assertion patterns corresponding to these assertions are
combined with the entity types to form the root constraints. Algo-
rithm 1 only shows this for assertion patterns of the form pk(υ

t
ot, ej)

and pk(υtot, lj).
Type and value constraints (cases 2 and 3 in Table 10) are generated

similarly, but add an additional step. For type constraints, this step
involves inferring the type of object r. For entities, this is achieved
by exploiting the rdf:type relations, whereas the xsd:datatype dec-
larations are used for literals. If no (data) type is found we default
to super type rdfs:Class and datatype xsd:anyType for entities and
literals, respectively.

Value pattern constraints (case 5 in Table 10) are generated by clus-
tering all values r using k-means and by translating these clusters
into patterns. The optimal number of clusters is automatically deter-
mined using the elbow method [158]. How the patterns are generated
depends on the datatype. For numerical values, these patterns take
the form of a range between the two outer values of a cluster. Ranges
are also used for dates and timecodes, which we convert to natural
numbers by encoding these as unix timestamps. For strings, the pat-
terns consist of regular expressions that match all values in a certain
cluster.

5.4.1.2 Main Loop

The algorithm begins by generating the root constraints, which are
then extended by a single level each iteration until the maximum
depth is reached (Alg. 2). To do so, we begin each iteration by re-
trieving the previously-generated generation of constraints of depth
d, which form the parents from which we derive new constraints of
depth d+ 1. The result of each iteration E is stored back in the gener-
ation forest to be used by the next iteration.

To derive new constraints from parent constraints we first retrieve
the set of candidate endpoints I of a parent. The endpoints of a con-
straint ϕ = c ← A are the assertion patterns in A that are leafs and
have an object-type variable pk(·,υt

′
ot) as object (and thus can be ex-

tended). For each of the endpoints, the matching candidate extensions
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Algorithm 2 The main loop of the algorithm to discover constraints—
simplified. Returns all constraints up to depth dmax with minimal
support and confidence. Pruning and optimization steps are omitted.
The longest path in A to variable u is given by ∆A(u).

1: function Discover(G, dmax, suppmin, confmin)
2: Ω :=InitGenerationForest(G, suppmin, confmin)

3: d := 0

4: while d < dmax do
5: for type t in Ω.types() do
6: E := ∅
7: for ϕ = c← A in Ω(t,d) do
8: C := ∅
9: I := {a ∈ A | a = pk(·,υt

′
ot)∧∆A(υt

′
ot) = d}

10: for ai = pk(·,υt
′

ot) ∈ I do
11: J := {a | ψ ∈ Ω(t ′, 0)∧ψ = a← A ′}
12: for aj = pl(υt

′
ot, ·) ∈ J do

13: C := C∪ {(ai,aj)}
14: E := E∪ Explore(ϕ,C)
15: Ω(t,d+ 1) := E
16: d := d+ 1

17: return Ω

J are the consequents pl(υt
′

ot, ·) belonging to the root constraints for
type t ′. These have been generated during initialization and are there-
fore ensured to have the required support and confident. Together
with the endpoints, the candidate extentions are passed as pairs C to
Algorithm 3 where they are used to extend the parent constraints.

5.4.1.3 Explore

The exploration step searches through all possible diagonal combina-
tions of parent constraint ϕ and its candidate extensions in a breadth-
first fashion (Alg. 3). Concretely, if A has size n, we first explore
derivatives of size n+ 1 by adding a single extension, of which the re-
sulting constraints form the parents from which to explore size n+ 2.
This continuous until all combinations are exhausted, after which the
results are returned.

A new constraint χ is generated by adding the candidate extension
ai = pk(·,υt

′
ot) to the parent constraint at the corresponding endpoint

aj = pl(υ
t ′
ot, ·). The derived constraint is only returned if it meets the

minimum support and confidence, and if these values are not equal
to that of the parent (not shown in Alg. 3).
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Algorithm 3 Explore and extend all candidate endpoints ai of parent
constraint ϕwith candidate extensions aj to create derived constraint
χ—simplified.

1: function Explore(ϕ,C)
2: E := empty set
3: Q := empty queue
4: Q.enqueue(ϕ)
5: while Q ̸= ∅ do
6: ψ := Q.dequeue() ▷ ψ := c← A

7: for ai,aj ∈ C do
8: A ′ := A∪ {aj} ▷ ai and aj are incident
9: χ := c← A ′

10: if supp(χ) ⩾ suppmin ∧ conf(χ) ⩾ confmin

11: then
12: E := E∪ {χ}
13: Q.enqueue(χ)
14: return E

5.4.2 Optimization

Our algorithm includes several optimization steps to reduce the search
space. The most important steps are listed below:

• Constraints which apply to the same entities as their parent
are pruned. This follows from the intuition that if the less re-
stricted constraint has the same domain as the more restricted
constraint, then the latter does not add anything over the for-
mer.

• Constraints which have already been tried via another route are
excluded from creation. This can occur when their parents differ
on exactly the conditions that these constraints now include.

• Sibling constraints that all have the same support and confi-
dence values are pruned. This follows from the intuition that
if the same restriction applies to overlapping domains which
differ only by a single condition, then this separation between
domains does not add any new information.

• Conditions that equal the restriction exactly or which are varia-
tions thereof (e.g. pk(υtot, ei) and pk(υtot,υt

′
ot) where type(ei, t ′))

are never added. The same holds for conditions that are incident
on subject.

• Combinations of candidate endpoints and extensions for which
we know (from a previous iteration) that they do not meet
the minimal requirements are skipped. Assertion patterns for
which this is the case are already filtered during the initializa-
tion of the generation tree.
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Table 11: Datasets used in the experiments. AIFB is modified to include data
type declarations.

Dataset AIFB RWS MUTAG

Assertions 29,219 56,364 74,567

Relations 45 305 23

Entities 6,072 3,895 32,621

Literals 5,468 12,844 1,104

Constraints considered for pruning are not removed immediately. In-
stead, we still allow these constraints to become parents for the next
iteration before removal because we would otherwise lose potentially
interesting (grand) children further down the branch. We call this de-
layed pruning.

5.5 experiments

We evaluate our method in two ways: firstly, from an algorithmic
perspective during which we test an implementation of our method
on the constraints it is able to generate, and secondly, from a user
perspective by generating constraints from an in-use dataset and by
letting experts assess them in a real-world knowledge validation use
case.

5.5.1 Datasets

The constraints in our experiments are generated from three differ-
ent datasets. We here provide a concise description of each of them.
Table 11 lists basic statistics for each dataset.

aifb The AIFB dataset is a benchmark datasets for machine learn-
ing on knowledge graphs [130], and contains information about the
staff and publications of a research institute. This dataset is the small-
est of the three. Note that a modified version8is used in this paper,
which includes the datatype declarations needed to accurately deter-
mine the literals’ modalities. These declarations are missing in the
original version.

mutag The MUTAG dataset is another dataset from [130], and de-
scribes complex molecules by their characteristics and shape, with the
focus on their carcinogenic properties. This is the largest of the three
datasets used in this paper.

8 Available at https://gitlab.com/wxwilcke/mmkg

https://gitlab.com/wxwilcke/mmkg
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rws The RWS dataset contains detailed knowledge about road and
water constructions, including interchanges, bridges, and tunnels (See
e.g. Fig 15). This knowledge consists, among others, of general char-
acteristics (year of construction, dimensions, location, etc.), mainte-
nance reports, and administrative information. The dataset contains
legacy data and has been, and still actively is, worked on by many
people from several departments Rijkswaterstaat9, the Dutch govern-
ment agency responsible for the construction and management of
major infrastructure facilities in the Netherlands. Because of its long
and active use, it is prone to artefacts caused by invalid or inaccurate
entries, by changes in procedures over time, or by past integration or
conversion issues. These aspects make this dataset a suitable choice
for the task of knowledge validation.

Due to the sensitive nature of this information we are unfortunately
prohibited from sharing this dataset.

5.5.2 Constraint Discovery

With this experiment we demonstrate our algorithm’s ability to dis-
cover context-aware constraints from multimodal knowledge graphs,
with the intend to show the trade off between the chosen support and
confidence values, and the resulting number of constraints. It is also
shown what the effect of pruning has on this number. An analysis on
the computation time of our algorithm is omitted due to unreliable
numbers caused by running the experiments in a shared environment
outside our control.

Each of the datasets listed in Table 11 is run for constraints up to
depth 3 and with several different support and confidence require-
ments. In each case, the support and confidence values are varied
between 300 and 500 with a 100-step increment, resulting in 6 com-
binations. These combinations are chosen based on preliminary tests,
which indicated that this range was supported by all three datasets
without resulting in cases where no suitable constraints can be found
or where the number of constraints exceeded unmanageable amounts.
No limits are placed on the width and restrictions of constraints.

5.5.2.1 Results & Discussion

Tables 12, 13, and 14 list the number of generated constraints as func-
tion of chosen support and confidence values for AIFB, MUTAG, and
RWS, respectively. A stark difference is visible in the number of con-
straints generated for each dataset. Where this number is rather small
for MUTAG and slightly larger for AIFB, it far exceeds the amount
deemed as manageable for RWS at confidence values lower than 500.

9 www.rijkswaterstaat.nl

www.rijkswaterstaat.nl
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Table 12: Number of generated constraints for AIFB as function of chosen
support and confidence values. Number of pruned constraints is
listed between parenthesis.

Support

C
on

f.

500 400 300

500 79 (64) 112 (102) 193 (206)

400 234 (186) 315 (290)

300 498 (476)

Table 13: Number of generated constraints for MUTAG as function of cho-
sen support and confidence values. Number of pruned constraints
is listed between parenthesis.

Support

C
on

f.

500 400 300

500 10 (0) 11 (0) 13 (0)

400 11 (0) 14 (0)

300 28 (22)

The results indicate that there is a strong positive relation between
the number of generated constraints and the used support and confi-
dence values, as expected. However, there seems to be no direct rela-
tionship between these numbers and the size of the datasets: MUTAG,
the largest dataset, has very few constraints whereas RWS, which is
considerably smaller, has the largest number of constraints. Instead,
the statistics in Table 11 suggest that the number of relations is more
likely an indicator for the number of generated constraints.

The number of pruned constraints grows as the number of gener-
ated constraints rise, and with a similar factor. This is an expected
outcome of our pruning strategy and suggests that this strategy is
to an extent effective. Noteworthy is again the difference between
datasets. With MUTAG and AIFB, the number of constraints gener-
ated exceeds those which are pruned, whereas the reverse is true for
RWS.

Table 15 shows five constraints that were sampled from the AIFB
and MUTAG output sets. The first example has a value pattern as
consequent (shown simplified as range) and tells us that 1403

1841 = 0.76
or 76% of all entities of the type Carbon-22 have a charge which lies
between −0.158 and 0.063. The second example shows that 79% of
the publications about ID70Instance (a certain individual) are also
about ID69Instance (another individual). Examples 3 and 4 tell us
that a compound that is mutagenic has a carbon-10 atom in 92% of
the cases, while a compound which is not mutagenic has a hydrogen-3
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Table 14: Number of generated constraints for RWS as function of chosen
support and confidence values. Number of pruned constraints is
listed between parenthesis.

Support
C

on
f.

500 400 300

500 27 (56,769) 27 (56,769) 28 (58,725)

400 76,490 (446,109) 76,491 (448,065)

300 375,326 (732,497)

atom in an equal number of cases. The final constraint shows a value
pattern with a regular expression (matching e.g. “123-456”), which
holds for 30% of all manuscripts that are listed in titled proceedings.
The relatively low confidence to support ratio of this last example
limits its usefulness and makes it a candidate for removal.

5.5.3 User Study

The user study takes the form of a half-day workshop with a question-
naire at the end. Participants consist of experts on knowledge man-
agement and validation who are employed at Rijkswaterstaat. During
the workshop, these participants are given a presentation which ex-
plains the constraints generation process as well as the constraints
themselves. After the presentation, participants are provided with a
questionnaire and asked to fill it in individually.

The questionnaire is designed to investigate the trade off between
the context granularity of the generated constraints and their per-
ceived effectiveness in capturing relevant patterns in the knowledge.
Constraints with increasingly finer-grained contexts are generated
and presented to the participants, who are asked to rate these con-
straints on how relevant they are for the task of knowledge qual-
ity control in the domain of asset management. Here, relevancy ques-
tioned whether the presented constraints were too fine grained, too
coarse grained, or whether they were somewhere in between.

Too fine-grained constraints have a relatively large number of con-
ditions which translates to a relatively small domain. Constraints
such as these are undesirable because their use is limited to only
few data points. These constraints are also more likely to capture out-
liers, are difficult to transfer to unseen data, and can increase the total
number of constraints to unmanageable amounts. Too coarse-grained
constraints have few conditions and apply to a relatively large do-
main, and are undesirable because they limit our ability to distin-
guish between subsets of similar data points and can result in an
increase in the number of false positives and/or negatives. Between
too fine-grained and too coarse-grained lie the constraints which our
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participants perceive as balanced and most effective for knowledge
maintenance.

In addition to the above, participants are also asked about their
familiarity with relevant topics, and about their opinion on the use-
fulness of context-aware constraints as a whole.

The questionnaire contains 3× 4 constraints. Each group of 4 rep-
resents a different level of granularity, and is sampled by dividing
the full set of constraints, generated from the RWS dataset, in groups
of low, average, and high complexity. Low-complexity constraints are
of depth 1, whereas average- and high-complexity constraints are of
depth 2 and 3, respectively. In all cases, the context width varies be-
tween 1 and 4. No limit is placed on the type of restriction: any of
those listed in Table 10 is allowed to occur. A 5-point Likert scale is
used for all questions, with an additional sixth option unsure for the
constraint granularity questions to prevent unreliable answers.

All constraint are presented as if-then business rules in natural lan-
guage to prevent unfamiliarity with knowledge graph terminology
and/or the constraint syntax to confound the results.

5.5.3.1 Results & Discussion

A total of 21 experts on knowledge management and validation par-
ticipated in our user study. Table 16 lists the median and mode famil-
iarity of these participants with relevant topics, and ranges from fully
disagree to fully agree. Krippendorff’s alpha is used to assess inter-rater
agreement. Overall, the participants are moderately to very confident
with their familiarity with any of the topics, but, having only a fair
agreement (α = 0.26), it seems that this level of confidence is not uni-
formly distributed over all participants. Irrespective, the confidence
is especially strong for their knowledge of database terminology. In
contrast, participants seem only moderately confident about their fa-
miliarity with the domain, which can be explained by the different
departments the participants works at and the different subsets of
the data these departments focus on. Nevertheless, the overall and in-
dividual confidence level(s) are strong enough to ensure that we can
trust the answers our participants provide.

Table 17 shows the perceived complexity as portion of the scores
for our 12 constraints combined, and for each of the three complexity
groups separately. We left out the unsure answers to improve reliabil-
ity. Overall, slightly more than half of the participants thought the
complexity was well balanced, with the other four score levels divid-
ing the remaining portion roughly equally with values between 0.08
to 0.16 each. This suggests that the generated constraints are to an
extent suited for the task of knowledge validation.

A indifference between low-, average-, and high-complexity con-
straints is visible for all five score levels, with a minimal and maximal
difference between groups of 0.03 for slightly too fine grained and 0.09



92 bottom-up discovery of context-aware constraints

Table 16: Familiarity of the participants (α = 0.26) with the domain, with
data validation and data quality rules (of any form), with database
terminology, and with knowledge graphs. Last column shows cor-
relation (Kendall’s tau) with perceived usefulness (Tab. 19).

Familiarity Median Mode τ

Domain neutral agree 0.45

Data Val. agree agree 0.32

Data QR agree agree 0.41

DB Terms fully agree fully agree 0.07

Kn. Graphs agree agree 0.25

Table 17: Relevance shown as portions of scores given by participants for
constraints of low, average, and high complexity, and for all forms
combined. Scores range from far too fine grain (FG) to far too coarse
grain (CG). Mode and median are balanced for all cases. Unsure
scores are omitted.

Score Low Average High Comb.

far too FG 0.07 0.16 0.14 0.12

sl. too FG 0.17 0.14 0.14 0.16

balanced 0.51 0.53 0.57 0.53

sl. too CG 0.13 0.08 0.11 0.11

far too CG 0.11 0.08 0.04 0.08

for far too fine grained, respectively. This minor difference implies that
complexity does not affect the relevance of the constraints, or that
the different complexity groups differ too slightly to have an impact
on said relevance. This indifference is supported by significance tests
(Tab 18), indicating little to no difference in distributions.

There is an overall fair to moderate agreement (α = 0.34) on rel-
evancy between participants when looking at the combined scores
(Tab. 18). However, this agreement varies significantly when we take
the complexity group into account, with only a slight to fair agree-
ment for low-complexity constraints (α = 0.16) to a substantial agree-
ment for high-complexity constraints (α = 0.63). This stark difference
seems to contrast with the minor difference seen in Table 17, which
suggests that more participants answered unsure (which were filtered)
as the complexity increased.

Participants have a neutral to agreeable stance with respect to the
overall usefulness of our method (Tab. 19). However, a considerable
portion of the participants seems unsure about this usefulness, which
supports our earlier assumption that participants became less confi-
dent as the complexity increased. Correlation analysis (Tab. 16) sug-
gests that this effect may be part caused by (the lack of) participants’



5.6 conclusion 93

Table 18: Inter-rater agreement (Krippendorff’s alpha) and p-values
(Kruskal-Wallis at significance level 0.05) for constraints of low, av-
erage, and high complexity, and for all forms combined. Unsure
scores are omitted.

Complexity α p-value

Low 0.16 0.20

Average 0.42 0.43

High 0.63 0.58

Combined 0.34 -

familiarity with the domain and with quality rules, both of which
have a moderate positive relationship with the perceived usefulness.
Because unsure has the lowest position on our Likert scale, this sug-
gests that participants that are unfamiliar with the domain and with
quality rules are also more likely to be unsure about the usefulness
of the method.

5.6 conclusion

In this work, we introduced context-aware constraints for knowledge
quality control which offer a more fine-grained control over the do-
mains on which we want to impose restrictions. We also introduced
a bottom-up anytime and easily to parallelize algorithm to discover
context-aware constraint directly from knowledge graphs encoding
multimodal heterogeneous knowledge.

We demonstrated our method on three different datasets, which
showed that there is no direct relationship between the size of a
dataset and the number of generated constraints, making it difficult
to apply a rule of thumb to the chosen support and confidence val-
ues. However, our results do suggest a positive correlation between
the relation count and the number of generated constraints.

Our evaluation consisted of a user study amongst experts on knowl-
edge engineering and maintenance, which were invited to a work-
shop and asked to assess various constraints on asset management.
Their answers indicate that, overall, context-aware constraints are to
an extent useful for knowledge validation tasks, and that the major-
ity of the constraints were well balanced with respect to complexity.
However, a considerable number of participants were nevertheless un-
sure about the usefulness of the method. Our analysis suggests that
the lack of familiarity with the domain and quality rules might be the
cause, although more in-depth study is needed.

Our algorithm contains a few noteworthy limitations. A practical
limitation concern scalability as our algorithm needs to evaluate a
great deal of combinations. This problem is slightly reduced by our
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Table 19: Usefulness of the method as perceived by participants in relative
numbers.

.

Score Portion

fully disagree 0.00

disagree 0.10

neutral 0.24

agree 0.24

fully agree 0.05

unsure 0.38

pruning and other optimization methods, and can also be alleviated
by parallelizing the task, but will nevertheless remain a challenge
to deal with as the dataset increases in size and, most particularly,
the number of relations. Another possible limitation lies with our as-
sumption that the majority of the knowledge is valid and accurate.
An insufficiently large enough ratio between valid/accurate and in-
valid/inaccurate knowledge can result in a relatively high number of
false positives and negatives, reducing the usefulness of our method.
A final noteworthy limitation is the high sensitivity of the provided
support and confidence values, which, depending on the character-
istics of the dataset, can result in too few or in an unmanageable
amount of constraints. However, this is a common problem in this
field of research.

We identified several potential extensions to our method which we
offer as suggestions for future work. Firstly, our algorithm currently
only generates a proper subset of those expressible by constraint lan-
guages such as ShEx and SHACL, missing support for e.g. cardinal-
ity restrictions. Adding support for these constraints would make our
method more useful for real-world knowledge validation tasks. An-
other angle worth pursuing but which fell out of our current scope is
the analysis of our algorithm’s time complexity, the theoretical speed
up which can be obtained through parallelization, and how it deals
with the satisfaction and entailment problems.
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abstract

Knowledge graphs enable data scientists to learn end-to-end on het-
erogeneous knowledge. However, most end-to-end models only learn
from the relational information encoded in graphs’ structure: raw
values, encoded as literal nodes, are either omitted completely or
treated as regular nodes without consideration for their values. In
either case we lose potentially relevant information which could have
otherwise been exploited by our learning methods. We propose a mul-
timodal message passing network which not only learns end-to-end
from the structure of graphs, but also from their possibly divers set
of multimodal node features. Our model uses dedicated (neural) en-
coders to naturally learn embeddings for node features belonging to
five different types of modalities, including numbers, texts, dates, im-
ages and geometries, which are projected into a joint representation
space together with their relational information. We implement and
demonstrate our model on node classification and link prediction for
artificial and real-worlds datasets, and evaluate the effect that each
modality has on the overall performance in an ablation study. Our re-
sults indicate that end-to-end multimodal learning from any arbitrary
knowledge graph is indeed possible, and that including multimodal
information can significantly affect performance, but that much de-
pends on the characteristics of the data.
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Figure 16: A simplified and incomplete example from the Dutch Monu-
ments Graph showing a single monument (a windmill) with sev-
eral attributes of different modalities.

6.1 introduction

The recent adoption of knowledge graphs by multinationals such
as Google and Facebook has made them interesting targets for var-
ious machine learning applications such as link prediction and node
classification. Already, this interest has lead to the development of
message-passing models which enable data scientists to learn end-
to-end4from any arbitrary graph. To do so, message-passing models
propagate information over the edges of a graph, and can therefore
be used to exploit the relational information encoded in a graph’s
structure to guide the learning process. The same approach has also
been shown to work quite well on knowledge graphs, obtaining re-
sults that are comparable to dedicated models such as RDF2Vec [130]
and Weisfeiler-Lehman kernels [143]. Nevertheless, by focusing on a
single modality—the graphs’ structure—we are effectively throwing
away a lot of other information that knowledge graphs tend to have,
and which, if we were able to include it in the learning process, has
the potential of improving the overall performance of our models.

Combining information from multiple modalities is a topic that is
already well studied for information stored in relational form (for in-
stance in relational database management systems). Here too, we of-
ten encounter heterogeneous knowledge, containing information from
a wide variety of modalities (such as language, audio, or images). In
[173], the case is made that to truly learn end-to-end from a collection
of heterogeneous, multimodal data, we must design machine learn-
ing models that can consume these data in as raw a form as possible,
staying as close as we can to the original knowledge, and that we
need to adopt a data model which can represent our data in a suit-
able format, for which the knowledge graph is a natural choice.

4 In the context of this paper, we define “end-to-end learning” as the use of machine
learning models which operate directly on raw data, instead of relying on manually
engineered features. In end-to-end learning, any information in the data can, in
principle, be used by the model. See [173] for a more in-depth discussion.
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In this paper, we introduce and implement a multimodal message
passing neural network, based on this principle, which can directly
consume heterogeneous multimodal data, represented as knowledge
graph, and which itself can learn to extract relevant information from
each modality, based solely on the downstream task.

With the term knowledge graph we mean any labeled multidigraph
that is built on top of the Resource Description Framework (RDF). We
consider the relational information of such a graph, encoded in its
structure, as a single modality. Other modalities that are commonly
present in knowledge graphs are of numerical, textual, and temporal
nature, such as various measurements, names, and dates, respectively,
and, to a lesser degree, of visual, auditory, and spatial makeup. In a
knowledge graph about monuments, for example, we might find that
each monument has a detailed description, a registration number, a
year in which it was built, a few pictures from different angles, and a
set of coordinates (Figure 16). These and other attributes are encoded
as raw values with corresponding datatype annotations, called literals,
and tell us something about the objects they are connected to, called
entities. However, most of this information is lost when we reduce the
literals to identifiers, as is currently common practice when we apply
message passing networks to knowledge graphs.

By reducing literals to identifiers, we discard any information that
is contained in their contents, retaining only the relational informa-
tion encoded by their connections, and placing them on an equal foot-
ing with all other entities. This means that we are effectively feeding
our models a subset of the original and complete knowledge, but also
that we are depriving our models of the ability to compare inputs ac-
cording to their modalities: measurements as numbers, descriptions
as language, coordinates as geometries, etc. As a result, our models
are unable to distinguish between literals that are closely together in
the value space with those which are far apart. The name Mary, for
example, would be seen as (dis)similar to Maria as it would to Big-
glesworth, as would the integer value 47 be to 42 and 6.626068× 10−34.
Instead however, we want our models to use this information to guide
their learning process.

By enabling our models to naturally ingest literal values, and by
treating these values according to their modalities, tailoring their en-
codings to their specific characteristics, we stay much closer to the
original and complete knowledge that is available to us. We believe
that doing so enables our models to create better internal representa-
tions of the entities we are trying to learn over, potentially resulting in
an increase in the overall performance of our models. By embedding
this principle in the message passing framework, and by exploiting
Semantic Web standards such as datatype annotations, we embrace
the idea that this enables us to learn end-to-end from any heteroge-
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neous multimodal knowledge, as long as it is represented as a knowl-
edge graph.

In this work, we propose a multimodal message passing model
which incorporates the information from a divers set of multimodal
node features. Our model uses dedicated vectorization strategies and
(neural) encoders to naturally learn embeddings for node features be-
longing to five different types of modalities, including images and
geometries, which are projected into a joint representation space to-
gether with their relational information. We demonstrate our model
on node classification and link prediction for both artificial and real-
worlds knowledge graphs, and evaluate the effect that each modality
has on the overall performance in an ablation study. We also imple-
ment and publish our model as Python package capable of learning
from any arbitrary knowledge graph out of the box, exploiting Se-
mantic Web standards to automatically infer and incorporate multi-
modal information.

To summarize, the main contributions of this paper are:

1. A machine learning model, embedded in a message passing
framework, which can learn end-to-end from a heterogeneous
knowledge, encoded as a knowledge graph, and which can nat-
urally ingest literal values according to their modalities.

2. An investigation of the potential usefulness of including infor-
mation from multiple modalities, and the impact this has on the
overall performance of our models.

3. An implementation of our model (named the MR-GCN), which
can learn from any arbitrary knowledge graph, and which ex-
ploits Semantic-Web standards to automatically infer and incor-
porate multimodal information.

Our intent is emphatically not to show that the implementation of our
model achieves any kind of state-of-the-art, or even to measure its
performance against related models. Rather, we aim to demonstrate
that 1) by including as much of the original knowledge as possible, in
as natural of a fashion as possible, we can, in certain cases, help our
models obtain a better overall performance, and that 2) a model can
be trained end-to-end on a heterogeneous knowledge graph such that
it learns purely from the downstream task which patterns to extract
from each modality.

6.2 related work

Machine learning from multimodal sources is a well-studied prob-
lem. A good introduction to this problem and its many perspectives
is given by [10]. According to their taxonomy, our approach is one
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of late fusion by first encoding modalities using dedicated neural en-
coders, after which the resulting encodings are projected in a joint
representation space. Different from most other research in this field
we are not interested in translation (mapping one modality to another)
nor in alignment (aligning the same subject over multiple modalities).
Rather, information in a given modality is only ever used to learn
node embeddings with the intent to improve the learning process by
including as much of the original knowledge as possible.

6.2.1 Knowledge Graph Embeddings

Graph embedding techniques aim to represent graphs in a lower-
dimensional space, making them more suitable to learn over. Nu-
merous embedding techniques have been proposed over the years,
and typically differ in which operations they apply between the node
and edge embeddings, and which scoring function they use. Popu-
lar methods are those based on matrix factorization, random walks,
translation models, and, more recently, deep neural networks [28].
Our approach falls in the latter group of methods, for its use of a
message-passing network. A thorough overview of the different em-
bedding methods can be found in one of the many recent survey pa-
pers, for example [28] and [170]. Here, we will limit ourselves to the
graph embedding methods that consider multimodal information.

Various approaches have explored using information from one or
more additional modalities in machine learning models for knowl-
edge graphs. In most cases, only a singly additional modality is in-
cluded, always of numerical, textual, or visual nature [50]. This differs
from our method, which also supports temporal and spatial literals.
Our methods also differs from most other approaches in that we ad-
dress how information from different modalities can be 1) extracted
from a graph, and 2) vectorized with minimal loss of information.

An early work described in [113] proposes an extension to the
RESCAL [112] tensor factorization method which can also cope with
textual attributes. This is done by introducing an additional tensor
which is factorized together with the tensor holding the relational in-
formation. A similar separation is proposed by [31], who generate a
separate co-occurrence matrix for the relational and textual informa-
tion, and which are then summed to produce the final embeddings.
Both these methods scale well due to their use of basic matrix op-
erations, whereas scalability remains a challenge for many message-
passing models such as the one used in our approach.

In [78], the authors introduce a learnable function, called LiteralE,
which replaces every entity embedding by a new embedding that is
the fusion of the original entity embedding and its direct numerical
attributes. The resulting vector representation can then be used in an
arbitrary translation-based model. The fusion step is similar to our ap-
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proach in that the embeddings of neighbouring nodes coalesce into
the target entity, except that our model does this for every node (en-
tity or literal), up to an arbitrary depth (determined by the number of
layers in the message-passing network), and only after the modalities
have been encoded according to their specific characteristics.

The authors of [8] propose an extension to LiteralE that incorpo-
rates textual features which they generate by performing entity reso-
lution on (part of) the identifiers of entities and relations. The results
are then mapped to integers and passed to LiteralE together with the
corresponding entities.

A slightly different approach is proposed by [180], who perform a
joint optimization of an existing translation model (TransE [24]) and a
regression model specifically designed by the authors for numerical
features. The work in [181] uses a similar approach, but for textual
rather than numerical attributes and with a self-defined translation
model instead of a regression model. Similar to our work, the au-
thors use a CNN as encoder for textual attributes, but where our
model employs a temporal CNN with one-hot encoded text as in-
put, the authors here use a language-agnostic CNN with pretrained
word2vec [104] embeddings as input.

Another extension to an arbitrary translation model is proposed
in [182], who use a proven CNN architecture to learn image embed-
dings, which are then used in a self-defined translation model. For
entities with more than one image attribute, the images embeddings
are merged into one final embedding which is kept separate from the
entity embedding to which they belong. Our model differs in that
all neighbouring nodes, and not just images, coalesce into the corre-
sponding entity embedding: separate image embeddings only exist
prior to fusion.

Different from translation-based approaches is the work in [154],
who propose using a dual network architecture with a binary classi-
fier to learn relational information and a regression model to learn nu-
merical information. A joint optimization is used to train the model.

More modalities are considered by [120], who incorporate numer-
ical and textual literals, as well as images. The numerical features
are encoded using a feed-forward layer, which projects the values
to a higher-dimensional space. For short strings, the authors employ
a character-based GRU, whereas a language-aware CNN is used in
combination with word sequences for longer strings. Finally, for im-
ages, the authors use the last hidden layer of a pretrained network on
ImageNet [36]. The resulting embeddings are then paired with their
corresponding entity embeddings (generated using a feed-forward
network) and ultimately scored using DistMult. The use of dedicated
neural encoders per modality is similar to our work, except for nu-
merical features, which we feed directly to the message-passing net-
work after normalization. Also similar is the use of different encoders
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for text of different lengths, but rather than have completely different
models and input requirements, we employ three temporal CNNs of
increasing size for short, medium, and long strings.

All the reviewed models are simple embedding models, based on
basic matrix operations or on a score function applied to triples. By
contrast, our approach includes a message passing layer, allowing
multimodal information to be propagated through the graph, several
hops and from all (direct and indirect) neighbours.

6.3 preliminaries

Knowledge graphs and message passing neural networks are integral
components of our research. We will here briefly introduce both con-
cepts.

6.3.1 Knowledge Graphs

For the purposes of this paper we define a knowledge graph G = (V,E)
over modalities 1, . . . ,M as a labeled multidigraph defined by a set
of nodes V = I ∪

⋃
{Lm|m ∈ M} and a set of directed edges E, and

with n = |V|. Nodes belong to one of two categories: entities I, which
represent objects (monuments, people, concepts, etc.), and literals Lm,
which represent raw values in modality m ∈ M (numbers, strings,
coordinates, etc.). We also define a set of relations R, which contains
the edge types that make up E. Relations are also called predicates.

Information in G is encoded as triples T of the form (h, r, t), with
head h ∈ I, relation r ∈ R, and tail t ∈ I∪L1 ∪ . . .∪Lm. The combina-
tion of relations and literals are also called attributes or node features.

See Figure 16 for an example of a knowledge graph with various
entities and literals of different classes and datatypes, respectively. All
knowledge graphs in this paper are stored in the Resource Description
Framework (RDF) format [83], but our model can be applied to any
graph fitting the above definition.

6.3.2 Message Passing Neural Networks

A message passing neural network [51] is a graph neural network model
that uses trainable functions to propagate node embeddings over the
edges of the neural network. One simple approach to message pass-
ing is the graph convolutional neural network (GCN) [72]. The R-
GCN [139], on which we build, is a straightforward extension to the
knowledge graph setting.

Let Hi be a n× q matrix of q dimensional node embeddings for
all n nodes in the graph. That is, the k-th row of Hi is an embedding
for the k-th node in the graph5, The R-GCN computes an updated
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n× l matrix Hi+1 of l-dimensional node embeddings by the follow-
ing computation (the graph convolution):

Hi+1 = σ

(∑
r∈R

ArHiWr

)
(1)

Here, σ is an activation function like ReLU, applied element-wise. Ar

is the row-normalised adjacency matrix for the relation r and Wr is
a q× l matrix of learnable weights. This operation arrives at a new
node embedding for a node by averaging the embeddings of all its
neighbours, and linearly projecting to l dimensions by Wr. The em-
beddings are then summed over all relations and a non-linearity σ is
applied.

To allow information to propagate in both directions along an edge,
all inverse relations are added to the predicate set. The identity rela-
tion is also added (for which Ar = I) so that the information in the
current embedding can, in principle, be retained. To reduce overfit-
ting, the weights Wr can be derived from a smaller set of basis weights
by linear combinations (see the original paper for details).

To use R-GCNs for entity classification with c classes, the stan-
dard approach is to start with one-hot vectors as initial node em-
beddings (that is, H0 = I). These are transformed to h-dimensional
node embeddings by a first R-GCN layer, which are transformed to
c-dimensional node embeddings by a second R-GCN layer. The sec-
ond layer has a row-wise softmax non-linearity, so that the final node
embeddings can be read as class probabilities. The network is then
trained by computing the cross-entropy loss for the known labels and
backpropagating to update the weights. Using more than two layers
of message passing does not commonly improve performance with
current message passing models.

For link prediction, the R-GCNs can be viewed as encoder in a
graph auto-encoder. In that role, the R-GCNs learn node embeddings
that are used by a decoder to reconstruct the edges in the graph. As
before, the standard approach for the R-GCNs is to have one or two
layers, and to start with one-hot vectors as initial node embeddings.
However, because we are now interested in the node embeddings
themselves, the softmax on the end is replaced with an activation
function like ReLU, applied element-wise. The decoder consists of a
triple scoring function s : V×R×V 7→ R, for which ideally holds that
s(h, r, t) > s(x,y, z) if (h, r, t) exists and (x,y, z) does not.

In this work, we use DistMult [185] for our decoder, which is known
to perform well on link prediction tasks while keeping the number of
parameters low [132]. DistMult uses the following bilinear scoring
function:

s(yvi
, r, yvj

) = yT
vi

diag(Rr)yvj
(2)

5 The standard R-GCN does not distinguish between literals and entities. Also, literals
with the same value are collapsed into one node, therefore n ⩽ |V|.
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Figure 17: Overview of how the MR-GCN creates multimodal node embed-
dings for nodes v1 to v5. Solid circles represent entities, whereas
open shapes represent literals of different modalities. The nodes’
feature embeddings are learned using dedicated (neural) en-
coders (here fi, fj, and fk), and concatenated to their identity
vectors I to form multimodal node embeddings which are fed to
a message passing network.

Here, yvi
and yvj

are the output of the encoder for nodes vi, vj ∈ V,
and Rr the embedding belonging to relation r ∈ R. Both encoder and
decoder are trained by minimizing the binary-cross entropy loss6over
the output of Equation 2 for both positive and negative samples (neg-
ative sampling) [139]. The set of negative samples T− can be obtained
by randomly corrupting the head or tail of a portion (15 ) of the triples
in T.

6.4 a multimodal message passing network

We introduce our model as an extension to message passing networks
which can learn end-to-end from the structure of an arbitrary graph,
and for which holds that H0 = I. To do so, we let fi(·), fj(·), and
fk(·) be feature encoders for modalities mi, mj, and mk, respectively,
which output feature embeddings of lengths ℓfi , ℓfj , and ℓfk for all
nodes in V. We define F as the n× f matrix of multimodal feature
embeddings with f = ℓfi + ℓfj + ℓfk , and concatenate F to the identity
matrix I to form multimodal node embeddings:

H0 = [I F] (3)

of size n× q (Fig. 17).
Embedding matrix H0 is fed together with Ar to a message passing

network, such as the R-GCN. Both encoders and network are trained
end-to-end in unison by backpropagating the error signal from the
network through the encoders all the way to the input.

6 A margin ranking loss is used in the original DistMult paper.
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6.4.1 Modality Encoders

We consider five different modalities which are commonly found
in knowledge graphs. We forgo discussing relational information—
the sixth modality—as that is already extensively discussed in re-
lated work on message passing networks. For numerical information,
we use a straightforward one-to-one encoding and let the message-
passing layers handle it further. For all other modalities we use neural
encoders: a feed-forward neural network for temporal information,
and convolutional neural networks (CNN) for textual, spatial, and vi-
sual information. Each of these will be discussed next. We will also
discuss the preceding vectorization process, which, if done poorly,
can results in a loss of information.

In the following, we let em
i be the embedding vector of node vi for

modality m. The concatenation of a node’s identity vector and all its
feature embedding vectors em

i for every m ∈ M equals the i-th row
of H0.

6.4.1.1 Numerical Information

Numerical information encompasses the set of real numbers R, and
corresponds to literals with a datatype declaration of XSD:double,
XSD:float, and XSD:decimal and any subtype thereof. For these, we
can simply take the normalized values as their embeddings, and feed
these directly to the message-passing layers. We also include values of
the type XSD:boolean into this category, but separate their representa-
tions from those of real numbers to convey a difference in semantics.

More concretely, for all nodes vi ∈ V holds that enum
i is the con-

catenation of their numerical and boolean components, encoded by
functions fnum and fbool, respectively. Here, fnum(vi) = vi if vi is
a literal node with a value in R. If vi is a boolean instead, we let
fbool(vi) be 1.0 if vi is true and −1.0 if vi is false. In both cases, we
represent missing or erroneous values with 0.0 (we assume a normal-
ization between -1 and 1).

6.4.1.2 Temporal Information

Literal values with datatypes which follow the seven-property model7,
including XSD:time, XSD:date, and XSD:gMonth, are treated as tem-
poral information. Different from numerical values, temporal values
contain elements that are defined in a circular value space and which
should be treated as such. For example, it is inaccurate to treat the
months December and January as if they were 11 months apart, as
would be implied by directly feeding the months’ number to our
models. Instead, we can represent this as

ftrig(ϕ,ψ) = [sin(
2πϕ

ψ
), cos(

2πϕ

ψ
)] (4)
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with ψ the number of elements in the value space (here 12), ϕ the
integer representation of the element we want to encode, and ftrig
a trigonometric function in our encoder. This ensures that the repre-
sentation of January is closer to that of December than it is to that of
March.

We can use this representation for all other circular elements, such
as hours (ψ = 24) and decades (ψ = 10). When dealing with years
however, we represent smaller changes more granular than larger
changes: years are split into centuries, decades, and (single) years
fragments, with decades and years treated as circular elements but
with centuries as numerical values (we limit our domain to years be-
tween −9999 and 9999).

After vectorization, the vector representation vi is fed to a feed-
forward neural network ftemp with input and output dimensions
nin and nout, respectively, and for which holds that nin < nout,
such that etemp

i = ftemp(vi).

6.4.1.3 Textual Information

Vector representations for textual attributes of datatype XSD:string,
or any subtype thereof, and XSD:anyURI are created using a character-
level encoding, as proposed in [188]. For this purpose, we let Es be
a |Ω|× |s| matrix representing string s using vocabulary Ω, such that
Es
ij = 1.0 if sj = Ωi, and 0.0 otherwise.
A character-level representation enables our models to be language

agnostic and independent of controlled vocabularies (allowing it to
cope with colloquialisms and identifiers for example), as well as pro-
vide some robustness to spelling errors. It also enables us to forgo
the otherwise necessary stemming and lemmatization steps, which
would remove information from the original text. The resulting em-
beddings are optimized by running them through a temporal CNN
fchar with output dimension c, such that etextual

i = fchar(E
vi) for

every node vi with a textual value.

6.4.1.4 Visual Information

Images and other kinds of visual information (e.g. videos, which can
be split in frames) can be included in a knowledge graph by either
linking to them or by expressing them as binary string literals8which
are incorporated in the graph itself (as opposed to storing them else-
where). In either case, we first have to obtain the raw image files by
downloading and/or converting them.

Let imi be the raw image file as linked to or encoded by node
vi. We can represent this image as a tensor Eimi of size channels×
width× height, which we can feed to a two-dimensional CNN fim

7 https://www.w3.org/TR/xmlschema11-2

8 In [18], we advocate the use of KGBench’s base64Image for this purpose.

https://www.w3.org/TR/xmlschema11-2
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with output dimension c, such that evisual
i = fim(Eimi) for the im-

age associated with node vi.

6.4.1.5 Spatial Information

Spatial information includes points, polygons, and any other spatial
features that consist of one or more coordinates. These features can
represent anything from real-life locations or areas to molecules or
more abstract mathematical shapes. Literals with this type of infor-
mation are commonly expressed using the well-known text representa-
tion (WKT) and carry the OGC:wktLiteral datatype declaration. The
most elementary spatial feature is a coordinate (point geometry) in
a d-dimensional space, expressed as POINT(x1 . . . xd), which can be
combined to form more complex types such as lines and polygons.

We can use the vector representations proposed in [162] to repre-
sent spatial features. Let Esf be the |x|× |sf| matrix representation for
spatial feature sf consisting of |sf| coordinates, and with x the vector
representation of one such coordinate. Vector x holds all of the coor-
dinate’s d points, followed by its other information (e.g. whether it is
part of a polygon) encoded as binary values. For spatial features with
more than one coordinate, we also need to separate their location
from their shape to ensure that we capture both these components.
To do so, we encode the location in Rd by taking the mean of all co-
ordinates that makeup the feature. To capture the shape, we compute
the global mean of all spatial features in the graph, and subtract this
from their coordinates to place their centre around the origin.

We feed the vector representations using a temporal CNN fsf with
output dimension c, such that espatial

i = fsf(E
vi) for all nodes vi

which express spatial features.

6.5 implementation

We implement our model using the R-GCN as our main building
block, onto which we stack our various encoders. We call this a multi-
modal R-GCN (MR-GCN). The R-GCN is a suitable choice for this
purpose, as it can learn end-to-end on the structure of relational
graphs, taking relation types into account. Our implementation is
available as Python package9, and can be used with any arbitrary
knowledge graph in RDF format.

In the simplest case, when we are only interested in learning from
the graph’s structure or when no multimodal information is present
in the graph, we let the initial node embedding matrix H0 be the
nodes’ n× n identity matrix I (i.e. H0 = I). This reduces the MR-
GCN to a plain R-GCN. To also include multimodal information in

9 Code available at https://gitlab.com/wxwilcke/mrgcn

https://gitlab.com/wxwilcke/mrgcn
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the learning process, we let F be the n× f feature embedding matrix
instead and concatenate this to H0 as in Equation 3 to form H0 = [I F].

To accurately determine the most suitable encoder for each encoun-
tered literal, the MR-GCN exploits Semantic-Web standards to auto-
matically infer this from the graph’s datatype annotations. Supported
datatypes include many XSD classes, such as numbers, strings, and
dates, as well as OGC’s wktLiteral for spatial information, and KG-
bench’s base64Image for binary-encoded images [18]. These modali-
ties are assumed to be encoded directly in the graph, as opposed to
reading them from separate files.

To cope with the increased complexity brought on by including
node features we optimized the MR-GCN for sparse matrix opera-
tions by splitting up the computation of Equation 1 into the sum of
the structural and feature component. For this, we once again split H
into its identity component HI = I and feature component HF = F,
and rewrite the computation as

Hi+1 = σ

(∑
r∈R

ArHi
IW

r
I +ArHi

FW
r
F

)
(5)

Here, Wr
I and Wr

F are the learnable weights for the structural and
feature components, respectively. For layers i > 0 holds that Hi

F = Hi,
and that ArHi

IW
r
I = 0. Note that because ArHi

I = Ar, we can omit
this calculation when computing Equation 5, and thus also no longer
need HI as input. Figure 18 illustrates this computation as matrix
operations.

To facilitate link prediction, the MR-GCN implements the Dist-
Mult [185] bilinear scoring function, shown in Equation 2. To reduce
the number of parameters, we simulate relation embeddings diag(R)

by a |R| × h matrix, with each row representing the diagonal of a
theoretical relation embedding Rr.

6.5.1 Neural Encoders

The MR-GCN implements neural encoders for all modalities listed in
Section 6.4.1. For temporal information, we use a single layer fully
connected feed-forward neural network of which the dimensions de-
pend on the datatype, as shown in Table 20. The three other neural en-
coders are all implemented using CNNs, each initiated using N(0, 1)
and with an output dimension of 128.

For our visual encoder, we use the efficient MobileNet architecture
from [63], which provides a good performance with relatively few pa-
rameters. For spatial information, we use a temporal CNN similar to
that used in [162], which has 3 convolutional layers, each followed by
ReLU, and 3 dense layers (Table 22). A similar setup is used for tex-
tual information, except that we use different architectures for short
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Figure 18: Graphical depiction of our implementation of Equation 5, shown
as matrix operations. The output of layer i, Hi+1, is computed
by summing the structure and node feature components. If i > 0,
then Hi

F = Hi and AHIWI = 0.

(ℓ < 20), medium (20 < ℓ < 50), and long (ℓ > 50) strings, with ℓ
denoting their length. The architecture for medium-length strings is
listed in Table 21, whereas for long strings we double the number of
filters to 128 and let the first dense layer have 1024 hidden nodes. For
short strings, we omit the last convolutional and dense layer (layer
4 and 7), and reduce the number of hidden nodes in the first dense
layer to 256.

The output of layer i from all encoders for all nodes in V are con-
catenated to form Hi

F, which is passed to Equation 5 together with
Ar.

6.6 experiments

We evaluate the MR-GCN on node classification and link prediction
while varying the modalities which are included in the learning pro-
cess10. For this purpose, we compute the performance for each com-
bination of structure and modality, as well as all modalities com-
bined, and evaluate this against using only the relational informa-

Table 20: Configurations of the neural encoder for temporal information
with h hidden nodes and output dimension nout, listed per tested
datatype. Note that nin = h

Datatype h nout

XSD:gYear 6 2

XSD:date 10 4

XSD:dateTime 14 6
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Table 21: Configuration of the textual encoder for medium-length strings
with 4 convolutional layers (top) and 3 dense layers (bottom). For
pooling layers, max(k/s) lists kernel size (k) and stride (s), or max(·)
when it depends on the input sequence length.

Layer Filters Kernel Padding Pool

1 64 7 3 max(2/2)

2 64 7 3 max(2/2)

3 64 7 3 -

4 64 7 2 max(·)

Layer Dimensions

5 512

6 128

7 128

tion. To eliminate any confounding factors in real-world knowledge
that might influence the results, we will first evaluate the MR-GCN
on synthetic knowledge (Section 6.6.1) before testing our implemen-
tation on real-world datasets (Section 6.6.2).

Another dimension that we vary is how much raw information
is already implicitly encoded in the structure of a graph by having
literals nodes with an indegree greater than one. This occurs when
literals with the same value are coalesced into a single node, and
is the standard approach to represent knowledge graphs in graph
form. Encoding this information in a graph’s structure influences the
potential gain in performance we can obtain by including node fea-
tures in the learning process, possibly even masking it. Consider, for
example, a classification problem in which a small range of literals
perfectly separates our classes: when this information is already en-
coded in the structure there might be little to gain by enabling our
models to compare these literals by their values, whereas doing so
if this information is not encoded in the structure might yield a sig-
nificant performance boost. In our experiments, we will use the term
split literals to refer to the representation that keeps literals with the
same value as separate nodes (i.e. indegree = 1), and use the term
merged literals to refer to alternative representation in which literals
with the same value are coalesced (i.e. indegree ⩾ 1).

We specifically abstain from using pretrained encoders or embed-
dings during our experiments since our primary goal is to investigate
the impact of including multimodal information in a fully end-to-end
learning process, that is: whether the error signal can effectively flow
back through the message-passing model, all the way to the individ-

10 Datasets available at https://gitlab.com/wxwilcke/mmkg

https://gitlab.com/wxwilcke/mmkg
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Table 22: Configuration of the spatial encoder with 3 convolutional layers
(top) and 3 dense layers (bottom). For pooling layers, max(k/s) lists
kernel size (k) and stride (s), whereas avg(·) depends on the input
sequence length.

layer filters kernel padding pool

1 16 5 2 max(3/3)

2 32 5 2 -

3 64 5 2 avg(·)

layer dimensions

4 512

5 128

6 128

ual encoders. Using pretrained components would make the results
less meaningful in this regard, as little further training of the encoders
or embeddings would be necessary. Moreover, using pretrained com-
ponents would make it more difficult to determine whether differ-
ences in performance should be attributed to the inclusion of a cer-
tain modality, or whether these components happen to fit well with
the characteristics of a dataset (e.g. because the pretraining occurred
on a similar dataset).

For our node classification experiments we use an architecture sim-
ilar to the plain R-GCN (Section 6.3.2). Concretely, we employ a two-
layered MR-GCN with 32 hidden nodes, and with an element-wise
ReLU activation function after the first layer. A row-wise softmax
non-linearity is added to the second layer to output class probabil-
ities. The network is trained by minimizing the cross-entropy loss in
full batch mode with Adam for 400 epochs with an initial learning
rate of 0.01.

For each configuration we report the mean classification accuracy
and 95% confidence interval over 10 runs. To check the results on sta-
tistical significance, we use the Stuart-Maxwell marginal homogeneity
test which tests whether two multi-class models have the same distri-
bution of predictions [95, 148]. To obtain a single set of predictions
per configuration for this purpose, we use a majority vote amongst
the ordered output from all 10 runs.

Our link prediction experiments likewise use a graph auto-decoder
architecture similar to the plain R-GCN (Section 6.3.2). More specific,
we employ a single-layered MR-GCN with 200 hidden nodes, with
an element-wise ReLU activation function at the end, and with Dist-
Mult as triple scoring function. We train the network by minimizing
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Figure 19: Geometries belonging to 10 randomly-sampled entities per class
from the SYNTH dataset. Apart from the number of points
(which our model is agnostic to) the only difference between
classes is the shape.

the binary cross-entropy loss in full batch mode with Adam for 1000

epochs with an initial learning rate of 0.01.
For each configuration we report the filtered mean reciprocal rank

(MRR) and hits@k with k ∈ {1, 3, 10} over 5 runs, as well as the
95% confidence interval and statistical significance computed over the
MRR11. To check for statistical significance, we use the computational-
intensive randomised paired t-test [32], as suggested by [186], which
tests whether two ordered sets of ranks have the same distribution of
mean differences. Note that, with this method, the minimal achiev-
able p-value depends on the size of the test set. As with classification,
we obtain a single set of ranks per configuration by majority vote.

6.6.1 Evaluation on Synthetic Knowledge

We first evaluate the performance of the MR-GCN on synthetic data.
These data serve as a controlled environment which enables us to
eliminate any confounding factors in real-world data that would oth-
erwise influence the results, ensuring that any observed difference
can be confidently attributed to the addition or removal of a cer-
tain modality. For this purpose, we generated12a synthetic knowledge
graph (SYNTH) that contains strong multimodal signals, but which
lacks relational information. General and modality-specific statistics
are listed in Table 25.

The SYNTH dataset consists of 16,384 entities, all labeled, from two
distinctly different classes, and connected by a random graph struc-
ture that is generated using the Watts–Strogatz algorithm. Each entity
is provided with literals of different datatypes, encompassing all five
modalities listed in Section 6.4.1. To ensure that the learning problem
is both manageable and challenging, the literal values were drawn
from two narrow and slightly overlapping distributions, with noise

11 As the hits@k is derived from the MRR, no new information is gained by also com-
puting the confidence interval and statistical significance of the former.

12 Code available a https://gitlab.com/wxwilcke/graphsynth

https://gitlab.com/wxwilcke/graphsynth
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Figure 20: Images belonging to entities per class from the SYNTH dataset,
shown here without the noise normally present to ensure differ-
ent string representations with a class.

added where necessary. These distributions were generated with the
corresponding modality in mind: numbers and years where drawn
from Gaussian distributions, dates and times were sampled around
specific months and hours, respectively, and strings were generated
by combining a class-specific keyword with randomly sampled words
from a dictionary. This principle is also shown in Figure 19 for geome-
tries, which only differ in shape13to force our model to capture this
characteristic. Similarly in Figure 20 for images, which are unique per
class and to an extent robust to transformations (e.g., scale, rotation,
translation).

6.6.1.1 Node Classification

Table 23 reports the mean classification accuracy over 10 runs on
SYNTH, together with its 95% confidence interval and correspond-
ing p-values. We use value_merged [value_split] to express the perfor-
mances in the merged and split configurations, respectively.

Overall, the results indicate that, for all modalities and literal con-
figurations, including node features considerably increases the perfor-
mance over that of the baseline (structure only). When all node fea-
tures are taken into account, this performance increase raises the accu-
racy from near random (0.616 [0.495]) to near perfect (0.995 [0.996]).
All reported performance gains are statistically significant, with as
highest p-value 5.21×10−04.

When comparing the performance gain per modality it is evident
that this differs widely between modalities: including just textual
or spatial information increases the performance to a near perfect
accuracy of 0.995 [0.996] and 0.957 [0.949], respectively, whereas in-
cluding only visual information just provides a slight (although still
significant) gain to an accuracy of 0.642 [0.556]. The remaining two
modalities—numerical and temporal information—lie between these
two extremes and provide a moderate performance boost with an ac-
curacy of 0.744 [0.785] and 0.763 [0.625], respectively. When all modal-

13 The neural encoders in our model are agnostic to the number of points.
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ities are included, the performance gain is roughly equal to that of the
best single modality.

The differences between the merged and split literal configurations
indicate that, despite our best efforts, information from the node fea-
tures has leaked into the structure. In the split configuration, the
baseline performance is, as expected, near random with an accuracy
equalling that of a majority class classifier (0.495). However, in the
merged configuration the performance is roughly one-tenth higher
than expected (0.616), indicating that some literals have an indegree
greater than one. Judging from the differences between modalities,
these literals likely express temporal or visual information, which
drop with roughly the same amount when moving from merged to
split configuration.

6.6.1.2 Link Prediction

Table 24 reports the mean MRR and hits@k over 5 runs on SYNTH, to-
gether with its 95% confidence interval and corresponding p-values.
We use the same value_merged [value_split] notation as before to ex-
press the performances in the merged and split configurations, re-
spectively.

Overall, the results show that, for most modalities, including their
information considerably improves the performance when compared
to the baseline (structure only). In all cases, these differences are statis-
tically significant. When information from all modalities is included,
the performance also increases noticeably, irrespective of literal con-
figuration, from 0.045 [0.038] to 0.069 [0.057]. However, rather than
performing roughly the same as the best performing single modal-
ity (0.084 [0.068] for numerical information), including all modalities
yields a performance that is slightly lower. This contrasts with our
classification results.

Similar to the classification results there is considerable variation
between the performances per modality: including just numerical in-
formation yields a large boost in performance, both for the merged
and split literal configuration, whereas including textual or spatial in-
formation results in a drop in performance to an MRR of 0.030 [0.035]
and 0.034 [0.031], respectively. Also similar is the limited influence of
including visual information, although a slight but significant gain to
an MRR of 0.050 is still visible in the merged literal configuration.

A final observation is that there exists a difference in performance
on the baseline of 0.007 between the split and merged literal configu-
rations, supporting our previous supposition that some information
from the literals is encoded in the graph’s structure. As before, this
effect seems most evident with temporal and visual information, both
of which drop considerably in performance from 0.073 to 0.048 and
from 0.050 to 0.028, respectively, when changing from merged to split
literals.
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6.6.1.3 Discussion

Our results indicate that, in the most ideal setting, including node fea-
tures in the learning process improves the performance most or all of
the times, depending on the task. This is most clear for node classi-
fication, which obtains a significance performance boost irrespective
of the modality we include. With link predication the results are less
clear cut, although most modalities seem to have a positive effect on
the overall performance. However, since a perfect score is practically
unobtainable in this setting, it is difficult to gauge how much these
effects actually matter or whether we can achieve the same by sim-
ply running the baseline for a higher number of epoch. Similarly, the
drop in performance for some modalities might just as well be caused
by the increased difficulty of the learning task. Some support for this
supposition might be found with the drop in performance when ei-
ther textual or spatial information is included, both of which require
a relatively large number of parameters but still result in a near per-
fect score in node classification. Another possible reason is that this
dataset, which is optimized for classification, lacks properties that
make it an ideal testbed for link prediction.

Despite the aforementioned differences between tasks, we would
expect to see that each modalities affects the performance roughly
similar, especially with classification since literals from each modal-
ity carry a strong positive signal. As our classification results show
that this is not the case, any difference in performance in this task
must have originated in the MR-GCN and/or the dataset. For numer-
ical and temporal information the precise cause is unclear and more
elaborate testing is needed to determine whether the less-than-perfect
performance stems from our encoders, or their implementation, or
whether the fault lies with an imperfect data generation process. In
contrast, since we use the proven MobileNet architecture for our vi-
sual encoder, it is likely that our image generation process is to blame
for the lackluster performance when visual information in included.

When all modalities are included in the learning process, the over-
all performance approaches or equals that of the best performing sin-
gle modality. This suggests that the message-passing network largely
succeeds in learning, by itself, which information to include and
which to ignore. This effect is again more profound in our classifi-
cation results, for which including all modalities yield near perfect
accuracy, but is still visible in the link prediction setting. As before,
this difference between tasks may stem from the focus of the dataset
on classification, resulting in less clear signals when used for link
prediction.
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6.6.2 Evaluation on Real-World Knowledge

Whereas previously we evaluated the MR-GCN on synthetic knowl-
edge, we here evaluate our implementation on real-world knowledge
graphs from various domains and with different (combinations of)
modalities.

6.6.2.1 Node Classification

We evaluate the MR-GCN on five real-world knowledge graphs on
node classification. General and modality-specific statistics about each
of these are listed in Table 25. A short description of each dataset is
given next.

aifb+ The AIFB dataset is a benchmark knowledge graph about sci-
entific publications from a research group, and about the peo-
ple working there [130]. This is the smallest of the datasets in
our experiments, and lacks the datatype annotations needed to
accurately determine the literals’ modalities. These annotations
were added by us, creating AIFB+.

mutag MUTAG is a benchmark dataset about molecules, the atoms
they consist of, and any mutagenic properties that they might
have [130]. This dataset only contains a single additional modal-
ity, encoded by numerical literals.

bgs The BGS dataset contains information about geological measure-
ments in Great Britain, and includes rock composition and dat-
ing [130]. Also present is spatial information, in the form of
point locations and polygons.

am+ The Amsterdam Museum dataset (AM) is a benchmark knowl-
edge graph which contains information about the collection of
a museum in The Netherlands [130]. We use the AM+ version
from [18] in our experiments, which has been extended with
datatype annotations and images, and which has a much higher
number of labeled samples.

dmg The Dutch Monument Graph (DMG) is a benchmark dataset
for multimodal entity classification [18]. The DMG includes in-
formation from all five modalities listed in Section 6.4.1 (in addi-
tion to relational information), with a strong emphasis on spa-
tial information. The example given in Figure 16 is from this
dataset.
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results Table 26 and 27 list the results of our classification exper-
iments for merged and split literal configurations, respectively, and
report the mean classification accuracy over 10 runs on the test sets,
together with its 95% confidence interval. Corresponding p-values
are available in Appendix A. We once again use the value_merged
[value_split] notation to express the performances in the merged and
split configurations, respectively.

Overall, our classification results show that the effects of includ-
ing node features in the learning process are considerable, influenc-
ing the performance both positively and negatively, and that these
effects vary greatly between datasets and modalities: including tem-
poral information, for example, has a (slight) positive effect on the
performance on AIFB+, from an accuracy of 0.933 [0.883] to that of
0.939 [0.894], but including the same form of information with DMG
results in a noticeably performance drop from 0.717 [0.450] to 0.695

[0.400]. Similar effects are observable for other modalities. Moreover,
including all modalities does not necessarily result in a higher accu-
racy, irrespective of dataset and literal configuration: only on AM+,
do we observe an increase when learning on all modalities, from an
accuracy of 0.751 [0.578] to that of 0.760 [0.598].

Looking at the differences in baseline performance between the
merged and split configurations, it is evident that all datasets express
some information from the literals in their structure. This is particu-
larly clear in the case of DMG, which drops considerably in perfor-
mance from 0.717 to 0.450 when we keep literals with the same values
as separate nodes. However, this effect does enable us to observe that
including textual and spatial information significantly improves the
accuracy on DMG to 0.518 and 0.511, respectively. Similar on AM+ for
textual information, which improves the performance in the split lit-
eral configuration from 0.578 to 0.606. In both cases, the added value
is masked when part of this information is encoded in the structure.
In contrast, the baseline performance on BGS stays roughly the same
(0.845 [0.849]), suggesting that only few literals share a value.

Finally, our tests indicate that only the results on DMG and AM+
are statistically significant. This is most likely the result of the large
number of labeled samples in the test sets of these datasets. Note
that the difference of 0.001 on DMG between the performance of the
baseline and that of including all features in the split literal configu-
ration is still statistically significant because the Stuart-Maxwell test
compares individual predictions rather than accuracies.
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6.6.2.2 Link Prediction

We evaluate the MR-GCN for link prediction on four multimodal real-
world datasets. Two of these—AIFB+ and MUTAG— were also used
in our node classification experiments, whereas the remaining two
are exclusively used for link prediction. The DMG and AM+ datasets
are not used here, since their relative large number of facts would
translate to exorbitant long training durations. We also abstain from
testing the MR-GCN on standard link prediction benchmark datasets,
such as FB15k-237 and WN18RR, as these lack node features.

General and modality-specific statistics about each of the datasets
are listed in Table 25. All training, testing, and validation splits are
stratified on predicate. A short description of two datasets that are ex-
clusively used for link prediction is given next. Because of the added
complexity accompanying link prediction, both datasets were sub-
sampled to still allow for GPU acceleration.

ml100k+ MovieLens-100k is a well-known benchmark dataset about
users, movies, and ratings given to these movies by the users,
and contains various information that includes, amongst others,
the genders and ages of users, and the release dates and titles of
movies [57]. We use a subset of the version introduced in [120],
which extends the original dataset with movie posters. This sub-
set was generated by selecting the 500 users with the highest
rating count, together with all information to which they are
linked.

yago-10+ A popular link prediction benchmark dataset is the YAGO
knowledge graph. Emphasizing general knowledge, the dataset
contains various information ranging from people, cities, and
countries to movies and organizations [150]. Similar as with
ML100k+, we use a subset of the version introduced in [120],
which enriches the original graph with images, texts, and dates.
The subset was generated by taking the intersection of all enti-
ties with images, texts, and dates, together with all information
to which they are linked.

results Table 28 and 29 reports the mean MRR and its 95% con-
fidence interval over 5 runs on the tests sets. Corresponding p-values
and hits@k statistics are available in Appendix A. As before, we use
the value_merged [value_split] notation to express the performances in
the merged and split configurations, respectively.

Overall, our results indicate that, for link prediction on real-world
knowledge, including node features can have a profound effect on the
performance, and that this effect can be both positive and negative.
For MUTAG, this effect results in a considerable performance boost
from an MRR of 0.162 [0.135] to that of 0.225 [0.202], whereas, for
the three remaining datasets, this effect results in a moderate drop in
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performance (e.g. AIFB+, from 0.252 [0.215] to 0.215 [0.161]) to a con-
siderable drop (e.g. YAGO3-10+, from 0.053 [0.050] to 0.025 [0.021]).
These results are statistically significant for all datasets and configu-
rations, except for AIFB+ which, when numerical information is in-
cluded, achieves roughly the same performance as the baseline. A
quick glance at Table 25 shows that AIFB+ only contains few numeri-
cal literals, suggesting that this result is a poor indicator of the effect
that including numerical information has on the overall performance
and can best be ignored.

Similar to our classification results, there appears to exist no dis-
cernible pattern in the performances amongst modalities. Instead,
here too, the results for individual modalities vary much between
datasets. For MUTAG, for example, adding numerical information
results in a moderate performance boost from 0.162 [0.135] to 0.192

[0.140], whereas, for ML100k+, including this form of information re-
sults in a decrease in performance from 0.124 [0.028] to 0.042 [0.004].
Also similar is that, when including information from all modalities,
the overall performance seems to roughly equal the average perfor-
mance of all separate modalities combined.

The differences in baseline performance between the merged and
split configurations shows that all datasets have some information
from the literals encoded in their structure. This is most evident for
ML100k+, which drops from 0.124 to 0.028 when this information is
lost. In contrast, the drop in performance on YAGO3-10+ is only mi-
nor (±0.003), indicating that only few literals have an indegree greater
than one. Irrespective, for all datasets and configuration, the perfor-
mance in the split configuration is the same or worse than that in the
merged setting.

6.6.2.3 Discussion

Our results on real-world knowledge show that, overall, the effects of
including node features in the learning process vary widely: for some
datasets, including information from a certain modality results in a
slight to considerable performance boost, whereas for other datasets
that same modality does little or even results in a performance drop.
This suggests that the potential impact of including node features
strongly depends on the characteristics of the data and on the strength
of the signals provided by the modalities. Moreover, when all modali-
ties are included, our results show that the overall performance stays
behind that of the best performing single modality. This could sug-
gest that the message-passing model has difficulties ignoring the neg-
ative signals, or that the positive signals lack sufficient strength in
many real-world datasets for the message-passing model to overcome
this.

Comparing the results on AIFB+ and MUTAG from our node clas-
sification and link prediction experiments shows that the effect of
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including a modality on the performance differs between tasks. On
AIFB+, for example, incorporating temporal information results in a
slight performance gain in the classification setting, whereas the op-
posite is true in the link prediction setting. Similar on MUTAG for
numerical information, which provides a considerable gain or drop
in performance depending on which problem we are trying to solve.
These results suggest that the influence of certain modalities on one
task does not necessarily carry over to other tasks. A similar observa-
tion was made for our results on artificial knowledge. However, since,
here, none of the classification results on either dataset is statistically
significant, it remain unclear whether the differences between tasks
really matter, or whether they stem from instabilities caused by the
small test sets.

6.7 discussion

Our results show that including node features from various modal-
ities can have a profound effect on the overall performance of our
models. However, the direction and magnitude of this effect differs
depending on which dataset we use, what modalities we include, and
even which tasks we perform.

When learning on on artificial knowledge, our results indicate that
including multimodal information can significantly improve perfor-
mance, and that the underlying message-passing model is capable of
learning, by itself, which features to including and which to ignore.
This contrasts with our results on real-world knowledge, which show
that including node features can have very different effects depending
on which dataset we use and what modalities we include. Moreover,
the same message-passing model seemed unable to overcome the neg-
ative influence of some of the modalities, sometimes even resulting
in an overall worse performance with node features than without.
This difference between artificial and real-world knowledge might
have been caused by our decision to abstain from hyperparameter
optimization. However, since the same hyperparameters were effec-
tive on artificial knowledge, this is unlikely to produce such a large
difference. Similar for our choices of (neural) encoders, which were
unchanged between experiments. Instead, it is more likely that our
chosen message-passing model has difficulties coping with negative
signals and/or noise. This would explain why weak, but still positive,
signals such as the visual information in SYNTH pose no problem,
whereas the negative signals in some of the real-world datasets drag
the overall performance down considerably.

A comparison of results between the merged and split literal con-
figurations shows that the potential performance gain from including
node features is influenced by how much information from these fea-
tures is already encoded in the structure of a graph. In some cases,
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our results show that including the same information can have little
effect in the merged setting while providing a considerable perfor-
mance boost in the split configuration. This suggests that much of
this information is already stored as relational information, and that
we gain little by also feeding the raw values to our model. This is
not necessarily a problem if, by nevertheless including this informa-
tion, the performance does not decrease either. However, our results
show that, for some datasets and modalities, including node features
results in a drop in performance. This might be caused by the added
complexity that makes the problem more difficult to solve. Reducing
the number of model parameters might be a first step to alleviate this
problem (See also Section 6.8.1).

Finally, we observed that only half the datasets used in our classi-
fication experiments—SYNTH, AM+, and DMG— produced statisti-
cally significant results. The datasets in question have a considerably
higher number of labeled instances, allowing for a more precise eval-
uation of the results. To accurately establish which model architec-
tures performs well in this setting we need more datasets with sim-
ilarly sized test sets. However, the observed difference in statistical
significance between datasets with few and many labeled instances
does suggest that the Stuart-Maxwell test is suitable to compare clas-
sification results with. Similarly, in our link prediction experiments,
we observed only a single result that lacked statistical significance. A
quick inspection suggested that this was justified, since the dataset—
AIFB+—contained only few features of the modality being tested.
This suggests that the randomised paired t-test is suitable to vali-
date link prediction results with. Since most literature in this field
forgoes with statistical testing, we hope that these results encourage
others to use these or similar tests for machine learning experiments
on knowledge graphs.
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6.8 conclusion

In this work, we have proposed an end-to-end multimodal message
passing model for multimodal knowledge graphs. By embedding our
model in the message passing framework, and by treating literals as
first-class citizen, we embrace the idea that this enables data scientists
to learn end-to-end from any heterogeneous multimodal knowledge,
as long as it is represented as a knowledge graph. To test our hypoth-
esis, we have implemented our model and evaluated its performance
for both node classification and link prediction on a large number
of artificial and real-world knowledge graphs from various domains
and with different degrees of multimodality.

Our results indicate that, overall, including information from other
modalities can have a considerable effect on the performance of our
models, but that the direction and magnitude of this effect strongly
depends on the characteristics of the knowledge. In the most ideal
situation, when the dataset contains little noise and strong positive
signals, incorporating node features has the potential to significantly
improve performance. When faced with real-world knowledge, how-
ever, our results show that this effect can vary considerable between
datasets, modalities, and even tasks.

Despite the mixed results on real-world knowledge, we believe that
this work supports our hypothesis that by enabling our models to nat-
urally ingest literal values, and by treating these values according to
their modalities, tailoring their encodings to their specific character-
istics, we stay much closer to the original and complete knowledge
that is available to us, potentially resulting in an increase in the over-
all performance of our models.

End-to-end machine learning on heterogeneous knowledge has a
lot of promise which we have only scratched the surface of. A model
that learns in a purely data-driven way to use information from dif-
ferent modalities, and to integrate such information along known re-
lations, has the potential to allow practitioners a much greater degree
of hands-free machine learning on multimodal heterogeneous knowl-
edge.

6.8.1 Limitations and future work

Our aim has currently been to demonstrate that we can train a mul-
timodal message passing model end-to-end which can exploit the in-
formation contained in a graph’s literals and naturally combine this
with its relational counterpart, rather than to established that our im-
plementation reaches state-of-the-art performance, or even to mea-
sure its performance relative to other published models. We therefore
performed little hyperparameter tuning in our experiments, ensuring
that any observable difference in performance could be confidently
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attributed to the inclusion or exclusion of information from a certain
modality, rather than have been caused by a particular hyperparame-
ter setting.

To properly establish which type of model architecture performs
best in multimodal settings, and whether message passing models
provide an advantage over more shallow embedding models with-
out message passing, we require more extensive, high-quality, stan-
dard benchmark datasets with well-defined semantics (i.e. datatype
and/or relation range declarations) and a large number of labeled in-
stances. Recently, some datasets have seen the light which are suitable
for this purpose (e.g. [18]). However, to perform more precise evalu-
ations and more accurate models comparisons, we need even more
datasets from a wide range of domains and with a large number of
different modalities. Nevertheless, to determine precisely what kind
of knowledge is most fitting for this form of learning we are likely
to require an iterative process where each generation of models pro-
vides inspiration for the next generation of benchmark datasets and
vice versa.

In other work, currently under submission, we explore techniques
to reduce the overall complexity of a multimodal model by reducing
the number of parameters by merging some of the weight matrices.
Our main motivation for this is the necessity of full batch learning
with many message passing networks—a known limitation—which
makes it challenging to learn from large graphs; a problem which
becomes even more evident as we start adding multimodal node fea-
tures. Future work will also investigate the other side of the spectrum
by using a separate set of learnable weights per relation, as opposed
to sharing weights amongst literals of the same modality. While this
adds some additional complexity, it allows a more natural encoding
of a graph in our model by capturing the semantics per relation. To
illustrate this, compare learning a single set of weights for age and
height, both of which are numeric, against learning a separate set of
weights for each.

Lastly, a promising direction of research is the use of pretrained en-
coders. In our experiments, we show that the encoders receive enough
of a signal from the downstream network to learn a useful embed-
ding, but this signal is complicated by the message passing head
of the network, and the limited amount of data. Using a modality-
specific, pretrained encoder, such as GPT-2 for language data [122] or
Inception-v4 for image data [152], may provide us with good general-
purpose feature at the start of training, which can then be fine-tuned
to the specifics of the domain.
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C O N C L U S I O N

This thesis identified the most essential opportunities and challenges
that arise with machine learning on heterogeneous knowledge, en-
coded as knowledge graph, and investigated how machine learning
models can be build that incorporate this heterogeneity and to what
extent this affects their performance, and how data scientists can use
such models to discover interesting patterns in knowledge graphs
that may help experts perform various downstream tasks. To con-
clude this thesis, this final chapter serves to bring together the lines
of thought by addressing the research questions that were posed in
the introduction, and by reflecting on past and future work.

7.1 research question revisited

Chapter 1 put forward three questions which addressed various as-
pects that come into play when performing machine learning on
knowledge graphs containing heterogeneous knowledge. This section
aims to answer those questions by using the insight gained through-
out the previous chapters.

1. What are the challenges and opportunities that arise with machine
learning on heterogeneous knowledge, encoded as knowledge graph,
and what steps could be taken to further research in this field?

Using the knowledge graph as data model for machine learning
offers data scientists several opportunities which are not readily
available with other data models. In no particular order, the
most apparent opportunities as discussed in Chapter 2 are as
following:

reusability Knowledge graphs that are built on top of the
RDF data model all use the same basic building blocks to
encode knowledge. By encoding knowledge in an uniform
fashion, knowledge graphs facilitate a near effortless reuse
of both machine learning models and datasets: rather than
having to painstakingly tailor one’s models to the data
or vice versa, data scientists can simple take any suitable
model and dataset of the proverbial shelf and use these
to run their experiments, as long as the model can ingest
knowledge graphs and the data is encoded as such. By
exploiting Semantic Web standards, such as datatype an-
notations, machine learning models can also automatically

127
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infer the type of information available, taking this error-
prone process out of the hands of data scientists.

end-to-end learning End-to-end learning makes it possi-
ble for machine learning models to consume the complete
and original knowledge, and to learn, without supervi-
sion, which features to include in the learning process,
and which ones to ignore. However, most end-to-end mod-
els are strictly domain specific: to images, to sound, or to
language. When dealing with heterogeneous knowledge—
information of various types and modalities, and from dif-
ferent domains—data scientists often need to resort back
to manual feature engineering, which can result in loss of
information or accuracy. To avoid this, a machine learning
model is needed that is capable of directly consuming het-
erogeneous knowledge, as well as a data model which can
naturally express such knowledge with minimal loss of in-
formation. Knowledge graphs are a suitable first choice for
such a data model, as they encode all forms of knowledge
in a uniform fashion.

knowledge integration Knowledge graphs can be easily
integrated without the need to restructure or otherwise al-
ter their individual information. In many cases, integrat-
ing two or more knowledge graphs all but requires them
to share only a single entity or, if different URIs or IRIs
are used, to link an equivalent entity (e.g. by stating they
are the same resource). This ability enables data scientists
to swiftly create new datasets, or to enrich existing ones
by adding new features or various forms of background
knowledge, including meta data and provenance informa-
tion. This additional information can be exploited by ma-
chine learning models to improve the overall performance,
or to circumvent certain task-specific problems, such as the
cold-start problem that haunts recommender systems and
which can be alleviated by forming initial recommenda-
tions using background knowledge (e.g. based on entity
similarity).

knowledge availability Knowledge graphs follow the phi-
losophy of the Semantic Web, and therefore use standards
and technologies which makes publishing them online a
breeze. Already, there exist a considerable collection of FAIR
and open knowledge graphs which are freely available on
the web, and many of which are published as part of the
Linked Open Data Cloud. Together, these graphs offer a rich
source of knowledge from a wide range of different topics
and domains, including governmental and geographical in-
formation, as well as that on social media and life sciences.
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Having this knowledge at arm’s reach provides data scien-
tists with the opportunity to test their models on a large
variety of general-purpose and domain-specific real-world
knowledge. Much of this knowledge is also task indepen-
dent, enabling data scientists to use the same knowledge
graphs for many different machine learning tasks.

Before the aforementioned opportunities can be benefited from
to their fullest extent, there are still several noteworthy chal-
lenges that remain to be solved. In no particular order, these
challenges as discussed in Chapter 2 are as following.

incomplete knowledge Dealing with missing values is a
fundamental step in many machine learning experiments.
For knowledge graphs, which often express various real-
world knowledge, it might very well be the case that, for
some properties, there are more entities for which the val-
ues are missing than for which they are known. While cur-
rent imputation methods are accurate enough to deal with
the occasional missing value, they are far less effective in
estimating a large amount of missing values when only a
small number of actual values are available to them. To
solve this problem, an ideal model would simply use the
information that is available while ignoring that which is
not, dealing with the uneven distribution of information
natively.

implicit knowledge Knowledge graphs contain a wealth of
implicit knowledge that can be inferred from the inter-
action between their explicit knowledge and background
knowledge. With the exception of ILP methods, however,
almost none of the current approaches even considers im-
plicit knowledge, and those that do, often only consider
the bare minimum (i.e. class inheritance). A simple but
naive solution is to materialize all or part of the implicit
statements beforehand, and to feed the resulting graph to
a suitable model. A more ideal solution, however, is to in-
corporate the ability to exploit implicit knowledge into the
models themselves, and, in the case of end-to-end learn-
ing, let these models learn the most appropriate level of
inference on their own.

differently-modelled knowledge Different knowledge
engineers model knowledge in different ways. Any choices
made during this process are reflected in the relational
structure of the graphs these knowledge engineers pro-
duce. Dealing with structural variance of this sort remains
a challenge for effective machine learning, and seems en-
tirely unaddressed in the relevant literature. For end-to-
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end learning on knowledge graphs to become truly suc-
cessful, this structural variance needs to be taken into ac-
count so models can recognize that similar information is
expressed in different ways, and even then, there may be
cases where the respective structures are simply too dif-
ferent, and no learning algorithm could learn the required
mapping without supervision.

heterogeneous knowledge Knowledge graphs are a suit-
able data model to encode heterogeneous knowledge with,
and typically contain information from a wide range of
modalities, including text, numbers, images, and geome-
tries, which are encoded as literals. With few exceptions,
however, it is standard practice for machine learning mod-
els to exclude literals from the learning process, effectively
learning on a subset of the original knowledge, or to treat
them as if they were entities, thereby losing the ability to
distinguish between literals that are closely together in the
value space with those which are far apart. In either case,
a wealth of multimodal information is lost that, if han-
dled well, has the potential of improving the overall perfor-
mance. An ideal model must take this heterogeneity into
account by treating literals as first-class citizen with unique
characteristics that require tailored solutions.

Solving the aforementioned challenges will make end-to-end
learning on knowledge graphs possible from a technological
perspective, but will not necessary lead to a growing uptake of
this promising approach. For this to become reality, the machine
learning community should a) adopt the knowledge graph a de-
fault data model for heterogeneous knowledge, and b) develop
end-to-end models which can directly consume heterogeneous
knowledge, encoded as knowledge graph. A step in this direc-
tion was already presented in Chapter 6, which introduced a
message-passing model capable of naturally incorporating node
features in an end-to-end learning process.

Even when all technological challenges are solved, there still
hurdles to overcome, such as the apparent lack of suitable bench-
mark datasets which makes it difficult to perform precise evalu-
ations of model performance. This in turn places an upper limit
on how accurately different models can be compared and re-
sults reproduced. Chapter 3 tries to alleviate this problem, by
introducing several multimodal knowledge graphs that were
created to serve as benchmark datasets for this purpose.

End-to-end machine learning models that can be applied to
knowledge graphs off-the-shelf will provide further incentives
to knowledge engineers to produce even more knowledge that
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is open, well-modeled, and interlinked. It is hoped that, in this
way, the Semantic Web and data science communities can com-
plement and strengthen one another in a positive feedback loop.

2. Is frequent subgraph mining effective at discovering interesting pat-
terns in knowledge graphs, and, if so, to what extent and in which
form can these patterns support experts in their tasks?

Frequent pattern mining can help data scientists to identify
valid, novel, potentially useful, and ultimately understandable
patterns in their data. When performed on knowledge graphs,
these patterns take the form of graph motifs which describe
structural regularities in the knowledge. These graph motifs can
be used for various downstream tasks, market basket analysis
being the textbook example. Chapter 4 and 5 discuss two other
applications of frequent pattern mining: hypothesis generation
and constraint discovery.

hypothesis generation Structural regularities in a dataset
can indicate potentially interesting patterns that might war-
rant further research, for example as support for existing
claims, or as starting points to form new research hypothe-
ses. In Chapter 4, this is achieved by learning associations
between two or more attributes on a class level, producing
patterns which indicate that for a particular class of enti-
ties, the occurrence of one or more attributes implies the
presence of another. Attributes correspond to one or more
(chained) statements in which all but the final resource
is replaced by class variables, enforcing a strict label and
edge preserving isomorphism on the remaining elements.
This ensures that the generated hypotheses stay factual.

constraint discovery Quality constraints for knowledge
graphs offer the opportunity for a fine-grained quality con-
trol by allowing constraints to be defined not only on the
schema level, but also on the contextual level. The domains
to which these constraints apply can be described by graph
motifs in which some or all of the nodes have been re-
placed by special variables which specify the patterns that
these nodes need to match. The approach used in Chap-
ter 5 supported various different patterns, including which
classes the entities are allowed to have, and, in the event of
literals, what datatypes and which values are permitted.
To support multimodal values, including texts, numbers,
and dates, their patterns can be represented by regular ex-
pressions which express relevant clusters within the value
space.

Both hypotheses and constraints, as well as many other down-
stream uses of patterns, can be learned directly from the knowl-
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edge itself, by discovering frequent subgraph patterns in a graph
and by generalizing these patterns over entities with similar
characteristics. In Chapter 4, this is achieved by finding entities
with similar contexts, and by generalizing these contexts over
their classes, retaining only the frequently occurring patterns.
A different strategy is employed by Chapter 5, which discovers
patterns from the ground up in a breadth-first fashion, starting
with a single element and iteratively adding additional ones.
By doing so, the algorithm proposed in that chapter obtains the
anytime property while also being embarrassingly parallel.

While both Chapter 4 and 5 show that frequent subgraph min-
ing is effective at discovering potentially-interesting patterns in
knowledge graphs, the question remains whether these patterns
can assist experts in their tasks.

Preliminary interviews, conducted in Chapter 4, revealed that,
for experts to actually consider using automatically-generated
patterns in their tasks, these patterns should a) be understand-
able without the need for a computer science background, and
b) be backtraceable to the data such that each step in the gen-
eration processes can be verified and, if desired, reproduced.
In terms of model constraints, these properties refer to post-hoc
interpretability and transparency, respectively [89]. Frequent pat-
tern mining meets these constraints: the generated graph motifs
can be expressed as conjunctions of statements, which are easy
to understand for anyone who is familiar with the data and for
which the translation to natural language is a trivial action, and
the methods that produce these patterns all use some variation
of substructure counting, which is a deterministic process with
few hyperparameters that requires no special background.

To assess to what extent frequent subgraph mining yields inter-
esting and usable graph patterns Chapter 4 and 5 conducted
focused user studies amongst experts from the humanities and
asset management domain, respectively. In both studies, the re-
sults indicate that, overall, the experts are cautiously positive
about the usefulness of the discovery patterns. However, both
methods also produced patterns of which the experts were less
certain about their usefulness. Follow-up questions suggested
that, in the case of hypothesis generation, the relatively large
number of trivialities or tautologies might have been the pri-
mary cause, implying that the standard metrics of relevance
serve as poor indicators of pattern quality. With constraints min-
ing, the experts suggested that a thorough understanding of the
knowledge, which some of them lacked, is necessary to judge
the effectiveness of the patterns.
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3. To what extent and in which form can multimodal information, in-
cluding numbers, texts, images and geometries, be incorporated in the
learning process, and how does this affects the performance?

Knowledge graphs often contain a wealth of multimodal in-
formation, encoded as literals. Despite the potential benefits
that including this information in the learning process might
provide, most machine learning models still solely learn from
the relational information encoded in the graphs’ structure: lit-
erals are either omitted altogether or treated as entities with-
out consideration for their values. In either case, information is
lost which could have otherwise been exploited by the learning
methods.

To facilitate the learning on multimodal knowledge, Chapter 6

introduced a message-passing model which not only learns end-
to-end from the structure of graphs, but also from their pos-
sibly divers set of multimodal node features. This is achieved
with the help of dedicated vectorization strategies and neural
encoders to naturally learn embeddings for node features be-
longing to five different modalities, which are projected into a
joint representation space together with their relational infor-
mation. Special attention is given to the choice of vectorization
strategies and neural encoders to ensure that the learned em-
beddings are as faithful a representation of the original and
complete information as currently possible. The particulars of
the choices per modality are given next.

numerical information Since mathematical models, such
as the aforementioned message-passing model, are build
upon numeric representations, there is little to gain by us-
ing a neural encoder to embed individual numbers. There
is also no need for a complex vectorization strategy. Rather,
once normalized, numerical information can be fed directly
to the message-passing model.

temporal information In spite of its numerical notations,
temporal information contains elements that are defined
in a circular value space. Using the same approach as for
numerical information would therefore introduce inaccu-
racies in the learned embeddings. To prevent this, trigono-
metric functions can be used to map temporal elements,
such as hours, days, and months, to points on a circle.
Once normalized, these vector representations can be fed
to a feed-forward neural network which outputs the corre-
sponding embedding vectors.

textual information By representing textual attributes us-
ing a character-level encoding, data scientists can build
language-agnostic models which forgo the need for con-
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trolled vocabularies (allowing them to cope with colloqui-
alisms and identifiers for example), and which are robust
to spelling errors [188]. It also enables them to dispense
with the otherwise necessary stemming and lemmatization
steps, which would remove information from the original
strings. The embeddings can then be learned by feeding
the resulting vectors to a temporal CNN or, if desired, to
several such CNNs, each with a different dimension, to
better cope with texts of different lengths.

visual information Images and other kinds of visual in-
formation (e.g. videos, which can be split in frames) can
be vectorized by converting them to a three-mode tensor
of size channels × width × height. A two-dimensional
CNN, such as the efficient MobileNets [63], can then be
used to learn embeddings.

spatial information Geometries and other spatial features
are often expressed using the well-known text representa-
tion. The vectorization strategy proposed in [162] can be
used to convert these features to a collection of matrices
in which each row represents a single coordinate. Once
normalized (to separate shape from position), the matrices
can be fed to a temporal CNN or LSTM to learn the corre-
sponding embedding vectors.

The embedding vectors for each node can be concatenated to
form a feature embedding matrix. By concatenating this matrix
to the nodes’ identity matrix, and by feeding the result to the
underlying message-passing model, it becomes possible to learn
end-to-end on multimodal heterogeneous knowledge.

By including multimodal information in the learning process,
machine learning models stay closer to the original and com-
plete knowledge in a graph, expanding their capabilities and
potentially improving their overall performance. The former be-
comes apparent when comparing the experiments from Chap-
ter 4 and 5: while both chapters employ a form of pattern dis-
covery, the technique used in Chapter 4 is unable to compare
literals by their value, whereas the technique used in Chapter 5

can do so for any literal of numerical, temporal, and textual na-
ture. This ability makes the latter technique more effective when
a large part of the knowledge consists of literal values.

Chapter 6 investigated the effect that including multimodal in-
formation has on the performance of a message-passing model
in an entity classification and link prediction setting. This inves-
tigation suggested that including multimodal information can
have a profound impact on the overall model performance, but
that the direction and magnitude of this effect heavily depends
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on the characteristics of the knowledge: in the most ideal situa-
tion, when the dataset contains little noise and strong positive
signals, incorporating literal values has the potential to signif-
icantly improve performance, whereas, when faced with real-
world knowledge, this effect can differ depending on which
dataset is used, what modalities are included, and which task
is performed.

7.2 scientific resources

Other than the preceding answers to the research questions, this the-
sis also produced several reusable scientific resources which were not
addressed by the aforementioned answers.

ontology for binary-encoded data No convention currently
exists for encoding images, videos, or audio sequences as liter-
als. A solution is proposed in Chapter 3, in which these more
complex forms of information are converted to their binary rep-
resentations, which are then expressed using binary-encoded
string literals. To accommodate the distinction between informa-
tion types, Chapter 3 introduced a small collection of datatype
classes to annotate binary-encoded string literals in accordance
with their contents. Because the focus of this thesis lies with
learning on multimodal heterogeneous knowledge, this collec-
tion includes datatypes for three modalities which are promi-
nently featured in current machine learning literature on end-
to-end learning, most particular images, video, and audio se-
quences.

benchmark datasets Machine learning on knowledge graphs is
a promising direction of research, but also one of which the
process is difficult to gauge due to the lack of high quality
datasets. To alleviate this problem, Chapter 3 introduces six
multimodal knowledge graphs to serve as benchmark datasets
for machine learning on knowledge graphs. Each dataset comes
proper datatype annotations and with a test set of between 2,000

and 20,000 labeled instances, allowing for highly precise esti-
mates of performance. To also better facilitate multimodal learn-
ing, many of the graphs include images, expressed using binary-
encoded string literals, as well as natural language and spa-
tial information. Chapter 6 indicated that incorporating these
modalities in the learning process can benefit the overall perfor-
mance.

multimodal relational gcn Knowledge graphs encode hetero-
geneous knowledge in a uniform fashion, enabling data sci-
entists to build end-to-end models that can consume any ar-
bitrary knowledge graph out of the box. To demonstrate this
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principle, Chapter 6 introduces an implementation of a mul-
timodal message-passing network for end-to-end learning on
knowledge graphs, called the Multimodal Relational Graph Con-
volutional Network (MR-GCN). By directly reading N-Triples,
a common serialization format for knowledge graphs, the MR-
GCN can learn on any knowledge graph that makes use of
the RDF data model. To facilitate multimodal learning, the MR-
GCN supports 33 different datatypes encompassing six differ-
ent modalities, including images, natural language, and spatial
information, all of which are automatically inferred from the
datatype annotations in the graph and processed accordingly.
By placing these capabilities at data scientists’ finger tips, it is
hoped to inspire them to further explore this promising direc-
tion of research.

7.3 broader impact

Knowledge graphs have the opportunity to alter the machine learn-
ing landscape, particularly when it comes to heterogeneous knowl-
edge. Much of the knowledge that is generated each day is heteroge-
neous in nature [73], and lends itself well for various downstream
tasks, including news recommendation, spam detection, and envi-
ronmental impact analysis. Learning on this form of knowledge in
the traditional machine learning setting can be challenging, often
requiring data scientists to tailor their models to the data and vice
versa. However, by instead encoding heterogeneous knowledge us-
ing knowledge graphs, as advocated in Chapter 2 and 6, these data
scientists obtain the ability to learn on these ever-growing amounts
of knowledge with little effort. By freeing data scientists from much
of the preliminary work, including data imputation and feature engi-
neering, these scientists can spend more time on solving the problems
that matter.

Another area where knowledge graphs can influence the machine
learning community concerns the evaluation and comparison of meth-
ods. A significant part of machine learning research involves the com-
parison of two or more models on a couple of datasets. Ideally, a rela-
tively large number of datasets from different domains are used, but
this is often not the case in practice due to the work needed to set this
up. However, since knowledge graphs are task independent, they of-
fer the opportunity to swiftly test multiple models on any number of
datasets. This opens up the possibility for more rigorous evaluations
of machine leaning models and research, and allows for more precise
comparisons between models. Moreover, since any machine learning
model that can consume knowledge graphs can learn on any arbi-
trary knowledge graph, the same principle also facilitates the reuse
of both models and datasets.
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The ability to perform machine learning on knowledge graphs also
has opportunities in applied research, for instance by supporting re-
searchers and data analysts with knowledge discovery and data min-
ing on heterogeneous knowledge. An example of this was already
discussed in Chapter 4, in which a hypothesis generation pipeline
was developed to assist experts from both academics and industry in
their work. The approach used here is not exclusive to the digital hu-
manities domain, but can be applied to almost any domain in which
interpretable knowledge graph patterns can help experts gain new
insights. The same holds for the constraint discovery method intro-
duced in Chapter 5, which was developed together with knowledge
validation experts to help them maintain their asset management in-
frastructure, which made use of knowledge graphs. In both cases,
machine learning was used to solve real problems in real situations.

Geographic information science is another area where the combi-
nation of machine learning and knowledge graphs can make a dif-
ference, for example by integrating background information into ge-
ographical knowledge graphs and by using machine learning to per-
form more powerful spatial analyses. Moreover, by building spatial
data infrastructures on top of knowledge graphs, and by incorporat-
ing machine learning methods that can consume these graphs, many
downstream tasks such as object identification and crowd movement
prediction can be performed on knowledge graphs by users world-
wide, including policy makers and urban planners. Finally, since spa-
tial information is an integral component of many real-world datasets,
the ability to exploit this information, for example by using the model
proposed in Chapter 6, also offers opportunities for more spatially-
oriented tasks on knowledge graphs outside the spatial domain.

7.4 the road ahead

With the adoption of knowledge graphs by organisations around the
world, the interest in machine learning on this data model has in-
creased considerately—a trend which can be seen across many top
AI conferences and magazines [183]. The majority of the work on
this topic can be divided into two groups: those which approach the
problem from a logicians’ point of view, exploiting the semantics in
a graph using some symbolic approach, and those which maintain a
statistical perspective, by learning directly from the data themselves
while ignoring most of the semantics. These opposing perspectives do
not necessary form a dichotomy. Instead, many recent statistical ap-
proaches already incorporate some semantics in the learning process
and vice verse, enabling them to benefit from the individual strengths
of either approach [13].

The notion that statistical and symbolic approaches can comple-
ment each other has been gaining support amongst AI researchers
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in recent years [34]. Machine learning models that apply this strat-
egy are called neuro-symbolic. The approaches that were introduced in
Chapter 5 and 6 are of this kind, but both are only neuro-symbolic to
a limited degree (the model of Chapter 6 more so than that of Chap-
ter 5). The next logical step for the research on machine learning on
knowledge graphs is to move the goal post more towards the centre
of this spectrum, by developing machine learning models that are de-
signed with neuro-symbolic learning from the outset, and which are
just as capable at learning on the data in a graph as that they are at
learning on its semantics.

Neuro-symbolic models offer a great deal of promising for learning
on knowledge graphs. One promising direction of research is informed
learning, which involves the integration of background knowledge
at one or more stages of a machine learning pipeline [165]. Neuro-
symbolic learning mostly affects the stages that involve the learning
process itself. Integrating knowledge at this point is already possible
to a certain extent by using a suitable message-passing model, such
as the one proposed in Chapter 6, which projects the relational in-
formation of a graph to vector space, introducing an inductive bias.
In this case, however, the semantics only take a passive role, with no
reasoning taking place, whereas, ideally, the ability to perform (ap-
proximate) deductive reasoning over these semantics is incorporated
directly in the model (e.g. [117]). In the case of end-to-end models,
this ability would enable them to learn the most appropriate level of
inference themselves.

Machine learning on knowledge graphs has come a long way ever
since the introduction of the knowledge graph data model roughly
two decades ago. Nevertheless, until recently, true end-to-end learn-
ing over all knowledge, information, and data encoded in a knowl-
edge graph seemed a bridge too far, with symbolic approaches hav-
ing a high computational complexity and with statistical approaches
being ill equipped for dealing with semantics [126]. By developing
neuro-symbolic models that combine both statistical and symbolic
approaches, machine learning scientists and practitioners can build
models which are just as capable at learning on data as that they
are at learning on semantics, paving the road towards true end-to-
end machine learning on knowledge graphs, and on heterogeneous
knowledge.
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detailed results of multimodal learning

The following tables list more detailed results from the experiments
in Chapter 6. Tables 30 and 31 list the statistical significance for the
classification results for merged and split literal configurations, re-
spectively. For the link prediction experiments, tables 32, 33, 34, and 35

list the hits@k and the statistical significance for each of the corre-
sponding datasets.
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S U M M A RY

The knowledge graph is a data model in which knowledge, informa-
tion, and data are all encoded in graph form using the same basic
building blocks. This knowledge can be entirely made up of objects,
expressing all information through their connectivity, but knowledge
graphs are also capable of seamlessly integrating other forms of infor-
mation, including images, natural language, and spatial information,
making the knowledge graph a suitable choice to model heteroge-
neous knowledge with: information of different types and from dif-
ferent domains. With a wealth of heterogeneous knowledge already
available in knowledge graph format, and with the expectation that
this amount is only to grow in the future, the knowledge graph data
model becomes ever more interesting for machine learning scientists
and practitioners to learn on.

This thesis identifies the most essential opportunities and challenges
that arise with machine learning on heterogeneous knowledge, en-
coded as knowledge graph, and investigates 1) how machine learning
models can be build that incorporate this heterogeneity and to what
extent this affects their performance, and 2) how data scientists can
use such models to discover interesting patterns in knowledge graphs
that may help experts perform various downstream tasks. These lines
are set in Chapter 1, and addressed in the subsequent six chapters
along three dimensions. These dimensions concern to what extent 1)
contextual and 2) multimodal information are included in the learn-
ing process, and 3) the level of involvement of experts in this process.
Special attention is given to spatial information, such as coordinates
and geometries, which is an integral component of many real-world
datasets.

In Chapter 2, the case is made that, by adopting the knowledge
graph as data model for machine learning, data scientists can build
models that are capable of learning end-to-end on heterogeneous
knowledge. With end-to-end learning, rather than having to engi-
neer features by hand and use these as input to their models, data
scientists can simply feed these models the original and complete
knowledge as is, and let them learn, by themselves, which features
to include and which to ignore. Unfortunately, most present end-to-
end learning methods are domain-specific and tailored to the task at
hand, and therefore unsuited for learning on heterogeneous knowl-
edge. However, knowledge graphs are capable of expressing this form
of knowledge naturally, by using nodes and the connections between
them. In this chapter, it is argued that it is possible to learn end-to-
end on heterogeneous knowledge in many domains by encoding this
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form of knowledge using knowledge graphs, and by developing ma-
chine learning models that can directly consume these knowledge
graphs. To support this argument, the chapter addresses the accom-
panying challenges, opportunities, and methods with the help of var-
ious use cases.

End-to-end machine learning on knowledge graphs is an interest-
ing direction of research, but its process is difficult to gauge due to
the lack of high-quality benchmark datasets. Chapter 3 identifies the
limitations of the current benchmark datasets in this field, the most
particular of which are a) an insufficiently high number of labeled
samples in the test set for precise measurement of performance, and
b) an insufficiently rich enough variety of multimodal information to
learn from. In this chapter, a collection of new benchmark datasets for
machine learning on knowledge graphs is introduced, encompassing
the domains of cultural heritage and motion pictures, and including
modalities such as images, natural language, and geometries. These
datasets were designed with node classification in mind since this
task suffers the most from the lack of labeled samples, and because
few high-quality benchmark datasets for this purpose exist. However,
the same datasets can also be used for link prediction.

Chapter 4 discusses the need for transparency and post-hoc inter-
pretability when introducing learning methods to humanity scholars
and experts, and introduces a pipeline to generate hypotheses from
knowledge graphs to aid these scholars and experts in their research.
To generate these hypotheses, frequent subgraph discovery is used
to learn structural regularities in knowledge graphs that provide in-
sight into the knowledge they encode. By expressing the discovered
patterns using natural language, and by facilitating facet browsing
over these patterns, the two key domain requirements of transparency
and post-hoc interpretability are maintained. The effectiveness of this
approach is assessed by using both a user-driven and data-driven
evaluation in the archaeological domain.

As knowledge graphs are getting increasingly adopted, the ques-
tion of how to maintain the validity and accuracy of their knowledge
becomes ever more relevant. This question is addressed in Chapter 5,
with the introduction of context-aware constraints as a means to help
preserve knowledge integrity. Context-aware constraints offer a more
fine-grained control of the domain onto which restrictions are im-
posed. To discover these constraints directly from knowledge graphs,
this chapter also introduces a bottom-up anytime algorithm which
is a) embarrassingly parallel, and b) can exploit prior knowledge in the
form of schemas to reduce computation time. This principle is demon-
strated on three different datasets and evaluated in a focused user
study, by letting experts on knowledge validation and management
assess candidate constraints in a real-world knowledge validation use
case.
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While knowledge graphs enable data scientists to learn end-to-end
on heterogeneous knowledge, most end-to-end models solely learn
from the relational information encoded in a graph’s structure: raw
values, encoded as literal nodes, are either omitted completely or
treated as regular nodes without consideration for their values. Chap-
ter 6 addresses this limitation of the current state-of-the-art, and in-
troduces a message-passing model which not only learns end-to-end
from the structure of graphs, but also from their possibly divers set
of multimodal node features. The proposed model uses dedicated
(neural) encoders to naturally learn embeddings for node features be-
longing to five different types of modalities, including numbers, texts,
dates, images, and geometries, which are projected into a joint repre-
sentation space together with their relational information. To assess
the effect that each modality has on the overall performance, an im-
plementation of the model is evaluated in a node classification and
link prediction setting for both artificial and real-worlds datasets.

To conclude this thesis, Chapter 7 revisits the research questions
posed in Chapter 1. A summarized version of the answers to these
questions are given next.

1. What are the challenges and opportunities that arise with machine
learning on heterogeneous knowledge, encoded as knowledge graph,
and what steps could be taken to further research in this field?

Using the knowledge graph as data model for machine learning
offers data scientists several opportunities which are not read-
ily available with other data models. In no particular order, the
most apparent opportunities are 1) reusability of machine learn-
ing models and datasets, since any model that can consume
knowledge graphs can learn on any arbitrary knowledge graph,
2) end-to-end learning on heterogeneous knowledge, since this
form of knowledge can be expressed naturally and uniformly
using knowledge graphs, 3) integration of background knowl-
edge and the merging of datasets, which is possible because
knowledge graphs encode all forms of knowledge using the
same basic principle, and 4) availability of datasets, since many
open knowledge graphs from various domain are freely avail-
able on the World Wide Web, and because new datasets can be
engineered on the fly (see point 3).

Before the aforementioned opportunities can be benefited from
to their fullest extent, there are still several noteworthy chal-
lenges that remain to be solved. In no particular order, these
challenges are 1) incomplete knowledge in the form of missing val-
ues, to which knowledge graphs are robust but which can ham-
per some machine learning tasks, 2) implicit knowledge, which
can be inferred from knowledge graphs using deductive rea-
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soning, and which is only recently being considered as a direc-
tion for machine learning research, 3) differently-modelled knowl-
edge as a result of the freedom given to knowledge engineers
by knowledge graphs, but which makes it difficult for machine
leaning models to recognize similar information, and 4) hetero-
geneous knowledge encoded as literals, which is often ignored in
machine learning on knowledge graphs, but which, if included,
has the potential to improve the overall learning performance.

Solving the aforementioned challenges will make end-to-end
learning on knowledge graphs possible, but will not necessar-
ily lead to a growing uptake of this promising approach. For
this to become reality, the machine learning community should
a) adopt the knowledge graph a default data model for hetero-
geneous knowledge, and b) develop end-to-end models which
can directly consume knowledge graph containing this form of
knowledge.

2. Is frequent subgraph mining effective at discovering interesting pat-
terns in knowledge graphs, and, if so, to what extent and in which
form can these patterns support experts in their tasks?

Frequent pattern mining can help data scientists to identify
valid, novel, potentially useful, and ultimately understandable
patterns in their data. When performed on knowledge graphs,
these patterns take the form of graph motifs which describe
structural regularities in the knowledge. These graph motifs
can be used for various downstream tasks, including hypoth-
esis generation and constraint discovery. Both hypotheses and
constraints, as well as many other downstream uses of patterns,
can be learned directly from the knowledge itself, by discover-
ing frequent subgraph patterns in a graph and by generalizing
these patterns over entities with similar characteristics.

Preliminary interviews revealed that, for the experts to actu-
ally consider using automatically-generated patterns in their
tasks, these patterns should be interpretable, and the method
that generated them should be transparent. Frequent pattern
mining meets these constraints: the generated graph motifs can
be expressed as conjunctions of statements, which are easy to
understand for anyone who is familiar with the data and for
which the translation to natural language is a trivial action, and
the methods that produce these patterns all use some variation
of substructure counting, which is a deterministic process with
few hyperparameters that requires no special background.

3. To what extent and in which form can multimodal information, in-
cluding numbers, texts, images and geometries, be incorporated in the
learning process, and how does this affects the performance?



summary 163

Knowledge graphs often contain a wealth of multimodal in-
formation, encoded as literals. To include this information in
an end-to-end learning process, a multimodal message pass-
ing network can be used that employs dedicated vectorization
strategies and neural encoders to naturally learn embeddings
for node features of different modalities. For numbers, a special
strategy is not necessary needed since the message-passing lay-
ers can naturally deal with information of this nature, whereas,
for other modalities, a neural network architecture is advisable,
such as a feed-forward neural network for temporal informa-
tion, and convolutional neural networks for textural, visual, and
spatial information.

Including multimodal information can have a profound impact
on the overall model performance, but the direction and magni-
tude of this effect heavily depends on the characteristics of the
knowledge: in the most ideal situation, when the dataset con-
tains little noise and strong positive signals, incorporating literal
values has the potential to significantly improve performance,
whereas, when faced with real-world knowledge, this effect can
differ depending on which dataset is used, what modalities are
included, and which task is performed.

Other than the preceding answers to the research questions, this the-
sis also produced several reusable scientific resources which were not
addressed by the aforementioned answers. These resources include a)
an ontology for binary-encoded data, enabling data scientists to build
models that can automatically infer the type of information expressed
by binary-encoded string literals, 2) a collection of multimodal bench-
mark datasets for machine learning on knowledge graphs, which al-
low for precise evaluation of node classification tasks, and 3) a mul-
timodal message-passing model, called the MR-GCN, which can con-
sume any arbitrary knowledge graph out of the box, and which sup-
ports 33 different datatypes encompassing six different modalities,
including images, natural language, and spatial information.

With the adoption of knowledge graphs by organisations around the
world, the interest in machine learning on this data model has in-
creased considerately. The next logical step in this field is the merging
of statistical and logical approaches, by developing machine learning
models that are designed with neuro-symbolic learning from the out-
set, and which are just as capable at learning on the data in a graph
as that they are at learning on its semantics. By developing neuro-
symbolic models, data scientists are paving the road towards true
end-to-end machine learning on knowledge graphs.





S A M E N VAT T I N G

De knowledge graph is een data model waarin kennis, informatie, en
ruwe gegevens allen in graafvorm gemodelleerd worden. Deze ken-
nis kan volledig uit objecten bestaan, welke alle informatie middels
hun connectiviteit uitdrukken, maar knowledge graphs zijn ook in
staat om andere vormen van informatie naadloos te integreren, waar-
onder afbeeldingen, natuurlijke taal, en ruimtelijke informatie. Mede
hierdoor zijn knowledge graphs een geschikte keuze om heterogene
kennis mee te modelleren, oftewel informatie bestaand uit verschil-
lende typen en van verschillende domeinen. Gezien er een rijkdom
aan heterogene kennis reeds beschikbaar is in knowledge graph for-
maat, en met de verwachting dat deze hoeveelheid in de toekomst
alleen maar zal toenemen, wordt het knowledge graph datamodel
steeds interessanter voor machine learning wetenschappers om over
te leren.

Dit proefschrift identificeert zowel de mogelijkheden als de uit-
dagingen die zich presenteren bij machine learning op heterogene
kennis, gemodelleerd als knowledge graph, en onderzoekt 1) hoe
machine learning modellen gebouwd kunnen worden die rekening
houden met deze heterogeniteit en in welke mate dit hun prestaties
beïnvloedt, en 2) hoe datawetenschappers dergelijke modellen kun-
nen gebruiken om interessante patronen in knowledge graphs te ont-
dekken die deskundigen weer kunnen helpen bij het uitvoeren van
verschillende downstream toepassingen. De lijnen van dit onderzoek
worden uiteengezet in Hoofdstuk 1, en worden in de volgende vijf
hoofdstukken behandeld langs drie dimensies. Deze dimensies be-
treffen de mate waarin 1) contextuele en 2) multimodale informatie
worden meegenomen in het leerproces, en 3) de mate van betrok-
kenheid van deskundigen bij dit proces. Speciale aandacht gaat naar
ruimtelijke information, zoals coördinaten en geometrieën, wat een
integraal onderdeel vormt van vele real-world datasets.

In Hoofdstuk 2 wordt beargumenteerd dat, door de knowledge
graph te adopteren als datamodel voor machine learning, dataweten-
schappers modellen kunnen bouwen die in staat zijn om end-to-end
te leren op heterogene kennis. Met end-to-end learning kunnen datawe-
tenschappers, in plaats van handmatig features te moeten samenstel-
len en deze te gebruiken als input voor hun modellen, deze modellen
gewoonweg de oorspronkelijke en volledige kennis voeren, en deze
zelf te laten leren welke features relevant zijn en welke te negeren.
Helaas zijn de meeste huidige end-to-end modellen domeinspecifiek
en toegesneden op de te verrichten toepassing, en daarom ongeschikt
voor het leren over heterogene kennis. Knowledge graphs zijn echter
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in staat om deze vorm van kennis op natuurlijke wijze uit te drukken,
door gebruik te maken van knopen en de verbindingen tussen deze
knopen. In dit hoofdstuk wordt betoogd dat het wel degelijk mogelijk
is om end-to-end te leren over heterogene kennis uit tal van domei-
nen door a) deze kennis te modelleren met behulp van knowledge
graphs, en b) door het ontwikkelen van machine learning modellen
die deze knowledge graphs direct kunnen lezen. Om dit argument
te ondersteunen, behandelt dit hoofdstuk de bijbehorende uitdagin-
gen, mogelijkheden, en methoden aan de hand van verschillende use
cases.

End-to-end machine learning op knowledge graphs is een interes-
sante richting van onderzoek, maar waarvan de voortgang moeilijk
te meten is door het gebrek aan hoge-kwaliteit benchmark datasets.
Hoofdstuk 3 identificeert de beperkingen van de huidige benchmark
datasets op dit gebied, met als voornaamste limitaties a) een onvol-
doende hoog aantal gelabelde samples in de testsets voor een nauw-
keurige meting van de prestaties, en b) een onvoldoende rijke ver-
scheidenheid aan multimodale informatie om van te leren. In dit
hoofdstuk wordt een verzameling van nieuwe benchmark datasets
voor machine learning op knowledge graphs geïntroduceerd, die de
domeinen van cultureel erfgoed en cinematografie omvatten, en welke
verscheidene modaliteiten waaronder afbeeldingen, natuurlijke taal,
en geometrie beslaat. Deze datasets werden ontworpen met node clas-
sification in het achterhoofd, omdat deze toepassing het meest lijdt
onder het gebrek aan gelabelde samples, en omdat er amper hoog-
waardige benchmark datasets voor dit doel bestaan. Echter kunnen
de datasets ook gebruikt worden voor link prediction.

Hoofdstuk 4 bespreekt de noodzaak van transparantie en post-hoc
interpreteerbaarheid bij de introductie van leermethoden aan weten-
schappers en deskundigen uit het humanities domein, en introduceert
een pipeline waarmee deze wetenschappers en deskundigen hypo-
thesen uit knowledge graphs kunnen genereren. Om deze hypothe-
ses te genereren wordt frequent subgraph discovery gebruikt, waarmee
structurele regelmatigheden in knowledge graphs gevonden kunnen
worden die inzicht geven in de kennis die daarin gemodelleerd is.
Door de ontdekte patronen uit te drukken in natuurlijke taal, en door
facet browsing over deze patronen mogelijk te maken, kunnen de twee
belangrijkste domeineisen van transparantie en post-hoc interpreteer-
baarheid worden gehandhaafd. De doeltreffendheid van deze bena-
dering wordt beoordeeld aan de hand van zowel een gebruikers- als
een data-gedreven evaluatie in het archeologische domein.

Naarmate knowledge graphs steeds meer aandacht ondervinden,
wordt het steeds relevanter om af te vragen hoe de nauwkeurigheid
van hun kennis gehandhaafd kan worden. Deze vraag wordt behan-
deld in Hoofdstuk 5, met de introductie van contextbewuste restricties
als een middel om de integriteit van kennis te helpen bewaren. Con-
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textbewuste restricties bieden een meer fijnmazigere controle over het
domein waarop beperkingen worden opgelegd. Om deze restricties
direct uit knowledge graphs te leren, introduceert dit hoofdstuk ook
een bottom-up anytime algoritme dat a) embarrassingly parallel is, en
b) achtergrondkennis in de vorm van schemas kan benutten om de
rekentijd te verkorten. Dit principe wordt gedemonstreerd op drie
verschillende datasets en geëvalueerd aan de hand van een gerichte
gebruikersstudie. Hiervoor beoordelen deskundigen op het gebied
van kennisvalidatie en management kandidaatrestricties in een real-
world kennisvalidatie use case.

Hoewel knowledge graphs machine-learning wetenschappers in
staat stellen om end-to-end te leren op heterogene kennis, leren de
meeste end-to-end modellen alleen over de relationele informatie die
gemodelleerd is in de structuur van een graaf: ruwe gegevens, ge-
modelleerd als literals, worden ofwel volledig weggelaten of behan-
deld als gewone knopen zonder rekening te houden met hun waar-
des. Hoofdstuk 6 richt zich op deze beperking van de huidige state
of the art, en introduceert een message-passing model dat niet alleen
end-to-end van de structuur van grafen kan leren, maar ook van hun
mogelijk diverse set van multimodale literals. Het voorgestelde mo-
del gebruikt speciale (neurale) encoders om op natuurlijke wijze em-
beddings te leren voor ruwe gegevens van vijf verschillende soorten
modaliteiten, waaronder getallen, teksten, data, afbeeldingen, en ge-
ometrieën. Deze embeddings worden vervolgens samen met hun re-
lationele informatie in een gezamenlijke representation space geprojec-
teerd. Om het effect dat iedere modaliteit op de algemene prestaties
heeft te beoordelen, wordt een implementatie van het model gede-
monstreerd in een node classification en link prediction setting voor
zowel kunstmatige als real-world datasets.

Om dit proefschrift af te ronden wordt er teruggegaan naar de
onderzoeksvragen die in de inleiding gesteld werden. Een sterk sa-
mengevatte versie van de antwoorden op deze vragen wordt hierna
gegeven.

1. Welke mogelijkheden en uitdagingen komen aan bod bij machine lear-
ning over heterogene kennis, gemodelleerd als knowledge graph, en
welke stappen moeten worden gezet om dit onderzoeksgebied verder te
helpen?

Het gebruik van de knowledge graph als datamodel voor ma-
chine learning biedt datawetenschappers verschillende moge-
lijkheden die met andere datamodellen niet direct voorhanden
zijn. In willekeurige volgorde zijn de meest in het oog sprin-
gende mogelijkheden 1) herbruikbaarheid van machine learning
modellen en datasets, omdat elk model dat knowledge graphs
kan lezen over iedere willekeurige knowledge graph kan le-
ren, 2) end-to-end learning op heterogene kennis, aangezien deze
vorm van kennis op natuurlijke en uniforme wijze met behulp
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van knowledge graphs gemodelleerd kan worden, 3) integratie
van achtergrondkennis en het samenvoegen van datasets, wat
mogelijk is doordat knowledge graphs iedere vorm van kennis
volgens hetzelfde basisprincipe modelleren, en 4) beschikbaarheid
van datasets, omdat veel open knowledge graphs over verschil-
lende domeinen vrij beschikbaar zijn op het World Wide Web,
en omdat nieuwe datasets on the fly gecreëerd kunnen worden
(zie punt 3).

Voordat de bovengenoemde mogelijkheden ten volle benut kun-
nen worden zijn er nog enkele noemenswaardige uitdagingen
die moeten worden opgelost. In willekeurige volgorde zijn deze
uitdagingen 1) onvolledige kennis in de vorm van ontbrekende ge-
gevens, waar knowledge graphs weliswaar goed mee om kun-
nen gaan, maar waar sommige machine learning toepassingen
hinderen van kunnen ondervinden, 2) impliciete kennis, die met
behulp van deductief redeneren uit knowledge graphs kan wor-
den afgeleid, en die pas recentelijk wordt beschouwd als een
interessante onderzoeksrichting 3) divers-gemodelleerde kennis als
gevolg van de vrijheid die knowledge graphs aan kennisinge-
nieurs bieden, maar die het tegelijkertijd moeilijk maakt voor
machine-learning modellen om gelijksoortige informatie te her-
kennen, en 4) heterogene kennis gemodelleerd als literals, die
meestal genegeerd wordt in machine learning over knowledge
graphs, maar die, indien meegenomen, de potentie heeft om de
algemene leerprestaties te verbeteren.

Het oplossen van de hierboven-genoemde uitdagingen zal end-
to-end learning op knowledge graphs weliswaar mogelijk ma-
ken, maar zal niet noodzakelijkerwijs leiden tot een groeiende
adoptie van deze veelbelovende benadering. Om dit werkelijk-
heid te laten worden, zal de machine-learning gemeenschap a)
de knowledge graph als standaard datamodel voor heterogene
kennis moeten gaan hanteren, en b) end-to-end modellen moe-
ten gaan ontwikkelen die rechtstreeks knowledge graphs met
heterogene kennis kunnen lezen.

2. Is frequent subgraph mining effectief in het ontdekken van interessante
patronen in knowledge graphs, en zo ja, in welke mate en vorm kunnen
dit soort patronen deskundigen ondersteunen tijdens hun werkzaam-
heden?

Frequent pattern mining kan datawetenschappers helpen om gel-
dige, nieuwe, potentieel nuttige, en uiteindelijk begrijpelijke pa-
tronen in hun gegevens te identificeren. Wanneer deze techniek
wordt toegepast op knowledge graphs, nemen de patronen de
vorm aan van graafmotieven die structurele regelmatigheden
in de kennis beschrijven. Deze graafmotieven kunnen voor ver-
schillende downstream toepassingen worden gebruikt, waaron-
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der het genereren van hypothesen en het ontdekken van re-
stricties. Zowel hypothesen als restricties, alsmede vele andere
downstream toepassingen, kunnen rechtstreeks uit de kennis
zelf worden geleerd, door het ontdekken van frequente sub-
graph patronen in een graaf, en door deze patronen te gene-
raliseren over objecten met vergelijkbare kenmerken.

Uit vroegtijdige interviews is gebleken dat de deskundigen pas
daadwerkelijk overwegen om automatisch-gegenereerde patro-
nen in hun onderzoek en werk te gebruiken als deze patronen
interpreteerbaar zijn, en als de methode die de patronen gege-
nereerd heeft transparant is. Frequent pattern mining voldoet
aan deze eisen: de gegenereerde graafmotieven kunnen worden
uitgedrukt als gekoppelde statements, die gemakkelijk te begrij-
pen zijn voor iedereen die met de gegevens bekend is en waar-
voor de vertaling naar natuurlijke taal een triviale handeling is,
en de methoden die deze patronen produceren gebruiken allen
één of andere variatie van substructure counting, wat een deter-
ministisch proces met weinig hyperparameters is en dat geen
speciale achtergrond vereist.

3. In welke mate en vorm kan multimodale informatie, waaronder getal-
len, tekst, afbeeldingen, en geometrieën, in het leerproces meegenomen
worden, en wat is het effect hiervan op de leerprestaties?

knowledge graphs bevatten vaak een schat aan multimodale
informatie, gemodelleerd als literals. Om deze informatie in
een end-to-end leerproces mee te nemen, kan een multimodaal
message-passing netwerk worden gebruikt welke vectorisatiestra-
tegieën en neurale encoders bevat om op natuurlijke wijze em-
beddings te leren voor ruwe gegevens van verschillende moda-
liteiten. Voor numerieke gegevens is een speciale strategie niet
noodzakelijkerwijs nodig gezien de message-passing lagen al
op natuurlijke wijze met dit soort informatie om kunnen gaan.
Voor andere modaliteiten is echter een neurale netwerkarchitec-
tuur aan te bevelen, bijvoorbeeld een feed-forward neural network
voor temporele informatie, en convolutional neural networks voor
tekstuele, visuele en ruimtelijke informatie.

Het meenemen van multimodale informatie kan een sterke in-
vloed hebben op de algemene prestaties van het leermodel, maar
de richting en de omvang van dit effect hangt sterk af van de
eigenschappen van de gemodelleerde kennis: in de meest ide-
ale situatie, wanneer de dataset weinig ruis en sterke positieve
signalen bevat, kan het meenemen van ruwe gegevens de pres-
taties aanzienlijk verbeteren. Echter, bij real-world kennis is dit
effect sterk afhankelijk van welke dataset wordt gebruikt, welke
modaliteiten worden meegenomen, en welke toepassing wordt
uitgevoerd.



170 samenvatting

Naast de voorgaande antwoorden op de onderzoeksvragen bevat dit
proefschrift ook een aantal herbruikbare wetenschappelijke middelen
die niet aan bod kwamen in de eerder genoemde antwoorden. Deze
middelen omvatten a) een ontologie voor binair-gemodelleerde gege-
vens, waarmee datawetenschappers modellen kunnen bouwen die au-
tomatisch het type informatie van binair-gemodelleerde literals kun-
nen afleiden, 2) een verzameling multimodale benchmark datasets
voor machine learning over knowledge graphs die een nauwkeurige
evaluatie van node classification mogelijk maken, en 3) een multi-
modaal message-passing model, genaamd de MR-GCN, dat iedere
willekeurige knowledge graph kan lezen, en dat 33 verschillende da-
tatypes van zes verschillende modaliteiten ondersteunt, waaronder
afbeeldingen, natuurlijke taal, en ruimtelijke informatie.

Met de adoptie van knowledge graphs door technologische giganten
over de hele wereld, is de interesse in machine learning over dit da-
tamodel aanzienlijk toegenomen. De volgende logische stap op dit
gebied is het samenvoegen van statistische en logische leermetho-
des, door de ontwikkeling van machine learning modellen die van
de grond op zijn ontworpen voor neurosymbolisch leren, en die daar-
door net zo goed in staat zijn om over de ruwe gegevens in een graaf
te leren als over diens semantiek. Door neurosymbolische modellen
te ontwikkelen, openen datawetenschappers de deur naar pure end-
to-end machine learning over knowledge graphs.
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