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Abstract  
Understanding why identical stimuli give differing neuronal responses and percepts is a 

central challenge in research on attention and consciousness. Synchronous activity in the 

form of ongoing oscillations on multiple scales of neuronal organization is thought to 

reflect functional states that bias the processing of incoming signals through its phase or 

amplitude. It is not known, however, whether these momentary phase or amplitude states 

depend on the long-term global dynamics and criticality of the networks generating the 

oscillations. Here, we use the framework of critical brain dynamics to investigate whether 

critical-state dynamics is important for pre-stimulus activity or stimulus strength to regulate 

post-stimulus responses.  

 We used a neuronal network model that exhibits ongoing oscillations with a level 

of criticality determined by the Excitation/Inhibition connectivity balance of the network. 

Networks were probed with different stimulus intensities and post-stimulus phase locking 

was analyzed in relation to pre-stimulus oscillation phase and amplitude as well as the 

strength of stimulation. 

Our results show that three fundamental characteristics of neuronal network 

function have optimal versatility in the critical state: only networks with critical oscillations 

exhibit pre-stimulus amplitude and phase regulation of post-stimulus phase locking, and 

they show the largest dynamic range. Importantly, while the quantitative hallmarks of 

criticality require long-time monitoring of spatial and temporal dynamics that are 

statistically stable, the present results show that the concept of critical brain dynamics is 

compatible with time-varying functions—an important notion in contemporary theories of 

neuronal oscillations and their role in neuronal communication and attention.  

Introduction 

Understanding how neurons coordinate to produce emergent dynamics and behaviors is one 

of the crucial steps in answering how the brain gives rise to consciousness. To investigate 

this, groups have investigated the neural correlates of consciousness (Crick and Koch 1990; 

Engel and Singer 2001; Tononi and Koch 2008; Dehaene and Changeux 2011; van Gaal 



55 
 

Chapter 3  
 

and Lamme 2012). In addition to the neural correlates of consciousness there has been 

growing interest in understanding the neural pre-requisites of consciousness (Aru et al. 

2012). Here, we aim to show how aspects of neuronal dynamics that have been proposed as 

pre-requisites and correlates of consciousness can be understood through the mechanism of 

critical brain dynamics. 

The threshold-stimulus detection paradigm (Engen 1988; Linkenkaer-Hansen et al. 

2004; Li et al. 2014; Wyart and Tallon-Baudry 2009) is widely used to investigate the 

neural correlates of consciousness. In these tasks, subjects are given a stimulus that is set at 

the edge of perception, meaning that on 50% of trials subjects perceive it, and on 50% of 

trials they do not. This allows you to compare neuronal activity between perceived and not 

perceived trials. Correlates of conscious perception in primary sensory regions have been 

associated with larger event-related potentials (e.g., the P100 component (Pins and Ffytche 

2003)), larger event-related desynchronization (e.g., 8–24 Hz suppression (Vidal et al. 

2015)), and stronger phase-locking to the stimulus (e.g., 1–30 Hz (S. Palva et al. 2005)). 

However, what causes some trials to evoke stronger ERPs, event-related desynchronization, 

or phase-locking than other trials—with dramatic consequences for perception—remains 

unclear. 

 To understand prerequisites of consciousness, researchers have analyzed how pre-

stimulus activity affects the likelihood of a stimulus being detected or not. Both the 

momentary state of the network as defined by amplitude (Linkenkaer-Hansen et al. 2004; 

Händel et al. 2011; Ergenoglu et al. 2004; Hanslmayr et al. 2005) or phase (VanRullen et 

al. 2011) have been shown to bias stimulus processing. This state can be modulated by 

attentional mechanisms, and has led to the idea that alpha oscillations in the brain can serve 

to inhibit unwanted stimuli from reaching consciousness (Jensen and Mazaheri 2010; 

Jensen et. al 2012; Capilla et al. 2014). 

 Regardless of attentional state, however, neuronal oscillations exhibit scale-free 

amplitude fluctuations (K Linkenkaer-Hansen et al. 2001)—a sign of critical-state 

dynamics (Chialvo 2010; Bak, Tang, and Wiesenfeld 1987) emerging in neuronal networks 

with balanced excitatory and inhibitory forces (Poil et al. 2012; Hardstone et al. 2012). 
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Intriguingly, scale-free dynamics in oscillations and perception in threshold stimulus 

detection tasks are related (Palva et al. 2013), suggesting that critical-state dynamics matter 

for stimulus processing. Different computational models have associated critical dynamics 

in the form of neuronal avalanches to the largest dynamic range of evoked responses 

(Kinouchi and Copelli 2006; Shew et al. 2009). However, it is not known whether a similar 

result holds true for critical oscillations and oscillatory responses such as phase-locking. 

 In this study, we show that critical-state dynamics in a network is associated with 

versatile functions, allowing it to flow between low- and high-responsivity states on sub-

second time scales. A critical network also shows the highest range of being able to respond 

differently to different stimuli strengths. Together, our results suggest that understanding 

how close neuronal networks are to criticality is essential for understanding their function. 

Results 

Unstimulated network produces multi-level criticality 

To test the effect of critical oscillations on neuronal network functionality, we used a 

previously developed model of spontaneous neuronal activity (CROS) (Poil et al. 2012) 

with parameters optimized  using an evolutionary algorithm (see Methods). This neuronal 

network model consists of 75% excitatory and 25% inhibitory integrate-and-fire neurons 

arranged in a 50x50 grid (Fig. 1A). The 2 parameters that need to be set when creating a 

network are the percentage of neurons within a local range (width 7 neurons) that each 

excitatory and each inhibitory neuron connects to (Fig. 1A). A power spectrum of the 

network activity signal showed a clear peak in the 8–16 Hz range (Fig. 1B) indicating 

oscillations. Looking across all of the networks, we see an increase in peak 8–16 Hz power 

with increasing Excitation/Inhibition (E/I) connectivity balance (Fig. 1C). Overall, this 

suggests that the amplitude of network activity oscillations is strongly linked to the E/I 

connectivity balance.  

To characterize scale-free activity dynamics in the spatial domain, we analyzed 

neuronal avalanches and observed large variation in their distributions (Fig. 1D), with  
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Figure 1: CROS model displays multi-
level criticality for balanced 
Excitation/Inhibition  

A) Network consists of excitatory and inhibitory 
neurons arranged in a grid. Connectivity is set 
separately for excitatory and inhibitory neurons, and is 
defined as the percentage of neurons within its local 
range that each neuron connects to. 
B) Network activity shows oscillations between 8–16 
Hz.  Shown for three example networks with low E/I 
connectivity balance (blue), medium E/I connectivity 
balance (green), and high E/I connectivity balance 
(red). 
C) Oscillation power is dependent on E/I connectivity 
balance. 
D) Spiking activity can display sub-critical (blue), 
critical (green) or super-critical (red) neuronal 
avalanches. Shown for same networks as (B). 
E) Criticality of neuronal avalanches is dependent on 
E/I connectivity balance 
F) Oscillations can exhibit LRTC in their amplitude 
modulation. Shown for same networks as (B). 
G) LRTC is dependent on E/I connectivity balance. 
(black line) indicates critical neuronal avalanches. 
H) LRTCs peak with critical neuronal avalanches 
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Figure 2: Pre-stimulus amplitude 
regulation of response requires critical-
state dynamics 

A) Ongoing oscillations phase-lock to stimulus. 
Example shown for 5 neurons stimulated, for sub-
critical (blue), critical (green), and super-critical 
networks (red). 
B) Splitting trials from a critical network based on 
pre-stimulus power, shows different phase-locking 
response post-stimulus. Color indicates percentile of 
pre-stimulus amplitude bin. 
C) Power of pre-stimulus oscillation can alter the 
phase-locking response of a network to the stimulus. 
Shown for example sub-critical (blue), critical 
(green), and super-critical (red) networks. 
D) Networks tend to show no or a negative pre-
stimulus regulation  
E) The strength of pre-stimulus regulation is 
dependent on E/I connectivity balance. (black line) 
indicates critical neuronal avalanches. 
F) Pre-stimulus regulation shows a significant 
correlation with LRTC in the latency range: 87–221 
ms (Spearman correlation, red = p < 10-5 , Bonferroni 
corrected,) 
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Figure 3: Pre-stimulus phase regulation of response requires critical-state dynamics 

A) Phase of pre-stimulus oscillations can alter the phase-locking response of a network to a stimulus. Trials are 
split into 32 evenly spaced bins based on pre-stimulus phase (-5 ms) with an equal number of trials in each bin. 
Phase locking at all time-points can then be calculated for each bin. Pre-stimulus phase regulation of response is 
calculated based on the post-stimulus PLF distribution of the bins. Shown for example sub-critical (blue), critical 
(green) and super-critical (red) networks 
B) Pre-stimulus phase regulation is dependent on E/I connectivity balance. (black line) indicates critical neuronal 
avalanches. 
C) Pre-stimulus phase regulation shows significant correlation with LRTC in the latency range: 120–171 ms 
(Spearman correlation, red = p < 10-5, Bonferroni corrected). 
 

  
























