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A consistent derivation is given for local field factors to be used for correcting measured or  
calculated static (hyper)polarizabilities in the condensed phases. We show how local fields should be  
used in the coupled perturbative Hartree–Fock or finite field methods for calculating these  
properties, specifically for the direct reaction field (DRF) approach, in which a quantum chemically  
treated “solute” is embedded in a classical “solvent” mainly containing discrete molecules. The  
derivation of the local fields is based on a strictly linear response of the classical parts and they are  
independent of any quantum mechanical method to be used. In applications to two water dimers in  
two basis sets it is shown that DRF matches fully quantum mechanical results quite well. For  
acetone in eleven different solvents we find that if the solvent is modeled by only a dielectric  
continuum (hyper)polarizabilities increase with respect to their vacuum values, while with the  
discrete model they decrease. We show that the use of the Lorentz field factor for extracting  
(hyper)polarizabilities from experimental susceptibilities may lead to serious errors. © 2002  
American Institute of Physics. [DOI: 10.1063/1.1512278]  

I. INTRODUCTION  
Theoretical and computational studies of nonlinear optical (NLO) properties of molecules are of increasing importance for generating insight into such phenomena at the microscopic level, and may even lead to the tailoring of NLO materials. Most of these studies address only molecules or, at best, single chain oligomers or small clusters of molecules, with or without extrapolations to macroscopic systems. In contrast, most measured properties of matter stem from experiments in some condensed phase, be it in solution or in the solid state. Obviously, spectra and (hyper)polarizabilities may be, and in general are, quite sensitive to “environmental” effects, and to such an extent that correlating experimental and theoretical values for such properties is nontrivial.

Recently, Bishop and Wortmann and Bishop addressed the problem of connecting single-molecule property calculations and actual measurements. They derived local field factors from an extension of Onsager’s reaction field, i.e., the simplest of the continuum models for solvating a neutral molecule, but they gave no numerical results. It seems that experimentalists and theoreticians very often rely on this “molecule in cavity” model in order to account for bulk effects on measured polarizabilities where the Lorentz field is taken as a local field.

Also, computational efforts to describe solvent effects on (hyper)polarizabilities are dominated by the continuum approach, invariably reporting larger (hyper)polarizabilities in solution than in the gas phase. Recently we repeated the PCM (Ref. 13) calculations of Cammi et al. on formaldehyde in water, and found no appreciable increase in the polarizabilities if the solvent is modeled with discrete molecules. Our conclusion was that if anything happens at all, polarizabilities will be reduced on going from the gas to some condensed phase. More recently, Morita and Kato reported similar results for simple systems in water and other liquids.

Hence, we have reasons to doubt the validity of the continuum model, in which the molecule of interest (i.e., the solute) is treated by more or less conventional quantum chemical methods, while the rest of the universe (the solvent or the rest of, e.g., a crystal) is modeled by a single parameter, i.e., the dielectric constant of the bulk material, without any reference to the structure in the condensed phase.

Here we do not want to go into all formal and practical problems associated with mixing microscopic (i.e., the wave function) and macroscopic (i.e., the dielectric constant) descriptors. We only note that it is to be expected that the electronic properties of the solute are largely effected by the first few shells of its neighbors, and the more so the more structured these shells are. Modeling a solvent with discrete molecules gives rise to many solute–solvent interactions, which are most likely anisotropic and in principle different in each of the many different configurations needed to arrive, after averaging over the degrees of freedom, at a “homogeneous” solution. In contrast, the continuum solvent model starts with the assumption that the solution is homogeneous and calculates interactions between the solute and “averaged” molecules neglecting the instantaneous anisotropies and specific interactions. The different approaches are bound to give different results.

Figure 1 illustrates that an electronic charge distribution...
in a cavity in a dielectric is always inflated, because the static
dielectric will always stabilize a more extended charge dis-
tribution, leading to an increase of its polarizability.

A major problem with the continuum approach is the de-
definition of the size and shape of the cavity. In Fig. 1 also a
model radial distribution, \( g(r) \), of the solvent is shown. If
we want to associate the dielectric with a structureless, ho-
"mogeneous continuum, it is clear that the boundary should
be put at least beyond the first peak in \( g(r) \). This makes the
cavity so large that a neutral solute does not “feel” the
solvent.\(^{17}\) For smaller cavities one has to take care of the
“leaking” of electron density\(^ {18–22} \) and of the solvent struc-
ture. The lack of solvent structure, and the fact that a static
dielectric can only stabilize, makes the present continuum
models unfit to account for the finer details of the solute’s
electronic structure.

In the direct reaction field (DRF) approach,\(^ {23,24} \) a qua-
"ntum mechanically treated solute is surrounded by discrete
solvent molecules, modeled with point charges and explicit
local polarizabilities. Optionally, a dielectric continuum en-
veloping the complete system may be added. All charges,
i.e., including the solute’s electrons and nuclei, interact self-
consistently with each other and with the polarizabilities.
Thus, such calculations mimic at least so-called “supermol-
ecule” SCF calculations. Hence, in this approach, all “local
fields”—up to the linear response of the classical parts—are
accounted for. The degrees of freedom of the discrete parts
of any system can be sampled by statistical mechanics simu-
lations, Monte Carlo (MC) or molecular dynamics (MD), at
ambient temperatures. By choosing a sufficient number of
configurations from the MC or MD simulations any solution
structure can be accounted for. DRF has been implemented\(^ {24} \)
in HONDO,\(^ {1,25} \) GAMESS(UK),\(^ {26} \) and ZINDO (Ref. 27) and was
applied—in its QM/MM form—to solvatochroism,\(^ {28,29} \) and
to a reactive system,\(^ {30} \) while in its completely classical
form\(^ {31} \) it is able to reproduce many body effects well in
comparison with good quality SCF calculations.\(^ {32} \)

FIG. 1. An atom or molecule in a cavity of radius \( a \) in a continuum with
dielectric constant \( \varepsilon \). Vacuum (—) and “solvated” model wave functions
(—–) and a model radial distribution \( g(r) \) for the “solvent” are shown.

II. POLARIZABILITIES OF INTERACTING MOLECULES
AND THE LOCAL FIELDS

Consider a set of points (molecules or atoms) \( \{p\} \) with
polarizabilities \( \{\alpha_p\} \) in an electrostatic field \( \mathbf{f}^0 \). For the
induced dipole moment \( \mathbf{m}_p \) in point \( p \) we have\(^ {33–35} \)

\[
\mathbf{m}_p = \alpha_p \left[ \mathbf{f}^0 + \sum_{\mathbf{q} \neq p} t_{pq} \mathbf{m}_q \right]
\]

with \( t_{pq} \) the dipole–dipole interaction tensors, given by

\[
t_{pq} = \frac{3(r_p - r_q)(r_p - r_q)^T}{|r_p - r_q|^3} - I/|r_p - r_q|^3,
\]

with \( I \) the unit matrix. A formal solution for the \( \{\mathbf{m}_p\} \) can be
found by collecting the \( 3N^{pol} \) equations into a single super
matrix equation of dimension \( 3N^{pol} \times 3N^{pol} \),

\[
\mathbf{M} = \mathbf{\alpha}(\mathbf{F}^0 + \mathbf{T})
\]

where \( \mathbf{F}^0 \) and \( \mathbf{M} \) are \( 3N^{pol} \)-dimensional vectors, and \( \mathbf{\alpha} \) (i.e.,
the diagonal blocks \( \alpha_p \) and \( \mathbf{T} \) (i.e., the off-diagonal blocks
\( t_{pq} \) ) are square \( 3N^{pol} \times 3N^{pol} \) matrices. Then

\[
\mathbf{A} = [\mathbf{\alpha}^{-1} - \mathbf{T}]^{-1}
\]

is an ordinary polarizability matrix (but of an \( N^{pol} \) mem-
bered system), and

\[
\mathbf{M} = \mathbf{AF}^0.
\]

The matrix \( \mathbf{A} \) is obtained either by an exact matrix in-
version or the associated linear equations are solved by itera-
tion. Optionally one may reduce (parts of) \( \mathbf{A} \) first to (sub)
group polarizabilities,

\[
\alpha_{mn}^G = \sum_{i,j} (A_{ij})_{mn}; \quad m,n \in \{x,y,z\}
\]

so as to reduce the dimensionality of the problem.

For easy reference we repeat here that the induction
energy is given\(^ {16} \) as the sum of \( U_{\text{stat}} = -\mathbf{M} \cdot \mathbf{F}^0 \) and the polar-
ization energy \( U_{\text{pol}}, \) i.e., the energy needed to create the
induced dipoles,

\[
U_{\text{pol}} = \int_0^1 \mathbf{F}^0 \mathbf{M} \mathbf{d} = \mathbf{F}^0 \mathbf{M}/2
\]

yielding

\[
U_{\text{ind}} = U_{\text{stat}} + U_{\text{pol}} = \mathbf{F}^0 \mathbf{M}/2 = -\mathbf{F}^0 \mathbf{A} \mathbf{F}/2.
\]

Combining with Eq. (5) we express this as a sum over the
individual contributions,

\[
U_{\text{ind}} = -\frac{1}{2} \sum_i \mathbf{f}_i \mathbf{m}_i = -\frac{1}{2} \sum_i \mathbf{f}_i \alpha \mathbf{f}_i,
\]

as expected for polarizabilities in the condensed phase, and derive local field factors
which can be used for correcting calculated or measured po-
larizabilities. As applications we report first fully QM and
DRF results for some water dimers in order to see how DRF
performs, and finally QM/MM results for acetone in eleven
solvents.
which is, due to the self-consistency, quadratic neither in the permanent fields $f_i^n$ nor in the total (local) fields $f_i$. Because the response of all parts is strictly linear, Eq. (8) can be written as

$$U_{\text{ind}} = -\frac{1}{2} \sum_i f_i^n \alpha_i f_i^n (1 + g_i)$$

with the expression in parentheses the local field factor.

Consider two objects with polarizabilities $\alpha_1$ and $\alpha_2$, respectively, at a finite distance $r_{12}$. Then we get from Eq. (4),\textsuperscript{35} for the components of the total polarizability of the aggregate, parallel and perpendicular to the line connecting $\alpha_1$ and $\alpha_2$,

$$\alpha_{12} = \frac{\alpha_1 + \alpha_2 + 4 \alpha_1 \alpha_2 / r_{12}^3}{1 - 4 \alpha_1 \alpha_2 / r_{12}^3};$$

$$\alpha_{12} = \frac{\alpha_1 + \alpha_2 - 2 \alpha_1 \alpha_2 / r_{12}^3}{1 - \alpha_1 \alpha_2 / r_{12}^6} \quad (r_{12} > 4 \alpha_1 \alpha_2).$$

Even in the case of isotropic polarizabilities, $\alpha_1 = \alpha_2 = \bar{\alpha}$, it follows from Eq. (10) that the total polarizability will obviously be anisotropic. If we want to define effective polarizabilities from Eq. (10) for the members we must (arbitrarily!) distribute the interaction term. For $\alpha_1 = \alpha_2$, equipartitioning could work, leading to local anisotropy $\alpha_i$(local) $>$ $\bar{\alpha}$ and $\alpha_i$(local) $< \bar{\alpha}$, but for $\alpha \neq \alpha_2$ no scheme is obvious. One possibility is weighting the interaction term\textsuperscript{37} with the original polarizabilities. This may work better in the general case, but it is just as arbitrary. Here the total mean polarizability $\bar{\alpha}_{12}$ will be larger than $\bar{\alpha}$. In order to find out whether this holds generally for combining arbitrary (anisotropic) polarizabilities in arbitrary relative positions we looked into a number of simple cases. We took two and three (on a line), five (on a square) and seven (on an octahedron) isotropic polarizabilities ($\bar{\alpha} = 6$ Bohr\textsuperscript{3}) separated by at least 8 Bohr [see Fig. 2(a)] and computed their individual and collective behavior. We took this distance because then the treatment can be completely classical.\textsuperscript{35} For each cluster first Eq. (4) was solved and then we applied Eq. (6) to obtain the effective polarizability components for the individual members. The interaction parts in $\mathbf{A}$ were equipartitioned, i.e., each column of $\mathbf{A}$ corresponding to a particular member was contracted to a 3×3 matrix. Results are shown in Table I.

We see that in each cluster symmetry unique objects differ in the components of their local polarizabilities. Some are larger, some are smaller than for the monomer, depending on the symmetry and the position in the cluster. For isotropic objects on regular lattices the mean local polarizabilities are always larger than for the monomer.

Next, we constructed an anisotropic polarizability by putting the two polarizabilities of the preceding paragraphs at a distance of 2.3 Bohr following Thole’s recipe,\textsuperscript{35} contracting the whole $\mathbf{A}$ to a 3×3 matrix, and assigning the result to the center of this object. We used this as input for some simple clusters of anisotropic monomers [see Fig. 2(b)]. Results (Table II) show that now, depending on the structure of the cluster, not only the polarizability components may be smaller than that of the monomer, but also the mean polarizability. These effects scale in a simple way with the “input” polarizabilities as can be seen from Eq. (10).

In summary, what will happen to local polarizabilities in the condensed phases is hard to estimate without calculations. This is also demonstrated by the work of Augspurger and Dykstra\textsuperscript{38} on acetylene clusters where for linear complexes an increase of the axial components of the linear and second hyperpolarizabilities are found, while Van Duijnen et al.\textsuperscript{39} obtain for parallel clusters of butadienes and Kirtman et al.\textsuperscript{39} for hexatrienes a decrease in the same properties. These authors also show that well constructed fully classical electrostatic models are able to reproduce these results.

Here we note that only a single polarizability (or susceptibility) exists for any system. The reconstruction from local contributions is in fact an abstraction, the result of which depends on the detail wanted (macroscopic with local susceptibilities, or microscopic with local polarizabilities) and—more importantly—on the partitioning of such properties. However, experimental chemists are used to such procedures: from well chosen series of compounds they derive “bond energies” as “local” contributions to heats of formation and “ionic radii” from crystal structures. Theoretical chemists obtain “atomic charges” from, e.g., a Mulliken analysis of their wave functions and we are able, following similar reasoning, to construct molecular polarizabilities from atomic ones,\textsuperscript{35,40} although there is formally no connection between them, and—in an opposite direction—we can “decompose” a many center polarizability matrix $\mathbf{A}$ into local contributions, in which a one-to-one assignment of the interaction blocks to the corresponding diagonal “local” blocks looks like the Mulliken scheme, while a weighted assignment (e.g., with the traces of the diagonal blocks) will look like the Löwdin scheme for a population analysis. In this sense we can at least assess the local contributions to the system’s polarizability, although only within an arbitrary but well defined frame work.

The extension of Eq. (5) with a dielectric continuum anisotropic part(s) is straightforward. For a discretized surface $\mathbf{S}$ [boundary element method (BEM) (Ref. 41)] the final result can be expressed in a set of linear equations of finite dimensions.\textsuperscript{42}
set of induced dipoles on the surface $S$. The right-hand side (rhs) matrix $A'$ is given by

$$A' = \left[ \frac{\alpha_p^{-1} + T_{pq}}{2\pi(1 + \epsilon)} \right]^{-1}$$

with $\epsilon$ the (total) dielectric constant of the continuum. In the rhs vector all electrostatic source fields ($f$, at the discrete polarizable points) and potentials ($v$, at the representative points of $S$) are collected. In Eq. (12) we have added (redundant) indices for clarity: lower case indices for discrete polarizable points and capitals for boundary elements. In the top-left block of Eq. (12b) the matrix of Eq. (4) will be recognized, while $K$ and $\nabla K$ are more or less complicated potential and fieldlike kernels, depending on $\epsilon$ and the geometry of $S$.

We note that leaving out the continuum just Eq. (4) remains, while for the continuum-only approach only the bottom right block remains. But the general picture remains the same, i.e., all information about the reaction potentials are contained in a single relay matrix.

### III. THE ENERGY EXPRESSIONS IN THE DRF APPROACH

The DRF approach has been described many times elsewhere and here we just give some relevant energy expressions. The total energy of the system can be written as

$$\Delta U = \Delta U^{\text{discr}} + \Delta U^{\text{QM}} + \Delta U^{\text{MM}} + \Delta U^{\text{QMM/MM}},$$

with $\Delta U^{\text{QM}}$ the expectation value of the vacuum Hamiltonian of the QM over the nonvacuum wave function, $\Delta U^{\text{MM}}$ the energy of the classical part(s), and $\Delta U^{\text{QMM/MM}}$ the interaction in the actual configuration. Here only $\Delta U^{\text{QM}}$ and the electronic parts of $\Delta U^{\text{QMM/MM}}$ are of importance. The latter is here given for the discrete case only. With $v_{ip} = 1/|r_p - r_i|$
the operator for the Coulomb potential at \( p \) from a source at \( s \), and \( f_{sp} = -\nabla_p \nabla_s \) the corresponding electric field operator we get

\[
\Delta U_{\text{QMMM}}^{\text{QM/MM}} = e \sum_{A,i,k} q_i^A (v(k;i)) + e \sum_{A,i,k,r,s} Z_i f_{ir} A_{rs} \langle f(s;k) + e^2 \sum_{k,l} (f(k;r)) A_{rs} \langle f(s;l)),
\]

where the \( \{Z\} \) are the nuclear charges, the \( \{q\} \) the classical charges, and \( \langle \cdots \rangle \) denote expectation values over molecular orbitals (MOs). The \( A_{rs} \) are block matrix elements relating polarizable points at \( r \) and \( s \) of the matrix \( A \) (i.e., \( A \) or \( A^t \), see above), which maps the linear response functions of the classical parts. In all inductive contributions the polarization “cost” energy is here included, although we keep it in practice separated in order to make it also possible to deal with nonequilibrium situations. For clarity we have made explicit the electronic charge \( e \) and the electron (or rather MO) labels \( (k,l) \) in the potential and field expectation values.

### IV. SYSTEM IN AN EXTERNAL FIELD

If a system is placed in an external electrostatic field, \( f \), the change in energy can be expanded as

\[
\Delta U(f) = -\left( \mu_0 f_i + \frac{1}{2} \alpha_{ij} f_i f_j + \frac{1}{3!} \beta_{ijk} f_i f_j f_k + \cdots \right); \quad \{i,j,k\} \in \{x,y,z\},
\]

with \( \mu_0 \) the permanent dipole moment, \( \alpha \) the polarizability tensor, and \( \beta \) and \( \gamma \) the first and second hyperpolarizabilities of the system. The indices are summed over (all permutations of) the Cartesian axes \( x, y, \) and \( z \).

One can use Eq. (15) by applying various field strengths and determine numerically the derivatives of \( \Delta U(f) \) to obtain the dipole moment and the (hyper)polarizabilities. This finite field (FF) approach is applicable to any type of wave function for QM. For closed shell, single determinant wave functions, the coupled perturbative Hartree–Fock (CPHF) (Ref. 44) method is a good alternative which is generally faster. The first and second derivatives of the total energy of QM (in the Born–Oppenheimer approximation) in vacuum w.r.t. the components of the field \( f \) are

\[
\frac{\partial \Delta U(f)}{\partial f_i} = -\left( \frac{\partial \mu_0}{\partial f_i} \right); \quad \frac{\partial^2 \Delta U(f)}{\partial f_i \partial f_j} = -e \frac{\partial (\mu_0^e)}{\partial f_j} = \alpha_{ij},
\]

with \( \mu_0^e \) the total dipole moment and \( \mu_0^e \) the electronic contribution. In CPHF, applied to a molecule in vacuum, one takes the electronic part of the first derivative of \( \Delta U(f) \) as the perturbing Hamiltonian,

\[
h'_{mn} = -e (\mu_0^e)^i j
\]

with \( \mu \) the dipole operator, \( e \) the elementary charge, while \( m,n \) refer to basis functions. For the first and second field derivatives of the wave function we write \[25\]

\[
\frac{\partial \Psi}{\partial f_i} = |\Psi^i \rangle; \quad \frac{\partial^2 \Psi}{\partial f_i \partial f_j} = |\Psi^{ij} \rangle,
\]

then we can construct the following density matrices,

\[
\begin{align*}
D^0 &= |\Psi^0 \rangle \langle \Psi^0 |; & D^f &= |\Psi^f \rangle \langle \Psi^f |, \\
D^k &= |\Psi^k \rangle \langle \Psi^k |; & D^{kl} &= |\Psi^{kl} \rangle \langle \Psi^{kl} |,
\end{align*}
\]

where it is assumed that contributions obtained by permuting the indices are summed. Then we have to fourth order,

\[
\begin{align*}
\mu^e_i &= \text{Tr}(D^0 h^i); & \alpha_{ij} &= \text{Tr}(D^f h_{ij}), \\
\beta_{ijkl} &= \text{Tr}(D^k h_{ijkl}); & \gamma_{ijkl} &= \text{Tr}(D^{kl} h_{ijkl}).
\end{align*}
\]

Both approaches, FF and CPHF are easily extended to the DRF method. If we write for the solute’s contribution to the change in total energy,

\[
\begin{align*}
(\Delta U_{\text{DRF}}^{\text{solute}}(f))_i &= -[\mu_{\text{solute}}^{\text{QM/MM}} + \mu_{\text{DRF}} + \mu_{\text{QM/MM}}^0] f_i + \cdots \\
&= -[\mu_{\text{solute}}^{\text{QM/MM}} + \mu_{\text{DRF}} + \mu_{\text{QM/MM}}^0] f_i^{\text{ext}} (1 + g_i) + \cdots
\end{align*}
\]

with \( f \) the local field at QM and \( \mu_{\text{QM/MM}}^{\text{QM/MM}} \) stands for all dipoles induced by the solute in the classical parts, it will be clear that the perturbing operator for CPHF must be adapted to reflect the use of the actual field at QM. For FF it is only needed to add the external field to the sources in Eq. (12a) and solve the resulting linear equations.

From Eq. (8) we obtain for the solute’s contribution to the total induction energy,

\[
(\Delta U_{\text{ind}}^{\text{solute}}(f))_{ij} = \frac{1}{2} f_i^{\text{ext}} \left( \alpha_{ij}^{\text{ext}} f_j + \beta_{ij}^{\text{ext}} f_i f_k + \gamma_{ijkl}^{\text{ext}} f_i f_j f_k \right)
\]

and \( U_{\text{ind}} \) should be expanded in the various \( f^{\text{ext}}(1 + g) \) rather than in \( f^{\text{ext}} \) itself when using the FF method.

Since we require the usual symmetry for the (hyper)polarizabilities,

\[
\begin{align*}
\alpha_{ij} &= \alpha_{ji}; & \beta_{ijk} &= \beta_{kij} &= \beta_{jki} = \cdots; \\
\gamma_{ijkl} &= \gamma_{ijk} &= \gamma_{klij} &= \gamma_{jkl} &= \gamma_{jkl} = \cdots,
\end{align*}
\]

the local field factors are obtained from the following expressions:

\[
\begin{align*}
\frac{\partial^2 U_{\text{ind}}^{\text{solute}}}{\partial f_i \partial f_j} &= -\frac{1}{2} \left( \alpha_{ij}(1 + g_j) + \alpha_{ji}(1 + g_i) \right) \\
&= -\frac{\alpha_{ij}}{2} \left[ (1 + g_j) + (1 + g_i) \right],
\end{align*}
\]

the local field factors are obtained from the following expressions:
\[
\frac{\partial^3 U_{\text{ind}}}{\partial f_i \partial f_j \partial f_k} = -\frac{1}{3} \left[ \beta_{ijk}(1 + g_j)(1 + g_k) + \beta_{kij}(1 + g_i)(1 + g_j) \\
+ \beta_{jki}(1 + g_i)(1 + g_k) + \cdots \right] \\
= -\frac{\beta_{ijk}}{3} \left[ (1 + g_j)(1 + g_k) \\
+ (1 + g_i)(1 + g_k) + (1 + g_i)(1 + g_j) \right], \\
(23b)
\]

\[
\frac{\partial^4 U_{\text{solvent}}}{\partial f_i \partial f_j \partial f_k \partial f_l} = -\frac{1}{4} \left[ \gamma_{ijkl}(1 + g_i)(1 + g_j)(1 + g_l) \\
+ \gamma_{jilk}(1 + g_k)(1 + g_l)(1 + g_j) + \cdots \right] \\
= -\frac{\gamma_{ijkl}}{4} \left[ (1 + g_j)(1 + g_k)(1 + g_l) \\
+ (1 + g_i)(1 + g_k)(1 + g_l) + (1 + g_i)(1 + g_j)(1 + g_l) \\
\times (1 + g_i) + (1 + g_j)(1 + g_j)(1 + g_k) \right]. \\
(23c)
\]

The \([g]\) in Eqs. (23) depend on the actual partitioning of the system, on its geometry and the particular point(s) for which the fields are to be evaluated. Obviously one can calculate \(g\)’s for any point, but only the assumed center of the electric moments and polarizabilities of QM is needed, for which usually the center of mass is chosen. We note that the dipole moment for a neutral molecule and all polarizabilities are origin independent. For example, take two different centers, \(R\) and \(X\), for evaluating the dipole integrals. Then, e.g., for the linear polarizability one has

\[
\alpha_{ij}(\mathbf{R}) = \text{Tr}(\mathbf{D}h^i(\mathbf{R})) = \sum_{m,n} D_{mn} h_{ij}^m(\mathbf{R}),
\]

\[
\alpha_{ij}(\mathbf{R}^*) = \text{Tr}(\mathbf{D}h^i(\mathbf{R}^*)) \\
= \sum_{m,n} D_{mn} [h_{ij}^m(\mathbf{R}) - (R_i - X_i) S_{nm}] \\
= \text{Tr}(\mathbf{D}(h_i(\mathbf{R})) - (R_i - X_i) \text{Tr}(\mathbf{D}/\mathbf{S})) \\
= \text{Tr}(\mathbf{D}(h_i(\mathbf{R}))), \\
(24)
\]

with \(S\) the overlap matrix. \(\text{Tr}(\mathbf{D}/\mathbf{S})\) is the (field) derivative of the number of electrons, which is obviously zero.

The actual \(g\)’s to be calculated also depend on the constituents of the complete system. For a DRF cluster in vacuum \(F^{\text{av}}\) resides in the vacuum and the solute’s electrons feel this field modulated by the fields from the induced dipoles at the classical polarizabilities, while the dipoles induced by QM only feel \(F^{\text{av}}\). Hence we have for the perturbing operator,

\[
(h_{mn})^{\text{DRF}} = -e \left\{ (\mu_{mn}^i + g_{i}^{\text{discrete}}) + [\mu_{\text{QM/MM}}^i]_{mn} \right\}, \\
(25)
\]

where the \([\mu_{\text{QM/MM}}^i]_{mn}\) are the integrals defining the dipoles induced by QM at the discrete polarizabilities. If a continuum is present we assume that \(F^{\text{av}}\) resides in that continuum, leading to

\[
(h_{mn})^{\text{DRF}} = -e \left\{ (\mu_{mn}^i + g_{i}^{\text{discrete}}) + [\mu_{\text{QM/MM}}^i]_{mn} \right\} \\
\times (1 + g_{i}^{\text{boundary}}) + [\mu_{\text{QM/MM}}^i]_{mn}. \\
(26)
\]

since all charge distributions inside the cavity feel the field from the continuum polarization, while the dipoles induced on the boundary, represented by the \([\mu_{\text{boundary}}^i]_{mn}\) integrals, feel only \(F^{\text{ext}}\). All necessary ingredients for calculating the \(g\)’s referring to any point are available after solving the appropriate linear equations with appropriate source fields.

The \(g_{i}^{\text{boundary}}\) depend on the shape of cavity. For a spherical cavity the field \(F^{\text{av}}\) due to the polarization of the continuum, inside this cavity is uniform and parallel to \(F^{\text{ext}}\), and is given by

\[
F^{\text{av}} = [3\varepsilon/(2\varepsilon + 1)]F^{\text{ext}} = (1 + g^{\text{cav}})F^{\text{ext}}, \\
g^{\text{cav}} = (e - 1)/(2e + 1). \\
(27)
\]

We note that for a sizable, practically spherical, discrete cluster the QM part does not generate appreciable induced dipoles on the boundary, so we can use \(F^{\text{av}}\) directly without the continuum being actually present, in which case Eq. (30) is reduced to

\[
(h_{mn})^{\text{DRF}} = -e \left\{ (\mu_{mn}^i + g_{i}^{\text{discrete}}) + [\mu_{\text{discrete}}^i]_{mn} \right\} \\
\times (1 + g^{\text{cav}}) \\
(28)
\]

which will enable one to apply this as a “bulk correction” to any cluster of roughly spherical shape.

The Lorentz field \(\mathbf{f}_{\text{lorentz}}\) is often used for correcting measured susceptibilities with

\[
f_{\text{lorentz}} = \frac{\varepsilon + 2}{3} - g_{\text{lorentz}} = \frac{\varepsilon - 1}{3}. \\
(29)
\]

for all directions and disregarding all actual local polarizations. In the derivation of Eq. (29) it is assumed that the (macroscopic!) system is uniformly polarized, and hence, formally, the Lorentz field is only applicable for pure substances. However it is a rather crude approximation and may lead to substantial errors, in particular in the microscopic description we have in mind. We have

\[
(h_{mn})^{\text{DRF}} = -e \left\{ (\mu_{mn}^i + g_{i}^{\text{lorentz}}) \right\}. \\
(30)
\]

From the CPHF calculations one obtains, using the perturbation from Eq. (25), (26), or (27), a linear polarizability \(\alpha^{\text{CPHF}}\) which contains the polarizations of the classical parts. From the associated density matrices the solute’s electronic contributions is calculated and corrected by applying the appropriate field factors of Eq. (23a),

\[
\alpha_{ij}^{\text{raw}} = \frac{2}{[(1 + g_i)(1 + g_j)]} \text{Tr}(\mathbf{D}/h^i_j), \\
(31)
\]

where the zero in Eq. (31) emphasizes that only the vacuum dipole integrals of QM are used. On the resulting \(\alpha^{\text{raw}}\) the total field on QM is first applied to obtain the dipole induced by this field which is present in the self consistent solution of the CPHF/DRF procedure because of the presence of terms like \([\mu_{\text{discrete}}^i]_{mn}\) in the perturbing operator. Then the corresponding reaction field is obtained by solving Eq. (12) with this induced dipole as only source. This reaction field, yielding \(g^{\text{ind}}\), is added to the total field at QM and then \(\alpha^{\text{raw}}\) is corrected again with this final field.
TABLE III. Comparison of full quantum and (exact) DRF calculations for two water dimers using two basis sets. The first molecule is in the Z=0 plane with its dipole moment along the Y-axis. Left-hand columns: Sadlej basis (Ref. 46); right-hand columns ZPP basis (Ref. 47). Point charges on the classical molecules reproduce the monomer vacuum dipole moment. For the classical molecular polarizability the calculated vacuum monomer tensor was used. All data in atomic units.

<table>
<thead>
<tr>
<th>Property</th>
<th>mono</th>
<th>dimer</th>
<th>dimer-dr(1)</th>
<th>dimer-dr(2)</th>
<th>dimer-dr(1+2)</th>
<th>mono-dimer</th>
<th>dimer-dimer-dr(1)</th>
<th>dimer-dimer-dr(2)</th>
<th>dimer-dimer-dr(1+2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{xx}$</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>$\beta_{yy}$</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>$\beta_{zz}$</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>$\gamma_{xxy}$</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>$\gamma_{yzy}$</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>$\gamma_{zxx}$</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>$\gamma_{zxy}$</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>$\gamma_{xyy}$</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>$\gamma_{xyz}$</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
</tbody>
</table>

The final field is also used for the local field corrections in Eqs. (23b) and (23c).

The $\varepsilon$ in Eqs. (27) and (28) is the optical rather than the total dielectric constant since experiments for measuring polarizabilities are usually of an optical nature. The same holds indirectly for Eq. (26), where the $\left[\mu^{\text{QM/MM}}_{\text{boundary}}\right]_{ij}$ are also related to the optical dielectric constant, although the unperturbed wave function in this case is of course “solvated” by a continuum having the full dielectric constant.

Finally we note that the original reaction field (i.e., without external field) and the fields due to the classical point charges have no direct influence on the polarizability but they have an effect on the wave function, of course.

V. APPLICATIONS

A. Water dimers, comparing DRF with full quantum calculations

Already in Ref. 12 we have shown that DRF, in its QM/MM form, reproduces the results of fully quantum chemical calculations of the water dimer in various geometries fairly well. At that time we did not treat the local fields explicitly. For easy reference we give here the results of calculations on similar systems which can be compared with fully QM calculations. We took two water dimers, one in a parallel, the other in a hydrogen bonded geometry. They were treated in a standard SCF/CPHF procedure, and corrected for the basis set superposition error [BSSE (Ref. 45)]. Next we treated the various monomers with the CPHF/DRF procedure as described above with the “other” monomers

\[
\alpha_{ij}^{\text{corr}} = \frac{2 \text{Tr}(\mathbf{D}^2 \mathbf{h}_{ij}^0)}{[(1+g_{ij}^0+g_{ij}^\text{med})+(1+g_{ij}^0+g_{ij}^\text{med})]}.
\]

(32)
acting as classical partners. In order to compare the results with the fully QM results the individual DRF results should be added, of course. We used two basis sets: a Sadlej basis and a standard DZP (Ref. 47) basis.

Usually we expand the inducing and response potentials and fields around the solute’s atomic centers but for larger basis sets this expansion fails. Therefore we reanimated an “exact” version of HONDO/DRF. This version is much more demanding on CPU time and storage, e.g., one has to generate, store, and manipulate at least three one-electron matrices for each classical polarizable point for the reaction fields, which turns the use of very large basis sets impractical. Table III summarizes the results obtained with this program. In this table the most important columns to compare are headed “dimer-BSE” and “drf1 + drf2.” Components which are zero by symmetry are omitted.

First we note that the Sadlej basis gives for the monomer about 85% of the experimental mean linear polarizability (\(\bar{\alpha}\)) for water (see Table IV). It has about the correct (or rather lack of) anisotropy. In contrast, the DZP basis produces a much too large anisotropy and about 50% of the experimental \(\bar{\alpha}\). However this is not the issue here: we want to demonstrate how DRF performs. The left-hand columns of Tables III (for the Sadlej basis) show—regarding the simplicity of our model—excellent agreement between fully quantum and DRF calculations. It is important to note that the BSSEs in \(\bar{\alpha}\) and \(\beta\) are modest, but they are in \(\gamma\) more significant. For the DZP basis the BSSEs in \(\bar{\alpha}\) and \(\beta\) are still acceptable but those in the \(\gamma_{xxz}\) and \(\gamma_{zzz}\) components for the parallel geometry are much too large, showing that this basis set is inadequate to arrive at better than qualitative results for this property. In the hydrogen bonded complex the errors are less dramatic and in particular the averaged intrinsic properties obtained in the different basis sets is satisfactory. In general we may conclude that our half classical DRF method is able to mimic fully quantum mechanical calculations apparently for any basis set, and that even for sensitive higher order properties discussed here. Hence we trust that DRF can be applied for systems the size of which forbids a fully quantum mechanical treatment.

### Table IV. Some properties of the solvents. \(M\): molecular weight; \(d\): density; \(\varepsilon\): dielectric constants; \(r\): effective molecular radius (from the density); \(nD\): refractive index; \(\bar{n}\) (LL): experimental molecular polarizability (Lorentz–Lorentz from \(nD\)); \(\bar{\alpha}\) (model): molecular polarizability from Ref. 40 and the actual geometry; \(\mu\): calculated vacuum dipole moment; \(N\) : number of molecules in the cluster simulations.

<table>
<thead>
<tr>
<th>Solvents</th>
<th>(M)</th>
<th>(d)</th>
<th>(\varepsilon)</th>
<th>(r)</th>
<th>(nD)</th>
<th>(\bar{n}) (LL)</th>
<th>(\bar{\alpha}) (model)</th>
<th>(\mu)</th>
<th>(N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>18.00</td>
<td>0.9982</td>
<td>78.5</td>
<td>1.77654</td>
<td>3.640</td>
<td>1.3329</td>
<td>9.92</td>
<td>10.06</td>
<td>2.23</td>
</tr>
<tr>
<td>acetonitrile</td>
<td>41.05</td>
<td>0.7857</td>
<td>37.5</td>
<td>1.80695</td>
<td>5.189</td>
<td>1.3442</td>
<td>29.63</td>
<td>34.28</td>
<td>4.19</td>
</tr>
<tr>
<td>methanol</td>
<td>32.04</td>
<td>0.7914</td>
<td>32.0</td>
<td>1.76571</td>
<td>4.766</td>
<td>1.3288</td>
<td>22.02</td>
<td>26.45</td>
<td>2.22</td>
</tr>
<tr>
<td>ethanol</td>
<td>46.07</td>
<td>0.7893</td>
<td>24.3</td>
<td>1.85259</td>
<td>5.384</td>
<td>1.3611</td>
<td>34.56</td>
<td>35.25</td>
<td>1.81</td>
</tr>
<tr>
<td>acetone</td>
<td>58.08</td>
<td>0.7899</td>
<td>20.7</td>
<td>1.84634</td>
<td>5.815</td>
<td>1.3588</td>
<td>43.28</td>
<td>42.81</td>
<td>3.44</td>
</tr>
<tr>
<td>1,2-dichloroethane</td>
<td>98.96</td>
<td>1.2351</td>
<td>10.7</td>
<td>2.08745</td>
<td>5.984</td>
<td>1.00220</td>
<td>39.14</td>
<td>1.0011</td>
<td>43.99</td>
</tr>
<tr>
<td>chloroform</td>
<td>119.4</td>
<td>1.4830</td>
<td>4.8</td>
<td>2.09063</td>
<td>5.993</td>
<td>1.4448</td>
<td>57.03</td>
<td>56.04</td>
<td>0.00</td>
</tr>
<tr>
<td>benzene</td>
<td>78.12</td>
<td>0.8787</td>
<td>2.3</td>
<td>2.25330</td>
<td>6.195</td>
<td>1.5011</td>
<td>70.09</td>
<td>70.12</td>
<td>0.00</td>
</tr>
<tr>
<td>dioxane</td>
<td>88.12</td>
<td>1.0337</td>
<td>2.0</td>
<td>2.03223</td>
<td>6.109</td>
<td>1.4224</td>
<td>58.00</td>
<td>68.11</td>
<td>0.00</td>
</tr>
<tr>
<td>tetra</td>
<td>153.82</td>
<td>1.5940</td>
<td>2.2</td>
<td>2.09063</td>
<td>6.366</td>
<td>1.4459</td>
<td>68.83</td>
<td>68.46</td>
<td>0.00</td>
</tr>
<tr>
<td>cyclohexane</td>
<td>84.16</td>
<td>0.7785</td>
<td>2.0</td>
<td>2.03524</td>
<td>6.612</td>
<td>1.4266</td>
<td>74.20</td>
<td>72.44</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table V. Results for a single solute/solvent configuration of acetone (a.u.).

<table>
<thead>
<tr>
<th>Property</th>
<th>(\bar{\alpha}) (\times)</th>
<th>(\bar{\alpha}) (\text{raw})</th>
<th>(\bar{\alpha}) (\text{corrected})</th>
<th>(\beta) (\text{corrected})</th>
<th>Field factors(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>basis</td>
<td>option</td>
<td>(\bar{\alpha}) (\times)</td>
<td>(\bar{\alpha}) (\text{raw})</td>
<td>(\bar{\alpha}) (\text{corrected})</td>
<td>(\beta) (\text{corrected})</td>
</tr>
<tr>
<td>vac</td>
<td>nobulk</td>
<td>38.59</td>
<td>30.21</td>
<td>35.99</td>
<td>4211</td>
</tr>
<tr>
<td></td>
<td>drf(bem)</td>
<td>33.35</td>
<td>46.21</td>
<td>37.05</td>
<td>998</td>
</tr>
<tr>
<td></td>
<td>drf(bcm)</td>
<td>31.99</td>
<td>44.31</td>
<td>36.88</td>
<td>1120</td>
</tr>
<tr>
<td></td>
<td>drf(boc)</td>
<td>19.94</td>
<td>24.62</td>
<td>29.31</td>
<td>646</td>
</tr>
<tr>
<td></td>
<td>Lorentz</td>
<td>27.71</td>
<td>28.93</td>
<td>29.06</td>
<td>538</td>
</tr>
<tr>
<td></td>
<td>charges only</td>
<td>48.65</td>
<td>39.63</td>
<td>31.48</td>
<td>837</td>
</tr>
</tbody>
</table>

\(^a\)With Hamiltonian from Eqs. (25), (26), (28) or (30).
\(^b\)Solute’s electronic contribution, Eq. (31).
\(^c\)From Eq. (32).
\(^d\)Including induced reaction field.
Here we report mean linear and hyperpolarizabilities of acetone in eleven solvents spanning a wide range of dielectric properties—see Table IV for details. The solvents were—in separate calculations—modeled both as a dielectric continuum and as clusters of (40 to 50) discrete classical molecules. For the continuum model the Poisson’s equations were solved with the boundary element method (BEM) (Ref. 42) using the (modified) programs GEPOL83 (Refs. 49–52) (adapted to HONDO) to construct the boundary between the solute and the solvent. To define the distance between the boundary and the atoms, the radii of the initial spheres in GEPOL around the atoms were taken as the sum of the atomic radius at hand and the formal solvent radius (see Table IV).

In the cluster approximation we first performed classical MD simulations at 298 K using DRF90 (Ref. 31) with its polarizable force field for each of the solute/solvent combinations with rigid solute and solvent molecules. The clusters were constrained to a sphere with a radius chosen such that the density was approximately that of the experimental solvent density. For technical reasons we kept the solute fixed in space. After equilibration we selected randomly a hundred solute/solvent configurations from a 50 ps production run which were subsequently used in the QM/MM calculations described in the previous section, using a DZV basis47 set in HONDO/DRF. Here we expanded the inducing and response potentials and fields around the solute’s atomic centers.24

All model formal atomic charges were taken as dipole preserving charges53 from vacuum ab initio HF-SCF calculations using a DZP basis set57 on the monomers, while all atomic radii (when needed) were taken as Frecer’s charge dependent radii.54 Polarizabilities were taken from Ref. 40. In the MD simulations we applied the atomic polarizabilities for the solute. In all calculations the molecular (group) polarizabilities were used for the solvent molecules as obtained from Ref. 40. An application with the atomic representation of the solvent polarizability gave no significantly different results. Although the dispersion is included in the MD simulations, this is neglected in the QM/MM calculations because the effect on these one-electron properties is expected to be small.29

VI. RESULTS AND DISCUSSION

First, we present in Table V the results of a single solute/solvent configuration for acetone in acetone in order to discuss the effects of various options and basis sets.

Typical values during a run for $\bar{\alpha}^{\text{CPHF}}$ as they come from our CPHF Hamiltonian [Eq. (25) or (26)]—which contain the polarization of the classical parts—are also collected in here, together with the uncorrected ($\bar{\alpha}^{\text{raw}}$) and corrected [Eq. 23(a)] solute’s electronic contribution ($\bar{\alpha}^{\text{cor}}$). We note that the qualitative behavior is the same for all three basis sets, i.e., $\bar{\alpha}$, $\bar{\gamma}$, and $|\bar{\beta}|\bar{\mu}$ become smaller in the cluster calculations. The bulk correction reinforces this effect. In contrast, the continuum results (so far only obtained for the smaller basis sets) change in the opposite direction. We conclude that the DZP and DZV basis sets behave similarly, and since the former takes an order more of CPU time, we decided to use the latter in the QM/MM calculations for the more than thousand solute/solvent configurations defined above. The last row of Table V shows that the changes in (hyper)polarizabilities are due to the solute’s polarizable environment. It is satisfying that the large Sadlej basis gives qualitatively the
same results, but in what follows we have to keep in mind that the smaller basis sets exaggerate the solvent effects.

Application of the Lorentz factor requires—just like in other cases—first of all a “solvated” wave function, which means that one has also the “proper” field factors. Since the Lorentz factor for acetone is about the same as the factor for the continuum case we do not expect much effect there. But we went through the exercise for the discrete case in the DZV basis—although using other (“improper”) field factors is putting the cart before the horse. The “Lorentz” numbers in Table V show an increase of about 8% in $\alpha$, and about 60% in $|\beta|/\mu$ and $\gamma$, relative to the “bulk” numbers. Insofar as these percentages are correct, the use of Lorentz factors lead indeed to serious errors.\(^2\)

In Fig. 3 and Table VI we report values of $\langle \bar{\alpha} \rangle$, $\langle \gamma \rangle$, and $|\beta|/\mu$, i.e., the averages over the various solute/solvent configurations from the discrete approach and from the continuum model.

The continuum results are qualitatively the same as those coming from similar treatments,\(^8,11,55,56\) i.e., all properties computed are numerically larger than their respective vacuum values. Local fields are only considered and applied in the work of Macac et al.\(^56\) but they use an expansion for the induced dipole [their Eqs. (8) and (9)] which differs from our Eq. (21).

Poulsen et al.\(^57,58\) developed a method which is very much like our (exact) DRF approach, i.e., the solvent is modeled either by a continuum or with discrete classical molecules carrying charges and polarizabilities. They find an increase in the (non)linear properties in the continuum model and—a smaller—increase in the discrete approach. However, they use only mean polarizabilities on the solvent molecules and the “liquid” is represented by a single (“averaged”) configuration. Local fields are mentioned but not considered further.

In striking contrast, all (averaged) values from our discrete approach are smaller than in vacuum. The error margins for the cluster results are the rms deviations over the configurations analyzed. Since we kept the solute fixed in space the first hyperpolarizability does not vanish on averaging as it should in a real solution, but $|\beta/\mu|$ goes more or less to its vacuum value. In particular with acetonitrile, dichloroethane, tetrachloromethane, and cyclohexane as solvents the average is significantly (i.e., with respect to the rms deviations) smaller than the vacuum value, probably indicating insufficient sampling and/or persisting solvent structure around the solute. We note that all changes (continuum or discrete) w.r.t vacuum are not strongly dependent on the solvent dielectric constants, which is in contrast to the results of Cammi,\(^8\) Luo,\(^10\) and Dehu.\(^11\) For the continuum approach we need a fairly large “gap” between the boundary and the atoms because we do not use a single center, but a distributed multipole expansion\(^24\) for (reaction) potentials and fields, the poles of which are closer to the boundary than the solute’s center of gravity. Hence, the effect of the perturbation by the “solvant” on the wave function is modest. Next, the external field is considered to be optical and has approximately the same effect in all solvents since the refractive indices are approximately the same. The variations in the cluster results are at first sight larger than in the continuum results, but if one accounts for the various rms errors no significant solvent dependency emerges. This comes most likely from the competition between molecular size and shape on the one hand, and the polarizability (or dielectric constant) on the other hand of the various solvents. The formal radius defines the solute/boundary distance in the continuum model, while in the cluster model they regulate the average distance between solute and solvent molecules and the average number of the latter in the first shells. The change in dipole in Table VI gives an indication about how the zeroth order wave function changes on solvation and, for the reasons given above, it is fairly constant as are the perturbations in the external field.

Finally, we note that for “acetone in acetone” the polarizability obtained from the experimental refractive index is indeed smaller than in the gas phase (see Table IV). The difference is much smaller than calculated in the present work, but at least it is consistent.
VII. SUMMARY AND CONCLUSIONS

We have developed a consistent scheme for computing (hyper)polarizabilities for quantum chemically treated systems embedded in a classical environment modeling some condensed phase in the frame work of our DRF method taking into account the effect of local fields. The method—with its discrete solvent molecules—is generous to important microscopic details like the instantaneous anisotropies in the solute–solvent interactions. Macroscopically homogeneous solutions were simulated by generating many solute–solvent configurations which were subject to QM/MM calculations to obtain properties over which was averaged. The results are more or less drastically different from approaches in which first the solvent is assumed to be homogeneous (continuum methods) or where first an “average configuration” is defined. Because of the sheer number of QM/MM calculations necessary in this approach we had to use a basis set that is (too) small for in particular the second hyperpolarizability. Hence our results are only qualitative, but they lead for aceton in eleven very different solvents systematically to (hyper)polarizabilities which are smaller than the gas phase values if the first few solvent shells are treated explicitly, in contrast to continuum solvent models. We present some evidence that the usual Lorentz field factor, more or less usual in extracting hyperpolarizabilities from experimental susceptibilities, may introduce errors of 50% or more.

We solved the local fields problem within the approximation that the response of the classical parts is strictly linear. We consider this not a serious restriction since higher order interactions tend to be rather small, in particular in liquids. Because of this assumed linear response, all local field factors can be obtained from a set of linear equations by applying a unit external field prior to any quantum chemical calculation. In fact, (model) local field factors could be calculated for correcting experimental results as long as reasonable information about structures is available.

For this paper we used only the coupled perturbative Hartree–Fock method, but the local field corrections are generally applicable, i.e., also for wave functions for which CPHF cannot be used or in finite field calculations.

We will in the near future develop a method to treat frequency dependent polarizabilities along the same lines.
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