Disentangling Genetic Risks for Metabolic Syndrome
van Walree, Eva S.; Jansen, Iris E.; Bell, Nathaniel Y.; Savage, Jeanne E.; de Leeuw, Christiaan; Nieuwdorp, Max; van der Sluis, Sophie; Posthuma, Danielle

published in
Diabetes
2022

DOI (link to publisher)
10.2337/db22-0478

document version
Publisher's PDF, also known as Version of record
document license
Article 25fa Dutch Copyright Act

Link to publication in VU Research Portal
citation for published version (APA)

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal?

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately and investigate your claim.

E-mail address:
vuresearchportal.ub@vu.nl
A quarter of the world’s population is estimated to meet the criteria for metabolic syndrome (MetS), a cluster of cardiometabolic risk factors that promote development of coronary artery disease and type 2 diabetes, leading to increased risk of premature death and significant health costs. In this study we investigate whether the genetics associated with MetS components mirror their phenotypic clustering. A multivariate approach that leverages genetic correlations of fasting glucose, HDL cholesterol, systolic blood pressure, triglycerides, and waist circumference was used, which revealed that these genetic correlations are best captured by a genetic one-factor model. The common genetic factor genome-wide association study (GWAS) detects 235 associated loci, 174 more than the largest GWAS on MetS to date. Of these loci, 53 (22.5%) overlap with loci identified for two or more MetS components, indicating that MetS is a complex, heterogeneous disorder. Associated loci harbor genes that show increased expression in the brain, especially in GABAergic and dopaminergic neurons. A polygenic risk score drafted from the MetS factor GWAS predicts 5.9% of the variance in MetS. These results provide mechanistic insights into the genetics of MetS and suggestions for drug targets, especially fenofibrate, which has the promise of tackling multiple MetS components.

Metabolic syndrome (MetS) is defined by the International Diabetes Federation and American Heart Association/National Heart, Lung, and Blood Institute as the presence of three out of five symptoms, including elevated fasting glucose (FG), low HDL cholesterol (HDL-C), high diastolic or systolic blood pressure (SBP), elevated triglycerides (TG), and increased waist circumference (WC) (1). MetS confers increased risk of coronary artery disease and type 2 diabetes (2,3) and is related to elevated risk for cholelithiasis and mental disorders, amongst others (4–6). The prevalence of MetS has increased rapidly among U.S. adults, from 25.3% in 1988–1994 to 38.3% in 2017–2018 (7–9). MetS is caused by a combination of environmental factors, such as a sedentary lifestyle and poor diet, and genetic factors (10), which are not yet completely understood. A single causative etiology to MetS has not been established; both obesity and insulin resistance have been thought to be at the core of MetS (11). Excess adipose tissue (especially abdominal) is known to release products that directly influence hypertension, hyperglycemia, and dyslipidemia (11). On the other hand, insulin-resistant muscle tissue can contribute to the development of MetS components as well (11). Twin heritability estimates of the individual MetS components range between 0.33 (TG) and 0.40 (HDL-C) (12). More recently, the largest genome-wide association study (GWAS) of MetS, by Lind (13), identified a number of genetic loci associated with MetS risk. This GWAS was run on 291,107 individuals with self-reported British descent and European ethnicity. MetS status was based on similar criteria as described above. While MetS is often studied based on phenotypic clustering, in this study we focus on genetic clustering of its components, by using structural equation modeling (SEM).

SEM is a multivariate statistical analysis technique that combines factor analysis and a structural (path) model (Supplementary Material). Next to its potential to explore latent constructs and their relationships with measured variables, an advantage of SEM is its ability to examine many (complex) relationships simultaneously while accounting for measurement error (14). Combined with genetics, 
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SEM can model the shared genetic architectures across phenotypes into one or more latent factors and identify variants with effects on this shared dimension (15).

It is well accepted and established that MetS, a combination of several risk factors, carries a greater risk for adverse clinical outcomes than a single risk factor (16,17). Furthermore, it is known that when one of the MetS components is present within an individual, e.g., increased WC, the chance that another is present as well is highly elevated. As MetS is not a disease that can be directly measured but, rather, is estimated based on phenotypic clustering of its components, this study exploits SEM to investigate whether genetics associated with the individual components show clustering as well. The following questions are asked: (1) To what extent are the genetic/biological elements for individual MetS components shared? (2) Can we leverage this genetic overlap to detect additional genetic loci associated with MetS? And (3) can we investigate biological features underlying MetS? To answer these questions, we applied genomic SEM (15) on previously published GWAS summary statistics to scrutinize the genetic factor structure underlying MetS. Having established one common factor using genomic SEM, we run a GWAS on this common MetS factor, identify functional features of associated single nucleotide polymorphisms (SNPs), and investigate overlap between the common MetS factor and the individual components. By addressing these questions, we aim to provide insight into the genetic architecture underlying MetS.

RESEARCH DESIGN AND METHODS

This study was performed according to a preregistered analysis plan (https://osf.io/kwq27/).

Input Summary Statistics

To maximize sample size, we selected GWAS reflecting a continuous spectrum of the MetS components FG, HDL-C, SBP, TG, and WC. Genomic SEM requires that GWAS be run with genome-wide arrays and so including no individuals genotyped on a targeted chip such as MetaboChip (15). We selected GWAS run on Europeans only. Furthermore, we choose only GWAS that were not corrected for BMI. Correcting for BMI is often performed, as metabolic traits are highly genetically correlated, but for our study this would not result in reflection of the underlying genetic structure properly because this would alter the correlation between WC and the other MetS components. Selected GWAS used in our main analyses are outlined in Supplementary Material, and a full description of methods can be found in the individual manuscripts.

Cross Trait Genetic Correlations

Observed scale SNP heritability was used instead of the customary liability scale heritability for binary phenotypes, for comparative purposes but also because the latter requires sample prevalence of a phenotype, which we could not estimate for the MetS factor. Observed scale SNP heritability assumes an underlying continuous liability, which is likely to be the case in MetS.

Exploratory and Confirmatory Factor Analysis

We used genomic SEM (15) to model multivariate genetic associations among MetS components based on genetic correlations and SNP heritabilities derived from GWAS summary statistics. Genomic SEM is not biased by sample overlap. In the first stage, the genetic covariance matrix, derived from LDSC, and sampling matrix for the five MetS components were estimated in genomic SEM. Quality control for this step consisted of removing SNPs with a minor allele frequency (MAF) <1% (when available), INFO score <0.9 (when available), SNPs from the MHC region, and SNPs not present in HapMap 3. MAF and INFO scores were not always available in the individual GWAS summary statistics, but filtering SNPs to HapMap 3 should ensure a set of relatively common SNPs of good quality.

First, an exploratory factor analysis (EFA) was performed to investigate how many factors were needed to describe the observed genetic covariance matrix between the five MetS components. For this EFA, promax rotation was used in the R factanal package (19). A scree plot was generated with the R nFactors package (20). As a one-factor model was suggested, a confirmatory factor analysis was run within genomic SEM to establish how well this one-factor model fitted the data. Model fit, used to evaluate the extent to which the model-implied covariance matrix approximates the empirical, observed covariance matrix, is considered good with comparative fix index values >0.95 (21). Furthermore, standardized root mean square values <0.10 are considered acceptable fit and <0.05 good fit (15).

Common Factor GWAS and Functional Annotation

Using the univariate genetic summary statistics for each of the components as indicators of the MetS genetic common factor, we used genomic SEM to run a GWAS on the MetS factor. Following genomic SEM guidelines, quality control for this step involved restricting to SNPs with an INFO score >0.6 (when available) and to SNPs present in the 1000 Genomes phase 3 European reference data set with a MAF of >1% in the reference panel (22). The qqman package in R was used to generate a Manhattan plot (23). Summary statistics and code are publicly available via https://ctg.cncr.nl/software/summary_statistics. Summary statistics obtained from the common factor MetS GWAS and those from the individual risk factor GWAS were submitted to FUMA v1.3.7 (24) for exploration of functional consequences of all candidate SNPs, with use of default parameters. Additionally, MAGMA,
version 1.08 (25), was used in FUMA to perform gene-based, gene-set, and gene-property analyses (Supplementary Material). To further specify expression of identified genes, we used FUMA to run cell-type analyses with expression data from mouse and human brain single-cell RNA-sequencing analyses (26).

**Polygenic Prediction**

We used common factor MetS and MetS components summary statistics to predict variance explained of FG, HDL-C, SBP, TG, and WC measurements as well as MetS diagnosis in an external data set, from the Framingham Heart Study (FHS), using polygenic risk scoring. Quality control is described in Supplementary Material. Because FHS subjects were included in the GWAS of FG, HDL-C, and TG that were used in this study, we used Erase Sample Overlap and Relatedness (EraSOR) (27) to correct for sample overlap (14% for FG and 7% for HDL-C and TG) (Supplementary Material). We then calculated polygenic risk scores (PRS), which consist of the sum of GWAS alleles weighted by their effect sizes, to predict MetS diagnosis and MetS component measurements in FHS, with PRSice-2 (28). We used summary statistics from the MetS components (adjusted with EraSOR for FG, HDL-C, and TG because of sample overlap with FHS), the EraSOR-adjusted MetS factor, and Lind GWAS, with default parameters. Sex, age, and the first 20 principal components were added as covariates. Finally, we investigated the ability to predict MetS diagnosis with a logistic regression model containing the MetS factor PRS and covariates and a model with all the MetS components PRS and covariates. We calculated Nagelkerke $R^2$ and compared the performance of the two models with a likelihood ratio test using the rms package in R (20,29).

**Drug Gene Set Analysis**

For identification of drugs associated with MetS that may be candidates for treatment, genetically informed drug repurposing was performed with use of DRUGene Set Analysis (DRUGSEA) (30), a software tool for performing drug–gene set analysis. DRUGSEA tests drug-phenotype associations using competitive gene set analysis in MAGMA (25) (Supplementary Material).

**Data and Resource Availability**


**RESULTS**

**Genetic Correlations Between MetS Components**

Genetic correlation is a quantitative parameter that describes the genetic relationship between two traits or between two GWAS on the same trait. Genetic correlations between GWAS summary statistics of the MetS components (Table 1 and Supplementary Table 1), calculated with LD Score regression (LDSC) (18), are negative for HDL-C, as expected, because decreased HDL-C is a MetS component (11), and positive for all others. The highest correlation is between HDL-C and TG ($r_G = -0.60 \pm 0.07$) (Fig. 1A and 1B).
SBP has relatively the lowest correlation with other components, confirming conjectures that blood pressure is less “metabolic” than other components (11). Despite the varying magnitude of genetic correlation between MetS components, all except one correlation are significant (Fig. 1A and Supplementary Table 3), suggesting that a shared genetic structure underlies MetS.

**Factor Analyses**
For investigation of how many latent factors should be constructed, an EFA was performed. Results from this analysis suggest retaining one factor (Supplementary Fig. 4A), which corresponds well with reported phenotypic factor models of MetS (31). A follow-up confirmatory factor analysis shows adequate fit to the data \( \chi^2(5) = 28.42, P = 3.01 \times 10^{-5}, \) comparative fit index = 0.95, standardized root mean square = 0.058. This model (hereafter referred to as “the MetS factor”) was selected as our final factor model. Factor loadings are relatively high (0.45–0.70) for HDL-C, TG, WC, and FG and lower but still significant for SBP (0.22 \( P = 2.69 \times 10^{-21} \)) (Fig. 1B and Supplementary Table 4).

**Common Factor GWAS**
We then used the MetS factor, summarizing the genetic variance shared between the five MetS components, to identify SNPs associated with MetS. We employed genomic SEM, which can be used even in the case of uneven sample sizes or sample overlap (15), to conduct a common factor GWAS on the MetS factor; i.e., we estimated individual SNP effects, using an effective population size of 461,920 (as estimated with genomic SEM). We identify
6,718 genome-wide significant ($P < 5\times 10^{-8}$) SNPs (Fig. 1C) tagging 318 independent ($r^2 < 0.1$) lead SNPs located in 235 genomic risk loci (Supplementary Table 5). The estimated LDSC linkage disequilibrium intercept indicates no evidence of bias due to uncorrected population stratification ($\text{intercept} = 0.97$ [SE 0.02]) (Supplementary Fig. 4C).

Total observed scale SNP heritability ($h^2$) for our MetS factor is 0.14 (SE 0.01), compared with 0.09 (0.005) observed scale $h^2$ from the largest GWAS on MetS to date by Lind (13). This previous GWAS, which was based on phenotypic assessment (the presence of three or more of five components) of binarized MetS, yielded 61 loci (13), of which we replicated 35 (Supplementary Table 6).

Functional Annotation
Because SNPs affect phenotypes through influencing gene expression or protein structure, we mapped SNP-level results to genes in four ways. FUMA (24) was used to annotate individual significant SNPs to genes through results to genes in four ways. FUMA (24) was used to annotate individual significant SNPs to genes through

**DESIGN AND METHODS**

study. SNPs were mapped to 518 significantly associated genes (Supplementary Table 7). Additionally, MAGMA (25) was used to perform a gene-based association study. SNPs were mapped to 518 significantly associated genes ($P < 2.82\times 10^{-6}$ [0.05/17,706 genes]) (Supplementary Fig. 4B and Supplementary Table 8). A total of 328 genes were mapped with all four methods (Supplementary Table 9). Of those, ABCA1 was especially notable because it was mapped by four separate loci on four different chromosomes. ABCA1 aids HDL-C in transporting excess cholesterol and has a function in TG metabolism and blood glucose homeostasis (32,33).

As genes do not function in isolation, we ran a competitive gene set analysis in MAGMA, which tests whether the mean association of genes within a gene set with the genetic MetS factor is stronger than that of genes not represented in that gene set. Fifteen gene sets are significantly enriched at $P < 3.23\times 10^{-6}$ (0.05/15,481 gene sets) (Fig. 2A and Supplementary Table 10). Six of these are involved in lipoprotein particle remodeling. Because there is considerable overlap between these gene sets, we used a series of conditional gene set analyses to better characterize these associations (see RESEARCH DESIGN AND METHODS and Supplementary Table 10). This indicates that there were five independently associated gene sets: TG-rich lipoprotein particle remodeling, DNA binding, DNA repair after ultraviolet radiation, and negative and positive regulation of the biosynthetic process (Supplementary Table 10). Most results are in line with findings from earlier MetS (13,34,35).

Next, we examined which tissues and cell types were enriched for genes associated with the MetS factor. Linking MAGMA gene-based $P$ values to tissue-specific gene expression, we observe strong enrichment (significant at $P < 9.26\times 10^{-4}$ for 54 tissues) of genes expressed in the cerebellum ($P = 7.72\times 10^{-10}$ and $P = 4.99\times 10^{-10}$ for the cerebellum and cerebellar hemisphere, respectively), as well as the (frontal) cortex (Brodmann area 9, $P = 2.38\times 10^{-4}$, and cortex, $P = 2.81\times 10^{-4}$) and the pituitary ($P = 4.04\times 10^{-4}$) (Fig. 2B and Supplementary Table 11).

The significance of brain tissue was confirmed with FUMA cell-type analyses in mice, which show enrichment (significant at $P < 6.21\times 10^{-5}$ for 805 cell types) in brain neurons ($P = 2.04\times 10^{-5}$), embryonic mesencephalic neurons (neuropeptide Y high) ($P = 2.13\times 10^{-5}$) and oligodendrocyte precursor cells ($P = 4.72\times 10^{-5}$), besides enteroendocrine cells from the large intestine ($P = 1.90\times 7.0$), which produce gut hormones that coordinate appetite, food absorption, digestion, and insulin secretion (36) (Fig. 2C and Supplementary Table 12). All significant cell types remain significant after within-data set conditional cell-type analysis with forward selection (with repeatedly retaining the cell type with the lowest marginal $P$ value for each pair of significantly associated cell types).

Focusing on human brain cells, we find strong associations (significant at $P < 1.96\times 10^{-4}$ for 255 cell types) with GABAergic cells (midbrain GABA cells, $P = 1.21\times 10^{-12}$; midbrain neuroblast GABA cells, $P = 3.72\times 10^{-12}$; GABAergic neurons in the prefrontal cortex at gestational week 26, $P = 1.25\times 10^{-10}$; GABAergic neurons in the prefrontal cortex at gestational week 23, $P = 1.70\times 10^{-8}$; hippocampal GABAergic2 interneurons, $P = 1.03\times 5$; and GABAergic neurons in the prefrontal cortex at gestational week 16, $P = 3.64\times 10^{-5}$), cells belonging to the dopamine system (midbrain dopaminergic 1 cells, $P = 1.28\times 10^{-6}$, and pyramidal neurons from the hippocampal Cornu Ammonis 1 region, $P = 1.19\times 4$), and neuroblasts (midbrain mediodorsal neuroblast 5 cells, $P = 1.16\times 6$) (Fig. 2D and Supplementary Table 13). After within-dataset conditional cell type analysis, associations for midbrain GABA cells, GABAergic neurons in the prefrontal cortex at gestational week 26, hippocampal GABAergic2 interneurons, and pyramidal neurons from the hippocampal Cornu Ammonis 1 region remained significant.

**Overlap Between MetS Components and MetS Factor**

To examine what the MetS components share and what makes them unique, we investigated overlapping loci, genes, gene sets, tissues, and cell types among the MetS components and the MetS factor. Of the 235 loci associated with MetS factor, 27 do not overlap with any loci for MetS components, 155 overlap with loci associated with one MetS component, and 53 overlap with loci associated with two or more MetS components (Supplementary Table 14). One MetS locus is significant in four of the five components. Whereas to conclude that these overlapping loci represent the same signal would require functional follow-up...
studies, this overlap does suggest that some genetic signal of MetS components is shared.

From further scrutinizing overlap among MetS components in loci, mapped genes from the MAGMA gene-based analysis, gene sets, tissues, and cell types, we can conclude there is little pairwise overlap (Fig. 3 and Supplementary Tables 14–19). Overall, both our MetS factor and the Lind GWAS show the largest overlap with WC (except for gene sets and for mouse cell types). Because WC both had the highest factor loading on the MetS factor and had the highest SNP heritability (Table 1), we aimed to investigate to what extent WC is driving our MetS results. We therefore repeated the MetS factor GWAS without WC. Results are described in Supplementary Material. The results suggest that, even though there is significant genetic correlation with the MetS factor.
when we leave out WC, the functional features differ, and WC therefore seems to be a key determinant of the genetics associated with the MetS factor. However, we cannot rule out that the large overlap of the MetS factor GWAS with the WC GWAS is determined by the power of the latter.

Genetic Correlations With External Traits

In investigation of whether the MetS factor showed genetic overlap with other traits, we used LDSC to estimate genetic correlations of our MetS factor GWAS with various external traits. The genetic correlation between the MetS factor GWAS and Lind GWAS is 0.92 (Fig. 4 and Supplementary Table 26). The MetS factor shows significant (at \(P = 1.92 \times 10^{-12}\)) positive genetic correlations with known phenotypically associated diseases and traits: type 2 diabetes (\(r_G = 0.69, P = 3.39 \times 10^{-3}\)), cholelithiasis (\(r_G = 0.52, P = 2.34 \times 10^{-31}\)), coronary artery disease (\(r_G = 0.48, P = 1.58 \times 10^{-75}\)), childhood BMI (\(r_G = 0.47, P = 2.03 \times 10^{-38}\)), and very severe respiratory confirmed COVID-19 (\(r_G = 0.26, P = 6.30 \times 10^{-7}\)). Less expected significant positive genetic correlations are with attention-deficit/hyperactivity disorder (\(r_G = 0.16, P = 7.54 \times 10^{-11}\)), cannabis use disorder (\(r_G = 0.16, P = 5.47 \times 10^{-7}\)), and height (\(r_G = 0.10, P = 9.08 \times 10^{-9}\)). Significant negative genetic correlations were found with age at first birth (\(r_G = -0.40, P = 5.01 \times 10^{-82}\)), educational attainment (\(r_G = -0.37, P = 5.97 \times 10^{-123}\)), anorexia nervosa (\(r_G = -0.22, P = 2.40 \times 10^{-15}\)), and schizophrenia (\(r_G = -0.09, P = 7.97 \times 10^{-7}\)).

Polygenic Prediction

To investigate predictive power of the MetS factor GWAS, we calculated PRS with PRSice-2 (28) using summary statistics of the MetS factor, the MetS components used in this study, and the Lind GWAS (13). We then investigated what proportion of phenotypic variance of FG, HDL-C, SBP, TG, WC, and MetS explained in unrelated second and third generation participants of the FHS (\(n = 2,095\)). Because the FG, HDL-C, and TG GWAS contained FHS participants, we corrected those summary statistics for sample overlap with EraSOR (27) and reran our MetS factor GWAS with those adjusted summary statistics. Variance explained in MetS is 0.059 with MetS factor GWAS summary statistics, which is higher than all other summary statistics (Fig. 5 and Supplementary Table 27). Furthermore, variance explained by MetS PRS plus covariates is 0.21 (Nagelkerke \(R^2\)), whereas variance explained by all MetS component PRS.
plus covariates is 0.19, showing that the MetS PRS predictive abilities are better than the sum of its parts \( (P = 0.0058) \) (Supplementary Table 28).

**Drug Repurposing**

To investigate whether any clinically used drugs are candidates to treat MetS, we ran a drug-repurposing analysis with DRUGSEA (30). After competitive and conditional gene-set analyses, one drug is significantly associated with MetS factor, fenofibrate \( (P = 7.84 \times 10^{-6}) \) (Supplementary Table 29). Fenofibrate activates the peroxisome proliferator–activated receptor \( \alpha \), which triggers lipoprotein lipase leading to lipolysis and improved HDL-C and TG levels (37). Additionally, several drug categories were enriched for drugs with high MAGMA \( Z \) statistics from the drug gene set analysis run in MAGMA (Supplementary Material).

**DISCUSSION**

Leveraging the power advantage expected in a genomic SEM approach, we studied the genetics of MetS, which was defined by a combination of FG, HDL-C, SBP, TG, and WC. We show that the genetic and biological elements associated with MetS components are most often unique (see Supplementary Note for a disquisition about whether MetS can be seen as a [homogeneous] syndrome). Their modest but significant genetic correlation was modeled into a common MetS factor, and a GWAS run on that factor yielded 235 associated genome-wide significant loci and provided new biological insights in MetS etiology.

First, our MetS factor GWAS results point toward involvement of the brain, especially the cerebellum. Many food intake–regulating hormones cross the blood-brain barrier and act as signaling factors in the central nervous system, controlling appetite and adipose tissue lipolysis, for example. Tissue enrichment analysis of genes found in the Lind GWAS also pointed uniquely toward involvement of the cerebellum (Supplementary Table 17), confirming our findings. In a recent study by Low et al. (38), the cerebellum showed differences in neural activity in individuals
with Prader-Willi syndrome, a syndrome characterized by obesity and lack of satiation. They later showed that activating neurons within the mouse cerebellum led to a pronounced reduction of food intake. They suggested that this was guided by an increase in striatal dopamine levels and a reduction of the phasic dopamine response following food consumption, which is likely to reduce meal size by attenuating the reward value of food. Zooming in on human brain cells, we find a strong signal for dopaminergic cells as well as GABAergic cells. Targeting GABAergic pathways might be a promising therapeutic strategy for improving MetS and associated diseases; GABA knockdown in mice improved insulin sensitivity, decreased food intake, and induced weight loss (39).

Second, we observed positive genetic correlations with diseases known to be phenotypically associated with MetS, such as coronary artery disease and type 2 diabetes. Furthermore, MetS factor showed genetic correlations with neuropsychiatric diseases such as attention-deficit/hyperactivity disorder, smoking initiation, insomnia, major depressive disorder, cannabis use disorder, and schizophrenia. This is consistent with earlier reports that revealed clinical (40) or genetic (41,42) overlap between MetS components and neuropsychiatric disease and is backed by the neuroregulatory cell involvement and the enrichment of antidepressant drugs in the drug repurposing analysis.

Third, our MetS factor GWAS showed the highest overlap, both genetically and in follow-up results, e.g., the enrichment of brain tissues (43), with WC. Furthermore, the most significant loci from the MetS factor GWAS are near FTO and MC4R, two genes strongly implicated by obesity GWAS (44). This corresponds with other studies that point toward abdominal obesity, which exacerbates other cardiometabolic risk factors, as a major driving force and therapeutic target of MetS (11,45). The Lind GWAS also showed relatively the largest overlap with WC, albeit less pronounced than our MetS factor. However, our MetS factor GWAS is affected by the large sample size and high SNP heritability ($h^2 = 0.20$) of the WC GWAS, and WC’s relatively high genetic factor loading on the MetS factor, which increases power to detect WC-related SNP effects on the MetS factor (15). Larger sample size and higher SNP heritability also affect the power to detect enriched gene sets, tissues, and cell types and might have been insufficient for FG and TG, for example.

Finally, results of drug repurposing analyses suggest fenofibrate as a potential therapeutic agent. Early trials show a moderate beneficial effect of fenofibrate on cardiovascular events (46), but recent reports indicated a significant reduction of major cardiovascular events in individuals with MetS with fenofibrate used as an add-on to statin (adjusted hazard ratio 0.74 [95% CI 0.58–0.93], $P = 0.01$) (47). Furthermore, it has been suggested that fenofibrate might have a greater beneficial effect in individuals with multiple MetS features (48). Studies in rodents show that fenofibrate targets multiple MetS components, including TGs, HDL-C, insulin resistance, and obesity (49–51). However, it is unlikely that one drug would prove to be a panacea for all individuals with MetS, given the heterogeneity of the syndrome.

It is important to consider this work in the light of its main limitations. As we did not have access to an independent, well-powered sample to replicate our MetS factor GWAS findings, our results should be interpreted with caution. The GWAS summary statistics of SBP that we used did not correct for antihypertensive medication use. However, the well-powered GWAS on SBP from the International Consortium for Blood Pressure (ICBP) cohort all corrected for BMI, which would lead to an incorrect genetic structure of the proposed SEM model. We therefore opted for the uncorrected SBP GWAS by Watanabe et al. (52). Also, mapped SNPs and genes might not be causative. Fine mapping and further functional experiments

Figure 5—Variance explained by MetS factor GWAS summary statistics, the MetS components GWAS summary statistics used to define MetS factor, and the largest phenotypic MetS GWAS, by Lind. $R^2$ indicates the proportion of variance explained by the PRS, independent of covariates. MetS Lind, phenotypic MetS GWAS by Lind.
could point toward causative genes and guide therapeutic strategies, such as is exemplified for metabolic traits by Akbari et al. (53), for example. Furthermore, our results depend on the availability of functional data sets in FUMA. Finally, the samples used in our study are, for technical reasons, restricted to individuals of European ancestry and might not generalize to the general population.

In conclusion, to tackle the complex observed phenotypic and genetic covariance of the components that make up MetS, we have used an SEM approach that leverages genetic correlations of individual components to delineate the genetic architecture of MetS (10). We show shared and unique enrichment in specific biological pathways among MetS components, tissues, and cell types. Our findings give starting points for further functional follow-up experiments and provide valuable information for potential therapeutic targets.
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