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An ultrahigh-speed spectral domain optical coherence tomography (SD-OCT) system is presented that achieves acquisition rates of 29,300 depth profiles/s. The sensitivity of SD-OCT and time domain OCT (TD-OCT) are experimentally compared, demonstrating a 21.7-dB improvement of SD-OCT over TD-OCT. In vivo images of the human retina are presented, demonstrating the ability to acquire high-quality structural images with an axial resolution of 6 μm at ultrahigh speed and with an ocular exposure level of less than 600 μW.
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Optical coherence tomography (OCT) is a highly sensitive interferometric technique that measures light reflected from within tissue.1 Nearly all systems developed to date are based on time domain OCT (TD-OCT). In this method the length of the reference arm in an interferometer is rapidly scanned over a distance corresponding to the imaging depth range.

In spectral domain OCT (SD-OCT), also known as Fourier domain OCT, no mechanical scanning of the reference arm is required. Instead, the cross-spectral density at the detection arm of the interferometer is measured by means of a spectrometer.2 Although this technique has been demonstrated for in vivo dermal and retinal imaging,3,4 it has only recently been demonstrated both theoretically and experimentally that a sensitivity improvement of several orders of magnitude could potentially be realized in SD-OCT compared with TD-OCT.5,6

In this Letter we describe an ultrahigh-speed SD-OCT system at 840 nm that acquires depth profiles at a rate of 10,000 and 29,300 per second. In Fig. 1 the experimental setup is shown. The interferometer and slit lamp interface are described in Ref. 7. Briefly, the source was a superluminescent diode (Superlum, Moscow, Russia) with a polarized power of 4.6 mW and a FWHM spectral width of 50 nm centered at 840 nm. In the interferometer configuration employed here, an 80/20 fiber splitter was used, such that 20% of the source light was directed to the slit lamp, where the power incident on the eye was limited to 600 μW by the American National Standards Institute (ANSI) maximum permissible exposure.8 Upon return from the slit lamp, 80% of the light was directed to the detection arm, resulting in improved collection efficiency. To acquire the cross-spectral density in the detection arm, a high-speed spectrometer was constructed.

The light emitted from the detection arm fiber tip was collimated by a lens with a focal length of 50 mm. The collimated beam was incident on a 1200-line/mm transmission grating with a diffraction efficiency of 95%. Diffracted light was then focused onto a 2048-element line scan camera (Basler, Ahrensburg, Germany) with a pixel size of 10 μm × 10 μm by a three-element lens with a focal length of 100 mm. The quantum efficiency η of the spectrometer–detector combination was 28%, which was determined by the ratio of the optical power detected by the line scan camera and the power at the detection arm fiber tip. The spectral range was 150 nm, and the spectral resolution δλ was 0.075 nm at a center wavelength λ0 of 840 nm. In SD-OCT the depth range z is inversely
proportional to the spectral resolution \( \delta \lambda \) and is given by \( z = \lambda_0^2/4n\delta \lambda \), resulting in a depth range of 2.3 mm in air or 1.7 mm assuming a refractive index of \( n = 1.38 \) in the eye.

The maximum line rate of the camera was 29.3 kHz and data could be transferred continuously to computer host memory by CameraLink at a resolution of 10 bits/pixel. The maximum digital value (1024) corresponded to 185,000 electrons. Shot-noise-limited detection could be achieved over nearly the full spectrum.

Only the real part of the complex cross-spectral density is detected in SD-OCT, resulting in a signal \( S_{\text{SD}} \) given by\(^5,6\)

\[
S_{\text{SD}} = \frac{\eta^2 e^2 P_{\text{ref}} P_{\text{sample}} \tau_i}{E_v^2} [\varepsilon^2], \tag{1}
\]

where \( e \) is the electron charge; \( P_{\text{ref}} \) and \( P_{\text{sample}} \) are the reference arm and sample power per detector element respectively, at the detection arm fiber tip; \( \tau_i \) is the integration time, and \( E_v \) is the photon energy.

The readout and dark noise, shot noise, and relative intensity noise (RIN) contributions to the overall noise in electrons squared per readout cycle and per detector element are given by\(^5,6\)

\[
\sigma_{\text{noise}}^2 = \sigma_r^2 d^2 + \eta e^2 P_{\text{ref}} \tau_i + \left( \frac{\eta e^2 P_{\text{ref}}}{E_v} \right)^2 \tau_i \tau_{\text{coh}} [\varepsilon^2], \tag{2}
\]

where the sample arm power was assumed to be much smaller than the reference arm power,\(^9\) with \( \sigma_r = d^2 \) being the sum of the readout noise and the dark noise and \( \tau_{\text{coh}} = (2 \ln 2/\pi)^{1/2} \lambda_0^2/c \delta \lambda \) being the coherence time, where \( c \) is the speed of light.\(^5,6\)

The optimal signal-to-noise ratio (SNR) performance is achieved when shot noise dominates both readout noise and RIN.\(^9\) Shot noise dominates RIN when their ratio is larger than one, i.e., \( E_v/\eta P_{\text{ref}} \tau_{\text{coh}} > 1 \). With the values for our system, at the detection arm fiber tip, the reference arm power per detector element should be smaller than 40 nW for this condition to be met. Even at the shortest integration time of the camera (34.1 \( \mu \)s), a pixel well will be saturated at a power of 4.6 nW (corresponding to 185,000 electrons); thus overall system noise will never be dominated by RIN. Based on a measured readout and dark noise of 108 electrons (rms), shot noise dominates readout noise at light levels exceeding 11,664 detected electrons, or 1/16th of the full well depth. The SNR is not limited by the digitization process since the readout and dark noise are larger than half the analog-to-digital resolution (90 electrons).

To compare directly the SNR performance of TD-OCT and SD-OCT, a weak reflector was placed in the sample arm of our system. The power reflected by the weak reflector measured at the detection arm was 1.3 nW. The polarization states of sample and reference are light were carefully aligned to maximize interference. First, 256 depth profiles at a speed of 4 ms per depth profile were acquired with our TD-OCT system, scanning over a depth of 1.4 mm in air. The signal pass bandwidth (BW) was 100 kHz. Then the detection arm was connected to the spectrometer, and 256 spectra were acquired at a speed of 100 \( \mu \)s per spectrum. To reduce fixed pattern noise in the SD-OCT measurement, each individual spectrum was divided by the average spectrum of 1000 reference arm spectra. The resulting spectrum was multiplied by a Gaussian to reshape the spectrum.\(^11\) A Fourier transform links \( z \) and \( k \) space. Because of the nonlinear relation between \( k \) and \( \lambda \), the spectra were interpolated to create evenly spaced samples in the \( k \) domain before Fourier transformation of the spectra to generate depth profiles.

Figure 2 shows the averaged depth profiles acquired with the respective configurations, demonstrating a SNR of 44.3 and 50 dB for TD-OCT and SD-OCT, respectively. Both depth profiles were normalized on the reflectivity peak. The TD-OCT measurement was shifted such that the peaks coincide. Some fixed pattern noise was still present in the SD-OCT measurement, resulting in peaks at 84 and 126 \( \mu \)m. Since the SD-OCT system was 5.7 dB more sensitive and operated at a speed 40 times faster (corresponding to 16 dB) than the TD-OCT system, the combined sensitivity improvement was 21.7 dB or a factor of 148. The theoretical shot-noise-limited SNR in TD-OCT and SD-OCT are given by, respectively,\(^5,6\)

\[
\text{SNR}_{\text{TD}} = \frac{\eta P_{\text{sample}}}{E_v \text{BW}}, \quad \text{SNR}_{\text{SD}} = \frac{\eta P_{\text{sample}} \tau_i}{E_v}, \tag{3}
\]

resulting in 46.7 dB (TD-OCT) and 51.9 dB (SD-OCT), where \( \eta = 0.85 \) was used for a photodiode in TD-OCT. The measured TD-OCT and SD-OCT SNRs were respectively 2.4 and 1.9 dB less than the theoretical optimal performance, where 1 dB in TD-OCT was determined to be due to thermal noise contributing to the total noise. The measured coherence function FWHM...
was 8.3 \mu m in air, corresponding to 6 \mu m in tissue (n = 1.38). The sensitivity of SD-OCT is expected to drop by 4 dB over the full depth range because of the finite detector element size.\textsuperscript{5} Experimentally, a drop of 4 dB was measured over the first one third of the depth range, which might be due to cross talk between adjacent detector elements or a reduced effective spectral resolution.

To demonstrated the ability of our SD-OCT system to acquire high-quality retinal images in vivo at ultra-high speed, the right eye of one human volunteer was measured using an incident power on the cornea of 580 \mu W. Figure 3 shows an image of an area around the optic nerve head, acquired in 34.1 ms, constructed from 1000 consecutive spectra with an integration time per spectrum of 34.1 \mu s. To reduce the fixed pattern noise, individual spectra were not corrected with a separately acquired reference spectrum as described earlier but with a spectrum obtained by averaging over the same 1000 spectra of the image. The ratio of the maximum value within the image over the average noise level at a depth of 500 \mu m was 40 dB. To optimize the display, the image was gray scale coded over a dynamic range of 40 dB, from 4 dB below the maximum value (saturating a small number of data points) to 4 dB below the average noise level at 500 \mu m. The image shows detailed structures of the optic nerve head and layers of the retina, similar to TD-OCT imaging of the retina.\textsuperscript{12} The presence of fixed pattern noise is visible as horizontal lines in the image. In addition, autocorrelation noise, generated by interference of the sample arm light reflected from different depths, is visible near the top of the image in depth profiles with strong signals.

In conclusion, we have experimentally demonstrated a sensitivity improvement of SD-OCT over TD-OCT by a factor of 148 (21.7 dB) and ultrahigh-speed in vivo human retinal OCT imaging at 29,300 depth profiles/s, resulting in cross-sectional imaging at a video rate with 6-\mu m resolution. At these speeds, realignment of depth profiles becomes obsolete, revealing the true topography of the optic nerve head. Motion artifacts, commonly present in both research and commercial ophthalmic OCT systems are greatly reduced, thus minimizing the image distortion by involuntary eye movement. The demonstrated speed improvement allows for a shift from two-dimensional sampling to comprehensive three-dimensional screening of ocular pathology with OCT.
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