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B-DNA model systems in non-terran bio-solvents:
implications for structure, stability and
replication†

Trevor A. Hamlin, a Jordi Poater, *bc Célia Fonseca Guerra ad and
F. Matthias Bickelhaupt *ae

We have computationally analyzed a comprehensive series of Watson–Crick and mismatched B-DNA

base pairs, in the gas phase and in several solvents, including toluene, chloroform, ammonia, methanol

and water, using dispersion-corrected density functional theory and implicit solvation. Our analyses shed

light on how the molecular-recognition machinery behind life’s genetic code depends on the medium, in

order to contribute to our understanding of the possibility or impossibility for life to exist on exoplanetary

bodies. Calculations show how a common non-terran environment like ammonia, less polar than water,

exhibits stronger hydrogen-bonding affinities, although showing reduced selectivities towards the correct

incorporation of Watson–Crick base pairs into the backbone. Thus, we prove the viability of DNA replication

in a non-terran environment.

1. Introduction

For many years, we have been asking ourselves fundamental
questions as to why biology on Earth is the way it is. In parti-
cular, why is water the principal solvent, and has life evolved to
thrive in aqueous media simply because it is the most abundant
bio-solvent present on Earth?1–4 Also, why are there four
key nucleotides in the alphabet of all genetic materials that
form preferential base pairs, a purine with a pyrimidine?1–4

Unfortunately, the most correct answer to these questions at
this moment is that we simply do not know, as we have not yet
found evidence of life other than on Earth. When scanning our
Solar System for potential life, scientists are drawn to key
characteristics that are essential to life, as we know it here on
Earth, such as being located in a habitable zone, and having a
rocky composition, a molten core, a protective atmosphere,
aqueous conditions, and organics.1–5

There are a few extraterrestrial locations where life has been
speculated to be present due to the availability of a few require-
ments for life. These include the planets Mars6,7 and Venus8 and
several planetary moons (Jupiter: Europa,9,10 and Saturn: Titan11

and Enceladus12). Water exists in various forms – liquid, icy
mixtures, gas – or transiently throughout our Solar System.13–18

Icy water and ammonia are common media and have been
detected on Uranus’ small satellite Miranda,19 Neptune,20 Quaoar
in the Kuiper belt,21 and Charon,22 one of Pluto’s known moons.
On Titan, methane is present in the form of rain, ice, and oceans,23

and methanogenic life based in liquid methane has been pro-
posed.11 Exoplanets, planets outside our Solar System, are also
being searched for life. In these cases, the search for life is limited
to the spectroscopic detection of possible life-indicator gases
(O2, O3, H2O, CO, and CH4) in the atmosphere of the planets
orbiting distant stars, which may indicate the existence of extinct
or extant living organisms.24 Very recently, gas-phase methanol
has been detected in a protoplanetary disk.25

Versions of life can thrive under conditions of extreme radia-
tion, oxidative stress, pressure, temperature, pH, aridity, and
salinity, and with scarce nutrient availability.26,27 Recently, it
was shown that dissolved NH4Cl in primary cultures has no
effect on DNA polymerase activity and that the synthesis of DNA
in rat astroglial cells proceeds, albeit less efficiently when com-
pared with aqueous conditions.28 We hope to lay the framework
towards understanding which aspects of biochemistry are robust
and more universal, compared to terrestrial life, and which
aspects are changing in other bio-solvents, specifically DNA
replication. To assess and quantify the interactions governing
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b Departament de Quı́mica Inorgànica i Orgánica & Institut de Quı́mica Teòrica i
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the structure, stability, and replication of DNA, we employ
quantum chemical calculations (DFT). We do not attempt to
find alternatives to common biochemistry. Our purpose is
rather to analyze the robustness of molecular recognition and
biochemical processes with respect to deviation of the medium
from the terran bio-solvent: water. We focus on B-DNA, as
opposed to other forms (e.g. A, BI, BII, C, D, Z),29 as it is the
form that predominates in living cells. A B-DNA double helix is
depicted in Fig. 1.30,31

Recently, our group has investigated terrestrial biochemistry
and has shown the dependence of replication on p–p stacking
and aqueous solvation in DNA replication.32–34 Our findings
detail the importance of the harmony between hydrogen-
bonding, solvation effects, twist angles, and p–p stacking
interactions present in a template–primer complex in the
stability of complementary and mismatched base pairs.32–34

Computational studies investigating the stability of unnatural
DNA base pairs and stacks have also been carried out by other
groups.35–37 We build on previous work by developing an
understanding of how both the stability of DNA base pairs
and intrinsic affinity (i.e., in the absence of an enzyme) of the
template–primer complex to select the correct natural DNA base
changes in different solvents. To fully appreciate the calculated
base pairing affinity values, we have designed computational
models that are independent of the DNA polymerase active site,
based on the fact that it has been shown that even in the
absence of DNA polymerase a selectivity of up to 97% can be
achieved through chemical template-assisted primer extension.38,39

This allows us to focus on the intricate interactions between the
DNA bases without complicating interactions from amino acids
in the active site.

Our approach focuses on the known DNA bases as a starting
point, so as to aid in the understanding of one of the most
fundamental processes of life, that is, DNA replication. We
realize that the RNA world likely predated the DNA world,40 but
our understanding of the high fidelity of DNA replication is still
incomplete.41–44 We focus our analysis on Watson–Crick base
pairs, which are predominant in DNA duplexes; however, we
recognize that Hoogsteen hydrogen bonding also occurs.45 Our
calculations include modeling the stability and replication of
B-DNA in vacuo and in toluene, chloroform, ammonia, methanol,
and water. These five solvents in the range er = [2.4, 78.4] were
chosen to emulate a wide spectrum of solvent polarities. Toluene
was selected as a general hydrocarbon.46 We seek to understand
whether the combination of a different bio-solvent and other
conditions would still favor Watson–Crick over mismatched base
pairing (Fig. 2).

2. Computational details
2.1. General procedure

All quantum chemical calculations were carried out using the
ADF47,48 program using dispersion-corrected density functional
theory (Grimme’s DFT-D3 correction with Becke–Johnson
damping)49,50 at the BLYP-D3(BJ)/TZ2P51–53 level of theory. The
BLYP-D3(BJ) functional has been shown to accurately reproduce
hydrogen-bonding structures and energies for A–T and G–C
Watson–Crick pairs and stacked configurations. This functional
also accurately describes interaction and bonding energies of
p–p stacked nucleotide base complexes (see Section 2.2). The
p-stacking and hydrogen-bonding energies were found to be in

Fig. 1 Structures of B-DNA and Watson–Crick base pairs. Hydrogen atoms on the B-DNA helix have been removed for clarity.
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excellent agreement with the best ab initio CCSD(T)54 bench-
mark data.55 The nitrogenous bases and hydrogen-bonded base
pairs were optimized using the Cs symmetry constraint to
simulate the nearly planar geometry of B-DNA. As previously
shown, there is a negligible difference in stability between fully
optimized structures obtained using planar Cs-symmetric structures
and C1-symmetric non-planar geometries.33 The bond energies of
the relaxed C1- and Cs-conformations differ by 0.1 kcal mol�1 or less
(except for the G–A system that differs by 0.6 kcal mol�1 due to
pyramidalization of the amino group).56,57 Throughout the manu-
script we refer to X–Y (hydrogen-bonded bases) and X/Y (stacked
bases). Molecular figures were generated using CYLview.58

Solvation effects are approximated using the COSMO model,
which defines a cavity surrounding the molecule and then
applies a dielectric continuum.59–62 Klamt’s implicit solvation
model has been applied in various studies for successfully
simulating biological systems in solution, including solute–
solute hydrogen bonding.63–70 Molecular dynamics calculations
simulating implicit and explicit solvation have also been pre-
viously carried out on similar systems.71–74 To determine the
validity of using implicit solvation in our systems, we have also
modelled the affinity of G–C with explicit aqueous solvation;
specifically, four water molecules in the plane of the DNA base
pair (geometry is taken from the X-ray crystal structure56) com-
bined with implicit solvation in water using COSMO. The
similarity of both the hydrogen bond lengths and affinities
obtained from the two approaches suggests that implicit solva-
tion is adequate for reproducing the characteristics of hydrogen
bonding (see the ESI† for details).69,70 These results are in line
with our previous findings.56

Bonding interactions have been analyzed by means of an
activation strain (or distortion–interaction) analysis.75–80 The
total bonding energy DEbond can be decomposed into two major
components, see eqn (1).

DEbond = DEstrain + DEint (1)

Specifically, the strain energy DEstrain is associated with deforming
the DNA bases from their individual equilibrium geometry to the
structure they adopt in the H-bonded complex and the interaction
energy DEint corresponds to the stabilizing energy change when
the separated bases are combined to form the base pair.

2.2. Benchmark study

It is critical that the exchange and correlation DFT functional
accurately describes non-bonding interactions between stacked
nucleotide bases. We have tested the performance of five
density functionals in reproducing the interaction and bonding
energy for stacked A/T and G/C complexes obtained from high-
level ab initio benchmark calculations.55 The optimized struc-
tures of the nucleotide base stacks, optimized at the RI-MP2/
TZVPP level,81–84 are shown in Fig. 3.55

Single-point calculations were run on the optimized RI-MP2/
TZVPP structures and the results are summarized in Table 1.
BP8651,85 is shown to consistently overestimate both the DEint and
DEbond of the stacked nitrogenous bases by about 0.8 kcal mol�1,
while PBE86 underestimates the stabilization by more than
1.0 kcal mol�1. The M06-2X87,88 and B3LYP89 functionals per-
formed better, yet still underestimate interaction energies. The
BLYP functional produced energetic values that are in excellent
agreement with the CCSD(T) benchmark data. Furthermore, full
geometry optimizations were carried out using BLYP-D3(BJ)/TZ2P
to determine if it would yield more accurate energetic values than
single points. The BLYP-D3(BJ) energies obtained from both
geometry optimizations and single point calculations are of similar
quality, thereby proving the adequate description of the energetics
by BLYP-D3(BJ). As a means to reduce computational cost while
still maintaining accuracy, single point calculations were selected
for these relatively large completely stacked systems. The remain-
der of the systems analyzed in this paper have been fully optimized
or optimized with constraints (see Section 2.3 for details).

2.3. Model system

There are two main aspects of the present work. The first involves
a systematic investigation of solvent effects on the structure and

Fig. 2 Effect of varying bio-solvent and other general conditions on
biochemical processes. Highlighted in green are processes that could
occur if there is a variation in environmental and other conditions along
with a change in bio-solvent, whereas in red are bio-chemical processes
that will not occur.

Fig. 3 Optimized structures at the RI-MP2/TZVPP level of stacked A/T
and G/C nucleotide bases.
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stability of DNA base pairs comprised of the four nucleotide
bases: adenine (A), thymine (T), guanine (G), and cytosine (C).
The individual bases have been fully optimized in Cs symmetry.
The affinity of two DNA bases (X–Y1) forming a hydrogen-bond
complex has been calculated and the DNA base pairs included
in the study are shown in Fig. 4. For these experiments, the
optimized individual bases are placed in a geometry that allows
for favorable hydrogen-bonding and then a geometry optimiza-
tion is performed enforcing Cs symmetry. Additionally, the orien-
tation of the H-bonded base pairs (positioning of the terminated
glycosidic bond) allows for the experimentally observed a-helical
rotation.

The second aspect of this work involves stacked base pairs
(X–Y1 and Z–Y2). Nitrogenous base X is an incoming base to
template–primer complex Y1/Z–Y2 (Fig. 5). The structures of
the dissociated X and Y1/Z–Y2 are obtained by a full geometry
optimization and a constrained optimization, respectively.
The constrained geometry optimization involved relaxation of
the front atoms of Y1 (i.e., hydrogen-bond acceptor groupsQN–
and {CQO, and hydrogen-bond donor groups {C–NH2 and
{NH). This procedure was employed in a previous study32 and
has been shown to account for the essential geometrical relaxa-
tion associated with hydrogen bonding.56,90 The sugar/phosphate

backbone has been removed and hydrogen atoms have been
substituted in its place as we wish to focus on the docking of
the incoming base.32 Separating the base pairs by a distance of
3.4 Å and rotating them to a twist angle of 361 accounts for the
effect of the backbone. Similar stacked base pair models, also
excluding the backbone, have been used to study the properties
of ring expanded nucleobases.36,37 Furthermore, previous work
by Wetmore and coworkers detailed that inclusion of the
phosphodiester backbone leads to slightly modified stationary
points for nucleotide deglycosylation, but simplified models
involving terminating the glycosidic bond with a capping group
proved to be a good compromise between accuracy and com-
putational efficiency.91

3. Results and discussion
3.1. Hydrogen-bonds in Watson–Crick base pairs

Upon inspection of the hydrogen-bond lengths and bond energies
for A–T and G–C provided in Tables 2 and 3, respectively, it can be
seen that solvation in polar solvents leads to a weakening of the
bonds. Polar solvents stabilize the lone pair of the donor, thereby
leading to weaker interactions and, in general, longer hydrogen

Table 1 Computed stacking energies (in kcal mol�1) for A/T and G/C systems with various DFT functionals, and comparison to benchmark CCSD(T)
dataa

BP86-D3(BJ)b PBE-D3(BJ)b M06-2Xb B3LYP-D3(BJ)b BLYP-D3(BJ)b Benchmark CCSD(T)c BLYP-D3(BJ) optimizationb

A/T DEint �13.1 �10.5 �11.4 �11.2 �12.3 �12.3 �12.5
DEbond �12.4 �9.8 �9.9 �9.8 �11.6 �11.6 �11.7

G/C DEint �19.8 �17.6 �19.3 �19.3 �19.1 �19.0 —d

DEbond �17.8 �15.6 �16.1 �15.8 �17.0 �16.9 —d

a Single point energy calculations performed at specified levels on the geometries obtained from the benchmark study.55 b Calculations were
performed in vacuo with the TZ2P basis set. c Extrapolation to the complete basis set (CBS). d The optimized geometry at the BLYP-D3(BJ)/TZ2P
level was no longer a stacked system. Instead, the system rearranged to a hydrogen-bonded complex during the optimization process.

Fig. 4 DNA base pairs with the hydrogen atom in blue indicating where the glycosidic bond has been terminated.
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Fig. 5 Schematic (a and c) and on-scale atomistic (b and d) representation of the complex of two DNA base pairs stacked at 3.4 Å congruently (a and b) and
with a mutual rotation of 361 (c and d).

Table 2 Hydrogen-bond distances (in Å) and total bonding energies (in kcal mol�1) of the A–T Watson–Crick base pair in a range of solvents

Medium Gas phase Toluene Chloroform Ammonia Methanol Water
Dielectric constant (e)a — 2.4 4.8 16.9 32.6 78.4

DEbond
b �16.7 �12.3 �10.3 �8.9 �8.6 �8.4

HB1 1.861 1.873 1.879 1.879 1.881 1.879
HB2 1.731 1.754 1.770 1.779 1.780 1.790

a Dielectric constant used in COSMO calculations. b Computed at the BLYP-D3(BJ)/TZ2P level, in the respective medium.

Table 3 Hydrogen-bond distances (in Å) and total bonding energies (in kcal mol�1) of the G–C Watson–Crick base pair in a range of solvents

Medium Gas phase Toluene Chloroform Ammonia Methanol Water
Dielectric constant (e)a — 2.4 4.8 16.9 32.6 78.4

DEbond
b �30.5 �21.7 �17.4 �13.6 �12.8 �12.3

HB1 1.698 1.764 1.794 1.822 1.826 1.831
HB2 1.850 1.856 1.858 1.861 1.862 1.862
HB3 1.852 1.830 1.821 1.810 1.809 1.808

a Dielectric constant used in COSMO calculations. b Computed at the BLYP-D3(BJ)/TZ2P level, in the respective medium.
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bonds (a detailed analysis of the base pair affinities is provided
in Section 3.2). The hydrogen-bonding energy decreases from
�16.7 to�8.6 kcal mol�1 from the gas to aqueous phase, i.e. the
affinity between the two DNA bases is halved. The weakening of
the affinity causes both hydrogen bonds of the A–T base pair to
elongate because each base has a hydrogen-bond donor and
acceptor. Hydrogen-bond elongations of 0.018 Å and 0.059 Å of
HB1 and HB2, respectively, are observed when comparing the
geometry in the gas phase with that in the aqueous phase.

By shifting our focus to the G–C Watson–Crick base pair now,
we see that the weakening of the hydrogen-bonding energies
is more extreme, from �30.5 to �12.3 kcal mol�1 from gas to
aqueous solvation. Thus, increasing the polarity of the solvent
not only makes A–T and G–C present weaker hydrogen bonds
(HB), but their relative strengths also get closer. With respect to
the hydrogen-bond lengths, HB1 and HB2 elongate upon solva-
tion in polar media. HB1 undergoes the most drastic change in
hydrogen-bond distance, varying from 1.698 Å in the gas phase
to 1.831 Å in aqueous media, with an overall distance of 0.133 Å,
whereas the change of HB2 is only 0.012 Å. Interestingly, there
is a single exception to this general trend of hydrogen-bond
elongation upon solvation, specifically HB3 of the GC base pair.
HB3 contracts 0.044 Å when moving from the gas phase to
aqueous media. This can be rationalized by the net buildup
of charge separation from having two proton donors on G and
two proton acceptors on C; especially in the gas phase, this
charge buildup is repulsive, leading to the longest hydrogen
HB3 bond length that becomes shorter as the polarity of the
solvent increases.

3.2. Affinity of one individual base for another base

To gain insight into the nature of DNA stability in various solvents
from an energetic standpoint, we computed the affinity of an

individual Y1 base forming a hydrogen-bonded complex with
X as the energy change associated with reaction (2). From this
information, we can gain insight into the preferred base pairing
in each solvent environment. The computations were performed
at the BLYP-D3(BJ)/TZ2P level, with full geometry optimization of
X, Y1, and X–Y1 in the gas phase, toluene, chloroform, ammonia,
methanol, and water in Cs symmetry. The results of these
calculations are summarized in Table 4.

X + Y1 - X–Y1 (2)

Table 4 summarizes the energy of affinity (DEaff) of the Watson–
Crick base pairs and mismatches. In general, the DEaff system-
atically decreases as the solvent polarity increases, with the average
loss of stabilization being 4.3, 6.3, 7.7, 8.0, and 8.1 kcal mol�1,
when moving from the gas phase to toluene, chloroform,
ammonia, methanol, and water, respectively. A and T have a
high affinity for forming mismatches with G (A–G and T–G) in
the gas phase and in non-polar solvents toluene, and chloro-
form. The mismatch A–G is energetically preferred over the
Watson–Crick base pair, A–T, by 2.0 kcal mol�1 in the gas
phase. The energetic preference for the mismatch decreases in
magnitude as the solvent becomes more polar; when solvated
in ammonia, A–T becomes energetically favored over A–G and
this is true for the increasingly polar methanol and water
solvents as well. This switch in affinity is due to the relative
increase in solvation energy of the G base compared to A, T,
and C. Thus, in more polar solvents G is solvated to a higher
degree, thereby reducing the H-bonding ability.

The mismatch T–G is either preferred over or as energeti-
cally favorable as the Watson–Crick base pair T–A in all of the
solvents included in this study. Unlike our previous study (BP86-
D3(BJ)/TZ2P), we find that solvent effects in aqueous media
(BLYP-D3(BJ)/TZ2P) do not fully correct for the mispairing affinity

Table 4 Affinity values (in kcal mol�1) of DNA bases Y1 for model nucleotides Xa

Medium Gas phase Toluene Chloroform Ammonia Methanol Water
Dielectric constant (e)b — 2.4 4.8 16.9 32.6 78.4

Base pair X–Y1

A–A �8.2 �5.6 �4.6 �3.8 �3.8 �3.7
A–T �16.7 �12.3 �10.3 �8.9 �8.6 �8.4
A–G �18.7 �13.2 �10.6 �8.6 �8.1 �8.0
A–C �8.5 �5.4 �4.1 �3.3 �3.3 �3.1

T–A �16.7 �12.3 �10.3 �8.9 �8.6 �8.4
T–T �13.3 �9.8 �8.5 �7.9 �7.6 �7.8
T–G �17.6 �12.5 �10.4 �8.9 �8.6 �8.4
T–C �14.3 �9.6 �7.5 �6.1 �5.7 �5.8

G–A �18.7 �13.2 �10.6 �8.6 �8.1 �8.0
G–T �17.6 �12.5 �10.4 �8.9 �8.6 �8.4
G–G �15.2 �11.5 �9.4 �8.0 �7.6 �7.6
G–C �30.5 �21.7 �17.4 �13.6 �12.8 �12.3

C-A �8.5 �5.4 �4.1 �3.3 �3.3 �3.1
C-T �14.3 �9.6 �7.5 �6.1 �5.7 �5.8
C–G �30.5 �21.7 �17.4 �13.6 �12.8 �12.3
C–C �10.6 �7.4 �5.5 �4.2 �3.5 �3.7

a Computed at the BLYP-D3(BJ)/TZ2P level, in the respective medium (DEaff). Affinity values in bold are energetically favored. b Dielectric constant
used in COSMO calculations.
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of T.32 In the gas phase, the mismatch T–G is preferred over T–A
by 0.9 kcal mol�1. Similar to the A–T vs. A–G case, the energetic
preference for the mismatch T–G over T–A is diminished when
moving to increasingly polar solvents. In ammonia, methanol,
and water the affinities of T–G and T–A are indistinguishable
within the accuracy of the calculations. More details on ration-
alizing the favorability of this mismatch are provided in the next
section. Thus, even though water is necessary for the correct
selectivity of A–T, it is now demonstrated how a polar non-terran
medium (i.e. ammonia) exhibits very similar biomolecular recog-
nition to aqueous terran environments.

The recognition of both G and C for their Watson–Crick
counterpart is very robust, with the respective affinity being
greater than any mismatch in each of the solvents. The forma-
tion of three hydrogen bonds is key to stability and allows G–C
to be the most stable base pair. In the gas phase, the formation
of G–C is energetically preferred by any combination of mis-
matches by more than 11 kcal mol�1. This preference diminishes
as the polarity of the solvent increases, and under aqueous
conditions the DDEaff between G–C and A–T decreases to
3.9 kcal mol�1. When comparing the gas phase values to those
in aqueous media, the weakening of the G–C interaction is
18.2 kcal mol�1, compared to A–T, which is 8.3 kcal mol�1

weaker. Solvation of the three hydrogen bonds leads to the
biggest loss of stability as described previously.

3.3. Affinity of the template–primer complex for a base

Next, we computed the affinity of the template–primer models
Y1/Z–Y2 for an incoming nucleotide X (Fig. 5) as the energy
change associated with reaction (3). The calculations were
carried out at the BLYP-D3(BJ)/TZ2P level with full geometry
optimization of X and constrained optimization of Y1/Z–Y2 in
the gas phase, toluene, chloroform, ammonia, methanol, and

water (details of the constraints can be found in Section 2.3). All
possible combinations are explored with X = A, T, G, and C and
Y1/Z–Y2 = A/T–A, T/A–T, G/C–G, and C/G–C. The results of these
calculations are summarized in Table 5.

X + Y1/Z–Y2 - X–Y1/Z–Y2 (3)

Stacking interactions lead to a stronger overall affinity for an
incoming nucleotide to the template–primer complex, with the
affinity being doubled in most cases, compared to the hydrogen-
bonded bases in Section 3.2.

Selectivity is enhanced in this stacked complex system,
thereby allowing less polar media than water to almost achieve
terran biomolecular recognition. Similar to the study involving
the affinity of X for Y1 in Section 3.2, both X = A and T binding
to [X]–T/A–T and [X]–A/T–A, respectively, are prone to mismatch
with G (Table 5). Incorporation of G into [X]–A/T–A is equally as
favorable compared to T, the correct Watson–Crick counter-
part, in ammonia and methanol. Under aqueous conditions,
binding of T to [X]–A/T–A is favored over G by 0.9 kcal mol�1. In
the gas phase and in toluene, the preference for the template
primer [X]–T/A–T to bind the mismatch G over A is favored by
2.0 kcal mol�1. This preference for forming a mismatch with G
is inverted in chloroform and increasingly polar solvents. The
apparent competition in forming A–T Watson–Crick pairs in
the primer–template complex with the mismatches A–G and
T–G is confirmed in experimental studies where incorporation
of G is observed in the absence of DNA polymerase.39

This competition could have an important effect on the DNA
replication mechanism in other solvents than water, as the T–G
mismatch could appear in a B-DNA structure stacked with G–C,
which is always favorable regardless of the solvent. Nonetheless,
we must again point out that the role of DNA polymerase has
not been taken into account in the present work, although it

Table 5 Affinity values (in kcal mol�1) of model template–primer complexes Y1/Z–Y2 for model nucleotides Xa

Medium Gas phase Toluene Chloroform Ammonia Methanol Water
Dielectric constant (e)b — 2.4 4.8 16.9 32.6 78.4

Template–primer complex Y1/Z–Y2 Incoming nucleotide X
[X]–A/T–A A �12.7 �10.8 �9.6 �9.6 �9.7 �9.4

T �22.9 �18.4 �16.5 �14.7 �14.4 �14.2
G �25.3 �19.4 �16.6 �14.7 �14.4 �13.3
C �15.0 �11.3 �9.2 �8.4 �8.1 �7.8

[X]–T/A–T A �26.1 �19.1 �17.4 �17.1 �16.1 �15.6
T �23.6 �17.1 �15.0 �15.6 �12.9 �13.1
G �28.1 �19.6 �17.0 �16.4 �15.1 �13.6
C �22.4 �15.4 �12.8 �12.9 �11.9 �9.8

[X]–G/C–G A �22.3 �18.1 �16.0 �14.8 �14.2 �13.6
T �22.2 �17.9 �15.9 �15.0 �14.8 �12.9
G �15.2 �13.7 �12.5 �12.6 �12.4 �10.9
C �31.8 �25.2 �21.7 �19.2 �18.9 �16.7

[X]–C/G–C A �15.3 �12.3 �11.1 �10.8 �10.7 �10.9
T �23.1 �17.5 �14.7 �12.6 �11.8 �10.5
G �38.3 �29.6 �24.8 �21.8 �20.9 �19.3
C �13.9 �12.3 �11.0 �10.1 �9.5 �8.0

a Computed at the BLYP-D3(BJ)/TZ2P level, in the respective medium (DEaff). Affinity values in bold are energetically favored. b Dielectric constant
used in COSMO calculations.
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has previously shown that already in the absence of this enzyme,
a selectivity of up to 97% can be achieved through chemical,
template-assisted primer extension.38,39 Thus, this effect could
be even more pronounced through enzymatic amplification.
Furthermore, we have demonstrated computationally how in
ammonia, a common non-terran bio-solvent, correct selectivity
for the incoming nucleotide may be already achieved to a similar
extent to that in water. This supports recent experimental studies
which show that DNA replication proceeds in ammonia, albeit
less efficiently, with ammonia not having an effect on DNA
polymerase activity.28

The formation of the Watson–Crick [C]–G/C–G and [G]–C/G–C
complexes is more favorable than any other mismatch in any of
the solvents tested in this study. This is further evidence showing
the resiliency of G and C for their Watson–Crick counterparts. An
incoming purine to a complementary template–primer complex
to form the Watson–Crick base pair is always more energetically
favorable than the corresponding pyrimidine. For example, the
energy of A and T binding to their corresponding complementary
complex is �26.1 and �22.9 kcal mol�1, respectively, whereas for
G and C it is �38.3 and �31.8 kcal mol�1, respectively, and is
known as the ‘‘nearest neighbor’’ effect.32

4. Conclusions

The performance of biomolecular recognition in non-terran bio-
solvents has been analyzed by means of dispersion-corrected
DFT calculations on a series of Watson–Crick and mismatched
DNA base pairs. Solvation in polar solvents causes a systematic
weakening of the hydrogen bonds, attributed to the stabilization
of the lone pairs of the electronegative atoms that form these
bonds. Furthermore, with respect to the selectivity of the incoming
nucleotide versus the primer template, an increase of polarity of
the media shifts the affinity preferences towards Watson–Crick
pair formation. Thus, when instead of aqueous media we move to
common non-terran solvents, either ammonia or water/ammonia,
the affinity is larger (less weakened compared to in vacuo).
Nonetheless, for correct pairing of A–T, aqueous solvation may
be necessary due to the experimentally known competition
towards the formation of the G–T base pair. But more importantly,
besides water, ammonia also comes very close to correct
Watson–Crick pairing, an effect that is even more pronounced
towards the expected working system if enzyme amplification
would be taken into account. Therefore, we show in silico that
replication of the DNA code may be viable, to some extent, on
planetary bodies with non-terran media.
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J. Martı́nez-Frı́as, P. Conrad, T. McConnochie, C. Cockell,
G. Berger, A. R. Vasavada, D. Sumner and D. Vaniman, Nat.
Geosci., 2015, 8, 357–361.

15 R. M. E. Williams, J. P. Grotzinger, W. E. Dietrich, S. Gupta,
D. Y. Sumner, R. C. Wiens, N. Mangold, M. C. Malin, K. S.
Edgett, S. Maurice, O. Forni, O. Gasnault, A. Ollila, H. E.
Newsom, G. Dromart, M. C. Palucis, R. A. Yingst, R. B.
Anderson, K. E. Herkenhoff, S. Le Mouélic, W. Goetz, M. B.
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55 P. Jurečka, J. Šponer, J. Černy and P. Hobza, Phys. Chem.
Chem. Phys., 2006, 8, 1985–1993.

56 C. Fonseca Guerra, F. M. Bickelhaupt, J. G. Snijders and
E. J. Baerends, J. Am. Chem. Soc., 2000, 122, 4117–4128.
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