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Abstract

In contemporary society, ethics has permeated various �elds, including the ever-
expanding realm of software engineering. Software-intensive systems, deeply inter-
woven into our lives, hold the power to impact individuals and society, often giving
rise to ethical issues. Understanding and addressing the ethical issues surrounding
systems have thus become imperative. Dealing with these issues necessitates the in-
tegration of ethical aspects, encompassing a wide spectrum of human values, into the
architecture design of software systems. This integration presents multifaceted chal-
lenges, as ethical aspects transcend straightforward rule adherence. The complexities
of human values and the contextual nature of ethics complicate their incorporation
into software design. This complexity necessitates a meticulous analysis of the in-
tended purpose of systems, the relevant stakeholders, and their ethical concerns
and values. Despite ongoing research in ethics and technology, the methods for
identifying stakeholders, extracting ethical values, and translating them into design
requirements remain elusive. This underlines the need for dedicated efforts to estab-
lish comprehensive practices that embed ethical values within software architecture
design.
This thesis presents several contributions to SE ethics, encompassing various as-
pects. It establishes a thorough understanding of stakeholders and ethical values
in software engineering, offering practical tools like a stakeholder map and a value
model. Additionally, it delves into the ethical considerations of software architecture.
Furthermore, it introduces a card-based game, aimed at enhancing the integration
of ethical aspects into software architecture design. Lastly, the thesis evaluates pro-
posed ethics-driven instruments ( i.e., the stakeholder map and the value model)
to assess their effectiveness in supporting ethical considerations, through a case
study. These contributions collectively advance the discourse and practice of ethical
considerations within the software engineering �eld.
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Sommario

Nella società contemporanea, l'etica ha permeato vari campi, compreso l'ampio
mondo in continua espansione dell'ingegneria del software. I sistemi ad alta inten-
sità di software, profondamente interconnessi nella nostra vita, hanno il potere di
in�uenzare individui e la società, spesso dando origine a questioni etiche. Compren-
dere e affrontare le questioni etiche legate ai sistemi è quindi diventato imperativo.
Affrontare tali questioni richiede l'integrazione di aspetti etici, che comprendono
un'ampia gamma di valori umani, nella progettazione architettonica dei sistemi soft-
ware. Questa integrazione presenta s�de complesse, poiché gli aspetti etici vanno
oltre la semplice osservanza delle regole. Le complessità dei valori umani e la natura
contestuale dell'etica complicano la loro incorporazione nella progettazione del soft-
ware. Questa complessità rende necessaria un'analisi meticolosa dello scopo previsto
dei sistemi, degli stakeholder rilevanti e delle loro preoccupazioni etiche e dei valori.
Nonostante la continua ricerca nell'ambito dell'etica e della tecnologia, i metodi per
identi�care gli stakeholder, estrarre i valori etici e tradurli in requisiti di progettazione
rimangono sfuggenti. Questo sottolinea la necessità di sforzi dedicati per stabilire
pratiche complete che incorporino i valori etici nella progettazione dell'architettura
del software.
Questa tesi presenta diversi contributi all'etica dell'ingegneria del software, che
comprendono vari aspetti. Essa stabilisce una comprensione approfondita degli
stakeholder e dei valori etici nell'ingegneria del software, offrendo strumenti pratici
come una mappa degli stakeholder e un modello di valore. Inoltre, approfondisce
le considerazioni etiche dell'architettura del software. Inoltre, introduce un gioco
basato su carte, mirato a potenziare l'integrazione degli aspetti etici nella proget-
tazione dell'architettura del software. In�ne, la tesi valuta gli strumenti etici proposti
(cioè la mappa degli stakeholder e il modello di valore) per valutare la loro ef�cacia
nel supportare le considerazioni etiche, attraverso uno studio di caso. Questi con-
tributi avanzano collettivamente il discorso e la pratica delle considerazioni etiche
all'interno del campo dell'ingegneria del software.
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Samenvatting

In de hedendaagse samenleving heeft ethiek verschillende domeinen doordron-
gen, waaronder het voortdurend uitbreidende vakgebied van software-engineering.
Software-intensieve systemen, diep verweven in ons leven, hebben de kracht om indi-
viduen en de maatschappij te beïnvloeden en leiden vaak tot ethische vraagstukken.
Het begrijpen en aanpakken van de ethische kwesties rondom systemen is dan ook
van essentieel belang. Het omgaan met deze vraagstukken vereist de integratie van
ethische aspecten, die een breed spectrum van menselijke waarden bestrijken, in
de architectonische ontwikkeling van software systemen. Deze integratie brengt
veelzijdige uitdagingen met zich mee, omdat ethische aspecten verder gaan dan een-
voudige regelnaleving. De complexiteit van menselijke waarden en de contextuele
aard van ethiek bemoeilijken hun opname in softwareontwerp. Deze complexiteit
vereist een grondige analyse van het beoogde doel van systemen, de relevante be-
langhebbenden en hun ethische zorgen en waarden. Ondanks voortdurend onder-
zoek naar ethiek en technologie blijven de methoden voor het identi�ceren van
belanghebbenden, het extraheren van ethische waarden en het vertalen daarvan naar
ontwerpeisen ongrijpbaar. Dit onderstreept de noodzaak van toegewijde inspannin-
gen om uitgebreide praktijken vast te stellen die ethische waarden verankeren in het
ontwerp van softwarearchitectuur.

Deze scriptie presenteert verschillende bijdragen aan SE-ethiek, die verschillende
aspecten omvatten. Het biedt een grondig begrip van belanghebbenden en ethische
waarden in software engineering, met praktische tools zoals een belanghebben-
denkaart en een waarde model. Daarnaast behandelt het de ethische overwegingen
van softwarearchitectuur. Verder introduceert het een kaartspel, gericht op het ver-
beteren van de integratie van ethische aspecten in het ontwerp van softwarearchitec-
tuur. Ten slotte evalueert de scriptie voorgestelde ethische instrumenten (d.w.z. de
belanghebbendenkaart en het waarde model) om hun effectiviteit bij het onderste-
unen van ethische overwegingen te beoordelen, via een casestudy. Deze bijdragen
bevorderen gezamenlijk het discours en de praktijk van ethische overwegingen bin-
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nen het vakgebied van software engineering.
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1 Introduction

“Science brings
SOCIETY
to the next level;
ETHICS
keep us there.”

Dr. Hal Simeroth

This chapter is based on q R. Alidoosti “ Ethics-driven software architecture decision-making ”, In 2021
IEEE 18th International Conference on Software Architecture Companion (ICSA-C) (pp. 90-91) [3].
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Chapter 1. Introduction

1.1 Background

In the contemporary landscape, the study of ethics exerts a pervasive in�uence that
extends well beyond the realm of philosophy. The resonance of ethical considerations
can be heard across a diverse spectrum of �elds, transcending traditional boundaries
and taking root in domains as varied as medicine and business management [ 39].
This widespread incorporation of ethical deliberation underscores its profound im-
portance in our complex and interconnected world. At its essence, ethics stands as
a foundational branch of philosophy, dedicated to addressing profound questions
related to human values and morality. Ethical inquiry delves deeply into the funda-
mental essence of human existence and our interactions with the world. Within this
philosophical framework, ethics serves as a guiding light, illuminating concepts that
lie at the heart of our ethical deliberations, including the notions of right 1 and good2,
and their counterparts, wrong 3 and bad 4 [166, 167, 58, 55].

Over the last decade, the �eld of software engineering has turned its attention to
ethics. In this context, ethics refers to a set of principles and rules that assist software
engineers in adhering to the welfare, justice, and safety of users and society. These
rules provide guidance for software engineers in their activities and decision-making
during the software design and development process [ 75]. As pointed out by Albrecht-
slund [ 2], until the twentieth century, ethics had been occupied with theories like
utilitarianism [121] and deontology [72], which dominated the ethical debate within
philosophy. Recently, however, ethical debates have broadened to include an applica-
tion perspective and controversial problems concerning software-intensive systems,
commonly referred to as “systems” [ 2]. With emerging systems and technologies,
ethicists have shifted their focus from analyzing the consequences of a system to
actively shaping and designing systems. By increasing the designers' awareness about
the contexts in which a system is intended to be used, developers can consider more
about humanities (including aesthetics and ethics). Consequently, the focus of ethics
has evolved from being theory-oriented to becoming an integral part of the design
process. Similarly, systems have transitioned from being solely technology-driven
to being more attuned to values [ 2]. This shift has been prompted by the increasing
reliance on systems, which wield considerable in�uence over people's lives, leading to
intricate social and ethical rami�cations that affect individuals and society. Despite

1It is derived from “rectus”, signifying alignment with rules.
2It implies something desirable and acceptable.
3It means not in accordance with what is morally right or good.
4It is the opposite of good and implies something undesirable, unacceptable, and not pleasing in every

manner.
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1.2 Research Problem

its growing importance, ethics within software engineering often remains overlooked.
Failures in these systems can potentially harm individuals and society, leading to con-
sequences such as �nancial loss and reputation damage, and in some cases, can even
go as far as risking human life. Systems can promote, support, undermine, or corrupt
the common values of individuals and society. There are countless examples of such
cases where systems have not been designed to respect human values. Consider the
Corona-Warn App, a COVID-19 contact-tracing application utilized in Germany [ 38])
as an example of potential harm towards individuals and their values. Despite its
role in enhancing contact-tracing ef�cacy, the app could potentially compromise
privacy and data security by exposing users' identities and locations. As another
example, consider robotics and autonomous systems. They could raise ethical con-
cerns by displacing speci�c workers and, in doing so, harm individuals' employment;
or introduce bias in their decision-making (stemming from biased training data) and
consequently cause risks for certain groups of individuals [200].

While certain ethical considerations have found their place within the domain of
software systems, their current scope falls short of providing comprehensive support
for SE ethics. For instance, prevailing software engineering methodologies have
diligently addressed human values such as security and privacy, ensuring their inte-
gration into design practices. However, other crucial values like transparency and
equality have regrettably remained at the periphery of attention. This situation high-
lights the presence of a considerable body of knowledge dedicated to the proper
treatment of technical and business values within the realm of software design. Nev-
ertheless, a noticeable void emerges in the realm of ethical guidance. Speci�cally,
there is a conspicuous absence of established guidelines for effectively managing
the broader spectrum of human values within the �eld of software engineering [ 197].
This de�ciency underscores the pressing need for the development of methodologies
and best practices that address this signi�cant ethical gap in this �eld.

1.2 Research Problem

Ethics is inherently context-dependent, as the perception of what is ethical or morally
acceptable can �uctuate signi�cantly depending on factors such as speci�c circum-
stances, cultural norms, societal values, and individual perspectives within a given
context or situation. This complexity contributes to the dif�culty in readily identi-
fying ethical issues and highlights the complexity of dealing with them. It is worth
noting that ethical aspects often exist in shades of gray, rather than being easily cat-
egorized as right or wrong, good or bad, or black or white. As a result, the study of
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ethics and the integration of ethical aspects presents intricate challenges across all
�elds.

In the context of software engineering, achieving ethics cannot be reduced to a mere
adherence to a predetermined set of rules and standards (such as the ACM/IEEE
Software Engineering Code of Ethics). Ethical aspects are not akin to straightforward
rules or requirements that can be tested. Thus, software engineers feel the necessity
of developing multidisciplinary approaches that consider ethical aspects and embed
ethical values (including but not limited to well-being, welfare, and human rights)
into the practice of architecture design [ 58]. However, the existing landscape lacks
well-established practices or approaches that holistically facilitate the integration
of these ethical aspects into the decision-making processes of software architecture
design. This underscores the ongoing challenge in comprehensively incorporating
ethics into software engineering.

We should consider ethics and its aspects as “�rst-class entities” in software engineer-
ing. To do so, there is a need to consider such aspects at the suitable abstraction levels
of software design and development ( i.e., software architecture and architecture de-
sign decision-making). Depending on the context in which a system is supposed to
be used, and the intrinsic ambiguity of ethical values, it is not easy to support these
aspects. Therefore, we need to analyze such a context and support such values in soft-
ware architecture and architecture design decision-making. More precisely, we need
to understand and know the ethical issues that can cause harm to individuals and
societies, who would be affected by ethical issues and their concerns, what are the
important ethical values (which are intrinsically ambiguous), and how to take them
into account in software architecting. Our research is dedicated to devising methods,
models, and techniques to embed ethical values within software architecture design.

The recognition of ethical aspects necessitates an ongoing analytical process that
embraces the intricacies of social life, values complexity over simplicity, emphasizes
collective responsibility over individual accountability, and centers on open dialogues
rather than seeking immediate solutions [ 55]. Making architecture design decisions—
encompassing both technical and non-technical dimensions—with an eye on ethical
aspects is an intricate and demanding endeavor. During the decision-making process,
it becomes imperative to make certain trade-offs in order to ful�ll a spectrum of
constraints, encompassing clients' needs, environmental considerations, societal
effects, and many other dif�cult and intangible ethical issues. To effectively tackle
these intricacies, practitioners and architects need to analyze the non-technical and
ethical aspects inherent to the systems at hand ( e.g.,factors related to humanity and
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society). This is particularly important to thoroughly assess the implications of their
decisions [123, 75].

Understanding the ethical aspects of systems requires a deep understanding of the
systems themselves and their stakeholders. This entails fostering the habit of re-
�ecting on all stakeholders involved and assessing their interests during architecture
design decision-making [ 123]. More precisely, seeking ethical values in design de-
cisions, identifying stakeholders who affect or are affected by the systems, and also
assessing the ways in which stakeholders, their rights, and well-being will be affected
could aid the practitioners in this context. By doing so, the practitioners would be
able to identify the potential ethical issues and achieve enhanced understanding of
the ethical implications of their decisions. This approach additionally enables them
to discover ways to balance the impacts of their decisions.

Despite the existing research in the area of ethics and technology, there remains a
dearth of understanding regarding the methods to identify pertinent stakeholders,
extract ethical values, and subsequently translate them into software requirements
that can be addressed through architecture design decisions. This challenge under-
scores the critical necessity for comprehensive frameworks and methodologies to
bridge this gap effectively, ensuring that ethical considerations are integrated into
the software development process.

1.3 Research Goal and Research Questions

In this thesis, our primary goal is to enable software architects to design responsible
systems from an ethical point of view. This involves promoting ethical values such
as transparency and fairness while preventing ethical issues like discrimination and
bias. To achieve this objective, we frame the main research question (RQ) of this
thesis as follows:

RQ: How can ethically responsible systems be designed to support ethical values?

In pursuit of addressing this RQ, we outline four research sub-questions (RQ1-RQ4)
that are articulated to enable software architects to investigate the nature of ethical
aspects and incorporate these aspects in the context of systems. To cultivate an
understanding of ethical considerations in software design and development, it
becomes essential to comprehend the contemporary landscape of ethics in software
engineering (SE ethics). This realization, in turn, serves as the driving force behind

5



Chapter 1. Introduction

the formulation of our research question in the following manner:

RQ1: What is the state of the art of SE ethics?

The answer to RQ1 enables us to provide an understanding of the existing research
gaps in SE ethics, thereby laying the foundation for constructing a comprehensive
body of knowledge concerning stakeholders and SE ethical values. In particular, we
can provide a stakeholder map, a visual representation designed to delineate the
various system stakeholders and present a value model, a structured framework to
categorize ethical values and recognize the relations among them. Gathering such
pertinent information serves as a catalyst, igniting potential for future research and
pragmatic application, urging both academia and industry to embrace ethical aspects
as integral constituents of software engineering practices. This information can be
helpful in the formulation of the second research question as follows:

RQ2: What ethical aspects need to be considered in software architecture design?

Answering RQ2 provides us with insights into ethical aspects when architecting
systems. These aspects are: (i) how do practitioners identify and prioritize ethical
issues during architecture design? (ii) how do practitioners identify stakeholders who
may have ethical concerns? (iii) is it feasible to quantify ethical values? (iv) what
dif�culties do practitioners encounter when identifying ethical values? and (v) how
can ethical aspects be incorporated into software architecture? Ultimately, we aim
to create guidance, grounded on the knowledge of experienced practitioners, that
fosters awareness among software architects while engaging in architecture design,
particularly in relation to ethical considerations. The research question which guides
this research topic is stated as follows:

RQ3: How can we create awareness among software architects about ethical
considerations when architecting systems?

Answering RQ3 enables us to develop a guidance (like a card-based game) that pro-
motes the integration of ethical aspects during software architecture decision-making.
This solution serves several key purposes: (i) supporting different types of stakehold-
ers, (ii) addressing ethical issues, (iii) operationalizing ethical values, and (iv) making
trade-offs among competing values. After understanding ethical aspects in software
architecture design and raising awareness among architects, the subsequent phase
entails applying our proposed instruments (a stakeholder map and a value model)
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to real-world industrial case studies. To validate and enhance the effectiveness of
these instruments, we have chosen a practical case study. Speci�cally, our selected
case involves an Access Control System (ACS) to facilitate communication between
an IoT infrastructure (including NFC readers and tags, relays, leds, and alarms) and
an access management platform for user authentication.

Our primary aim in undertaking this case study is to validate their effectiveness and
further re�ne them. The related research question is articulated as follows:

RQ4: How can the proposed ethics-driven instruments support ethical
considerations in the context of the case of an access control system?

Answering RQ4 enables us to evaluate the effect that the aforementioned ethics-
driven instruments we have created ( i.e., a stakeholder map and a value model) may
have on supporting ethical considerations encompassing stakeholders and ethical
values, using the case of an access control system. This empirical evaluation offers
insights into the extent to which these instruments contribute to enhancing ethical
awareness, incorporating different stakeholders, and aligning with diverse ethical
values, thereby illuminating their potential to foster ethically sound outcomes in the
context of software architecture.

1.4 Research Methodology

In light of the diverse range of research questions outlined in the preceding section,
we have chosen to employ a variety of research methods in this thesis. These methods
are �rmly grounded in the realm of software engineering and are outlined in Table 1.1.
Below, we provide a more comprehensive exploration of each of these methods.
For additional insights into these research methods and how they were applied,
please refer to the corresponding chapter as speci�ed. This information serves to
contextualize the research questions and their associated �ndings, as summarized in
Section 1.6 and represented in Figure 1.1.

• Systematic Literature Review (SLR): This research method serves as an evidence-based
technique extensively employed to comprehensively examine well-established research
topics. It allows for an objective approach to �ltering academic literature, conducting data
extraction and analysis, and deriving conclusions from the gathered data. Our utilization
of this method primarily addresses RQ1. Systematic literature reviews are known for their
systematic collection and evaluation of relevant studies, as exempli�ed by the work of
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Table 1.1: Overview of research method per study

Study Chapter Method
Quantitative

Analysis
Qualitative

Analysis
Practitioners
Involvement

SE ethics state of the art 2 SLR 4 4
Integrating values into SA 3 FG 4 4
Ethics-Aware DecidArch game 4 DS, S 4 4 4
Evaluating ethics-driven tools 5 FG 4 4

Methods: Systematic Literature Review (SLR); Focus Group (FG); Survey (S); Design Science (DS).

[98, 95]. In Chapter 2 of this thesis, we apply this method to objectively identify research
gaps and emerging approaches. The process initiates with the formulation of research
inquiries, which guide the creation of precise search queries. These queries are then
executed across diverse search engines, followed by a meticulous �ltering process to
remove irrelevant studies. The outcome of this structured procedure is a collection of
primary studies, which we subsequently subject to a comprehensive analysis.

• Focus Group (FG): This research method involves conducting group interviews, known as
focus groups, where individuals with a shared background knowledge collectively explore
and discuss a speci�c topic. Unlike individual interviews, focus groups encourage open
dialogue, the comparison of perspectives, and the release of potential inhibitions. Focus
groups typically consist of 3 to 12 participants with expertise in a particular subject area,
guided by a moderator using a prede�ned structure. Participants are chosen based on
their relevance to the topic, facilitating the exchange of ideas. While FGs provide valuable
qualitative insights in a cost-effective manner, they share limitations with other qualitative
methods, such as potential biases from group dynamics and challenges in generalizing
results [103]. In Chapter 3, we employed a focus group study to gather insights from
software architects regarding the ethical aspects of software architecture design practices.
Furthermore, in Chapter 5, we conducted two focus group studies. The �rst one aimed to
investigate the impact of two ethics-driven instruments, namely a stakeholder map and a
value model, in supporting ethical considerations (serving as the initial evaluation). The
second focus group served as a secondary evaluation to assess the outcomes of the initial
evaluation.

• Design Science (DS):This research method systematically supports problem-solving by em-
ploying scienti�c principles. This approach revolves around the design and investigation
of artifacts within speci�c contexts [ 198]. We utilize this method to design the Ethics-Aware
DecidArch game, a tool aimed at fostering re�ection on ethical considerations, as detailed
in Chapter 4.

• Survey (S):This research method gathers quantitative data by asking questions to indi-
viduals to understand their opinions, beliefs, or facts on a speci�c topic. Surveys can be
either descriptive or retrospective and often provide an overview of a particular method or
tool's usage, reasons for use, and satisfaction levels. Data are collected from individuals in
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speci�c roles within organizations [ 139]. We utilize this approach to gather information
from participants engaged in the Ethics-Aware DecidArch game, as outlined in Chapter 4.

1.5 Research Contribution

In this section, we provide an overview of the authorship and the respective contributions of
the authors.

1.5.1 Authorship Overview

• Chapter 1:

q R. Alidoosti “Ethics-driven software architecture decision-making ”, In 2021 IEEE
18th International Conference on Software Architecture Companion (ICSA-C) (pp.
90-91) [3].

• Chapter 2:

q R. Alidoosti , P. Lago, M. Razavian and A. Tang “Ethics in Software Engineering: A
Systematic Literature Review”, Journal of Systems and Software, Elsevier, Under sub-
mission [8].

• Chapter 3:

q R. Alidoosti , P. Lago, E. Poort, M. Razavian and A. Tang “Incorporating ethical values
into software architecture design practices ”, In 2022 IEEE 19th International Confer-
ence on Software Architecture Companion (ICSA-C) (pp. 124-127) [7].

• Chapter 4:

q R. Alidoosti , P. Lago, E. Poort and M. Razavian “Ethics-Aware DecidArch Game: De-
signing a Game to Re�ect on Ethical Considerations in Software Architecture Design
Decision-Making ”, In 2023 IEEE 20th International Conference on Software Architec-
ture Companion (ICSA-C) (pp. 96-100) [6].

q R. Alidoosti , P. Lago, E. Poort and M. Razavian “Designing Ethics-Aware DecidArch
Game to Promote Value Diversity in Software Architecture Design Decision-Making ”,
In 2023 International Conference on Human-Computer Interaction (pp. 3-26).
Cham: Springer Nature Switzerland [5].

• Chapter 5
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q R. Alidoosti , M. De Sanctis, L. Iovino, P. Lago and M. Razavian “ Stakeholder Inclusion
and Value Diversity: An Evaluation Using an Access Control System”, In 2023 Euro-
pean Conference on Software Architecture (ECSA). Springer [4].

1.5.2 Authorship Contribution

This thesis has been authored by Razieh Alidoosti in cooperation with her supervisors, who
have contributed as co-authors, in addition to the collaborative efforts of the industrial partner,
Dr. Eltjo Poort. Table 1.2 provides a comprehensive breakdown of the contributions [ 1] made
by different authors in the papers discussed within the individual chapters of the doctoral
dissertation.
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Table 1.2: Contribution of the authors of the scienti�c articles underpinning each
dissertation chapter

Chapter Activity RA MDS LI PL EP MR AT

Chapter 1 Writing main text 4
Corrections and feedback 4 4

Chapter 2 Conceptualization 4 4 4 4
Methodology 4 4 4 4

Validation 4 4 4 4
Investigation 4 4 4 4

Resources 4 4 4 4
Data Curation 4 4 4 4

Writing - Original Draft 4
Writing - Review & Editing 4 4 4 4

Visualization 4 4 4 4
Supervision 4 4 4

Project administration 4 4 4 4
Chapter 3 Conceptualization 4 4 4 4 4

Methodology 4 4 4 4 4
Validation 4 4 4 4 4

Investigation 4 4 4 4 4
Resources 4 4 4

Data Curation 4 4 4 4
Writing - Original Draft 4

Writing - Review & Editing 4 4 4 4 4
Visualization 4 4 4 4
Supervision 4 4 4

Project administration 4 4 4 4
Chapter 4 Conceptualization 4 4 4 4

Methodology 4 4 4 4
Validation 4 4 4

Investigation 4 4 4
Resources 4 4 4 4

Data Curation 4 4 4 4
Writing - Original Draft 4

Writing - Review & Editing 4 4 4 4
Visualization 4 4 4
Supervision 4 4

Project administration 4 4 4 4
Chapter 5 Conceptualization 4 4 4 4 4

Methodology 4 4 4 4 4
Validation 4 4 4 4 4

Investigation 4 4 4 4 4
Resources 4 4 4

Data Curation 4 4 4 4 4
Writing - Original Draft 4

Writing - Review & Editing 4 4 4 4 4
Visualization 4 4 4 4 4
Supervision 4 4 4 4

Project administration 4 4 4 4 4
Chapter 6 Writing main text 4

Corrections and feedback 4 4

Authors. RA: Razieh Alidoosti; MDS: Martina De Sanctis; LI: Ludovico Iovino; PL: Patricia Lago; EP:
Eltjo Poort; MR: Maryam Razavian; AT: Antony Tang.
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1.6 Thesis at a Glance

Our research and its context are illustrated in Figure 1.1, which depicts the interplay between
the RQs and the corresponding research methods across the thesis chapters. The research
journey commenced with a comprehensive systematic literature review (SLR) in Chapter 2,
which focused on SE ethics. This SLR was conducted to speci�cally explore the current
landscape of SE ethics (RQ1). The outcomes of this review subsequently paved the way for our
subsequent research inquiries.

In Chapter 3, we conduct an exploratory focus group involving experienced software architects
to explore the ethical aspects that must be taken into account in software architecture design.
This study offers a preliminary insight into the ethical issues that may arise in the context
of software systems (RQ2). In Chapter 4, we apply a design science approach to develop
“Ethics-Aware DecidArch”, a card-based game. The purpose of this game is to help software
architects think about ethical considerations and encourage inclusivity by upholding the values
of different stakeholders during group decision-making. By conducting a participant survey
and qualitative data analysis, we demonstrate that the game effectively prompts software
architects to explore solutions for ethical concerns, integrate ethical considerations into design
reasoning, and re�ect on operationalizing and balancing ethical values (RQ3). Building upon
the insights gleaned from the SLR discussed in Chapter 2, Chapter 5 delves into a small-scale
evaluation of an access control system. This evaluation unfolds through the execution of
two focus group studies, focusing on the assessment of two ethics-driven instruments: a
stakeholder map and a value model. The primary objective is to investigate the impact of
these two instruments on facilitating ethical considerations within the context of the access
control system (RQ4). In Chapter 6, we provide a synthesis of the preceding chapters, offering
a comprehensive conclusion. Additionally, we explore potential directions for future research.
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Figure 1.1: Thesis at a glance: Chapters, research questions, research methods, and publication venues
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2 Navigating the Ethical Land-
scape of Software Engineering

“Ethics and technology are
inseparable. We must ensure that
innovation is guided by a strong
moral compass.”

Tim Cook

This chapter is based on q R. Alidoosti, P. Lago, M. Razavian and A. Tang “ Ethics in Software Engineering:
A Systematic Literature Review”, Journal of Systems and Software, Elsevier, Under submission [8].
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In this chapter, we address the �rst research question (RQ1) of this thesis. Speci�cally, we
conduct a Systematic Literature Study (SLR) focused on the ethical aspects within the �eld
of software engineering. The primary aim of this SLR is to establish a solid foundation for
addressing the subsequent research questions in this thesis. The primary objective of this
investigation, as presented in this chapter, is to gain a deep understanding of ethical consid-
erations in software design and development, with a particular emphasis on identifying key
stakeholders and ethical values. Beginning with an initial set of 623 potentially relevant studies,
we systematically narrowed down our selection to 85 primary studies for in-depth analysis.
The outcome of this comprehensive review is the development of a stakeholders map for
categorizing various stakeholders and a value model for categorizing ethical values, along with
identifying their relationships. This SLR sheds light on several key challenges, including the
identi�cation of indirect stakeholders, the oversight of their concerns, and the need for better
stakeholder classi�cation. It stressed the importance of considering stakeholders' concerns
to uncover ethical values and discussed methods for value extraction, focusing on the value
model. The insights derived from this study are valuable not only for future research endeavors
but also for practitioners in the �eld. They encourage a more comprehensive integration of
ethics within the realm of software engineering, ultimately promoting responsible and ethical
software development practices.
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2.1 Introduction

2.1 Introduction

Today, the study of ethics can be found in a variety of �elds like medicine and business
management [ 39]; ethics as a branch of philosophy resolves the questions related to human
value and morality by de�ning concepts like right/good and wrong/bad [ 30, 206, 135, 186].
Over the last decade, ethics has received the attention of the software engineering �eld because
of the high dependency of people's lives on software-intensive systems and the related social
and ethical implications on individuals and society. In this context, ethics refers to a set of
principles and rules providing guidance for software professionals [75].

Software-intensive systems, or systemsfor short, can potentially harm individuals and soci-
ety by undermining or corrupting their values. These systems can cause �nancial loss and
reputation damage, and in some cases, can even threaten human life.

Consider Therac-25, a computer-controlled radiation therapy system [90, 87]. Therac-25 was
made to provide radiation therapy services to patients, which is essential in treating cancer.
However, it failed because of safety violations. The system massively overdosed six people (in
the late 1980s) and led to several deaths and serious injuries. The research revealed that these
accidents occurred because: (i) the designers gave priority to the system users ( i.e., machine
operators and medical physicists) as the main stakeholders and only focused on the usability
of the system; usability was potentially in con�ict with safety; however, this con�ict was never
understood and accounted for [ 113]; and (ii) while reliability and safety are conceptually
different qualities, they were considered interchangeable [ 113]. This example illustrates the
importance of ethical values as fundamental design concerns [134].

When addressing ethical considerations, there are issues that one needs to take into account:
(i) ethics is context-dependent, (ii) ethics is not a clear matter of right or wrong, good or bad,
or white or black, and (iii) ethical issues are not easy to recognize and deal with. Whilst ethical
principles can be used as a guideline in software engineering, ethics cannot be achieved by
simply following a set of rules and standards ( e.g.,ACM/IEEE software engineering code of
ethics [74]) because ethical aspects are not rules or requirements that can be easily tested. As
such, software engineers do not have explicit and systematic approaches to deal with human
values in software design and development. There is a need for ethical considerations and
embedding ethical values (such as welfare and human rights) in building software systems, like
software design [167, 19, 171]. Identifying such considerations requires a continuous process
of analysis for social life, seeking complexities instead of clarity, collective responsibility instead
of individual, and focusing on dialogue instead of solutions [140].

Technical and non-technical decisions that address ethical considerations can be complex and
challenging in software design, such as trade-offs for satisfying constraints like clients' needs,
environmental considerations, societal effects, and many other dif�cult and intangible ethical
issues. In order to address such complexities, software engineers need to analyze the ethical
aspects of the systems (e.g.,factors related to humanity, society, and the environment) and,
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in particular, consider the implications of their decisions [ 167, 180, 19]. Understanding the
ethical considerations of systems depends on knowing the systems and their stakeholders. In
this regard, there is a need to foster the habit of re�ecting on all the relevant stakeholders and
assessing what is at stake for each stakeholder during the software design and development
process [180]. In particular, identifying stakeholders who affect or are affected by the systems,
determining how stakeholders, their rights and well-being will be affected, and looking for
ethical values in design decisions, can help software engineers. Software engineers can iden-
tify potential ethical issues, gain a better understanding of the ethical implications of their
decisions, and �nd a way to balance the impacts of their decisions.

In the context of this Systematic Literature Review (SLR), the primary objective is to assess
the current state of research in ethics in software engineering (SE ethics) and identify gaps and
emerging trends for future research. This review reveals that despite the extensive research in
the �eld of ethics and technology, challenges persist in recognizing relevant stakeholders and
their concerns, extracting ethical values, resolving value con�icts, and translating these values
into software requirements.

The remainder of this paper is structured as follows. Section 2.2 discusses background infor-
mation, including fundamental concepts and the need for conducting a literature review on
SE ethics. Section 2.3 outlines our research methodology, including the systematic literature
review protocol (research goal and questions, search strategy, selection criteria, and data
extraction and synthesis) and the research process. The results of the SLR are presented in
Section 2.4, then discussed in Section 2.5. Section 2.6 describes the threats to validity, and
Section 2.7 concludes the paper.

2.2 Background

In this section, we describe the change of focus in ethics and software, providing insights about
their relations. We discuss the term “ethical value” from a philosophical standpoint and explain
the signi�cance of value classi�cation. Given the lack of a comprehensive value classi�cation
in software engineering, we explore existing classi�cations in philosophy (like Schwartz's value
structure) as a basis. Further, we illustrate the existing approaches accounting for values in the
context of software systems.

2.2.1 Concepts and De�nitions

2.2.1.1 Ethics and Software

Ethics in software refers to a set of principles and rules, helping software engineers adhere to
the welfare, justice, and safety of users and society, and guiding software engineers in their
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activities and decisions during the software design and development process [75].

As stated by Albrechtslund [ 2], until the twentieth century, ethics has been occupied with
theories like utilitarianism [121] and deontology [72]. These theories have dominated the
ethical debate within philosophy. Recently, however, ethical debates have included an applica-
tion perspective and controversial problems concerning software systems [ 2]. With emerging
systems and technologies, ethicists changed their focus from the consequences of a system,
to the shaping and designing of a system. By increasing the awareness of designers about
the contexts in which a system is supposed to be used, developers can consider more about
humanities (including aesthetics and ethics). The focus of ethics has shifted from theory-
oriented to the process of design; similarly, software systems have shifted their focus from sole
technology-driven to value sensitivity [2].

2.2.1.2 Ethical Values

The term value refers to “interests, pleasures, likes, preferences, duties, moral obligations,
desires, wants, goals, needs, aversions and attractions, and many other kinds of selective
orientations” [ 199]. There are different de�nitions for value; for example, a value is a belief
based on which a person acts by preference [ 68]; a value is a prescriptive belief, and an ethical
value is a prescriptive belief about what is “right” or “wrong” [ 68]; a value is a principle for
action including abstract goals in life and modes of conduct that an individual or a group of
people consider more suitable in a given context [ 25]; a value is not the same as ideal, norm, or
espoused belief about the good, but is about operating criterion for action [ 88]. In this study,
value refers to what a person or group of people consider important in life, like human welfare,
ownership and property, privacy, trust, and autonomy.

Classi�cation can aid in comprehending ethical values [ 167]. There are different value classi�-
cations that provide explicit categories of human values, such as list of values [94], personal
value scale [190], and Schwartz's value structure [158]. Classi�cation approaches can vary in
terms of their purposes and the principles of organizing values. Schwartz's value structure is
one of the widely acknowledged tools for organizing values, including 59 human values divided
into 10 categories (each with different motivational goals) [ 156, 157]. This structure not only
delineates the distinct value categories but also highlights the relations among them. These re-
lations can be any kind of con�ict or congruity. To better understand these relations, Schwartz
describes them using two main dimensions: (i) self-enhancement vs. self-transcendence and
(ii) openness to change vs. conservation. The �rst orthogonal dimension shows con�ict among
the values that focus on social superiority and esteem ( i.e., value categories of power and
achievement) and the values that focus on the enhancement of others and the transcendence
of sel�sh interests (universalism and benevolence). The second orthogonal dimension shows
con�ict among the values that focus on intrinsic interest in novelty and mastery (self-direction
and stimulation) and those that focus on preserving existing social arrangements and harmony
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in relations (security, conformity, and tradition). The circular arrangement of values, de�ned
by these two dimensions, establishes a motivation continuum. Values situated closer to each
other in either direction around the circle share more similar motivations, indicating a higher
likelihood of congruent relationships. Conversely, values positioned further away from each
other tend to have contrasting motivations and are more prone to con�icting relationships.

The Schwartz's value structure provides a general, comprehensive, and organised structure
that a number of studies have cited when discussing or classifying ethical values. The use
of this structure is justi�ed by its alignment with established theoretical concepts, as well as
its extensive validation and re�nement through empirical research in diverse cultures and
contexts [156].

2.2.1.3 Supporting Values

There exist various approaches to account for human values in the context of software systems.
Computer ethics focuses on the analysis of the social impact of computer technology and the
formulation of policies for the ethical use of technology [ 125]; Social Informatics focuses on
social aspects of computerization [ 99]; Computer Supported Cooperative Work (CSCW) focuses
on the design of technologies to help people do group work and have effective collaborations
in their environment [ 154]; Participatory Design focuses on embedding democratic values
into the practice [ 31]; Value Sensitive Design (VSD)focuses on incorporating human values
throughout the design process of technology [201, 116, 46, 63].

Among these approaches, VSD has gained signi�cant prominence in various domains, in-
cluding software engineering. What makes VSD a popular choice in this domain is its holistic
and integrated methodology. Unlike other approaches, VSD encompasses three primary in-
vestigations (see Figure 2.1), each serving a speci�c purpose: (i) conceptual, (ii) empirical,
and (iii) technical. Conceptual investigations provide philosophically-informed analyses of
the central issues under investigation and focus on identifying values and stakeholders. This
investigation focuses on questions like: What are values? Whose values should be consid-
ered in the design process? How can technological designs support or diminish values? How
should trade-offs among competing values ( e.g.,anonymity vs. trust) in the design be done?
Conceptual investigations are informed by empirical investigations of technology.

Empirical investigations have a role in the understanding and experiences of the people
affected by technological designs. To do these kinds of investigations, the quantitative and
qualitative methods in social science research are applicable. These investigations question the
following: How are values perceived by stakeholders in a given context? How do stakeholders
prioritize values in design trade-offs?

Technical investigations in the context of technology can be used in two ways. First, these
investigations evaluate the technologies to see how they support or hinder human values.
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Second, they can design a system to support the identi�ed human values in both conceptual
and empirical investigations.

VSD serves as a crucial theoretical framework for comprehending the activities related to inte-
grating ethical values. The choice of this framework is motivated by the fact that all the primary
studies we have reviewed rely on VSD as the foundational approach for addressing ethical
values in software design. The use of this approach is warranted by its inherent characteristics,
as it offers a systematic, interdisciplinary, and user-centered approach to addressing ethical
considerations. By incorporating ethical considerations right from the inception of the design
process, VSD facilitates the development of systems aligned with user values, helps mitigate
ethical risks, and contributes to the responsible development of technology.

Figure 2.1: An overview of the investigations and activities in VSD methods
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2.2.2 Need for a Systematic Review on SE Ethics

Over the last decade, ethics has received increasing attention from the software engineering
�eld and has opened a new research direction in this area, i.e., SE ethics. This direction has led
to a focus on the non-technical and ethical aspects of software systems, as well as the ethical
issues caused by such systems. An example of ethical issues is using web browsers where end
users aim to interact with web data while e-commerce vendors use personal data by exploiting
tracking and pro�ling technologies. This can violate the privacy of end users and undermine
the ethical values of privacy and con�dentiality [ 76]. Addressing such issues and supporting
ethical values have mostly been neglected by previous research. From the literature, we found
only one review study [ 136] exploring ethical aspects, especially human values in software
engineering.

Perera et al. [136] used the Schwartz's values structure and investigated the extent to which
human values have been considered in SE research. They only found a small number of papers
(i.e., 216 out of 1350 papers) that investigated human values, and the values of security and
privacy are the main focus of SE research. While this work aims to present the prevalence of
ethical values among SE studies, it does not guide conceptualizing and classifying the values
or recognizing the relations among values.

This review aims to help researchers gain an overview of SE ethics and a summary of the current
evidence relevant to our research questions, from which we focus on (i) key stakeholders; (ii)
ethical values; and (iii) main methods and approaches. They provide a window to help identify
the issues and problems relevant to research on SE ethics and raise questions and directions
for future research.

2.3 Systematic Literature Review Methodology

In this section, we provide a detailed overview of our systematic literature review approach,
following the established guidelines by Kitchenham [ 97]. Also, we outline the process of
conducting the review.

2.3.1 Systematic Literature Review Protocol

In this section, we present an overview of the protocol utilized for our systematic literature
review. Speci�cally, Sections 2.3.1.1 through 2.3.1.4 cover the research goal and questions,
search strategy, selection criteria, data extraction and synthesis, respectively.
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2.3.1.1 Research Goal and Questions

The objective of our SLR is to understand the current state of SE ethics, identifying research
gaps and laying a foundation for comprehensive knowledge (consistent with our RQ1 in
Chapter 1). This process entails delineating the various system stakeholders, discerning ethical
values and their relationships, and determining how to integrate them into the design and
development of software systems. This objective sets the stage for addressing the following
research questions (designated as RQ1s), each accompanied by its underlying rationale:

RQ1a- Who are the key stakeholders in software-intensive systems that affect or are affected by
ethical values?
Rationale: Identifying stakeholders is important because to analyze stakeholders' con-
cerns, we need to �rst identify the stakeholders.

RQ1b- What are ethical values and the relations between the values? And how can ethical
values be elicited from the relevant stakeholders?
Rationale: Ethical values as a design aspiration can be embodied in the software design
and development process for accounting ethical considerations and resolving ethical
issues. Ethical values can be interrelated, and they can con�ict with each other. To
address the ethical considerations and issues, designers need to discover ethical values
from stakeholders and related communities to understand their impacts on the individ-
uals and society [ 59]. By answering this research question, we aim to identify a list of
ethical values, examine their relationships, and explore methods for eliciting them from
stakeholders.

RQ1c- How can stakeholders' requirements and their values be addressed in the design and
development of software systems? And how can ethical values be translated into soft-
ware requirements?
Rationale: To support ethical values in the design and development of software systems,
values need to be translated into concrete terms and requirements. By answering this
research question, we aim to recognize the approaches 1, methods 2, and techniques 3

that support and embed the stakeholders' values in software requirements, design and
development.

2.3.1.2 Search Strategy

One of the main motivations of this SLR is to identify primary studies addressing the speci�ed
research questions by using a well-de�ned search strategy. We present the selected source and

1De�ned as the set of assumptions, theories, and working ideas held by individuals concerned with
their �eld [28, 86].

2De�ned as patterns and ways of working based on the approach [28, 86].
3De�ned as practice activities, tools, procedures, or strategies that are used to implement the method

[28, 86].
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search strings for our research in the following.

Source. The choice of Google Scholar as our meta search engine was due to [ 92]: (i) the
reputation of being a reliable scholarly database and (ii) the power to obtain a broader range
of sources (i.e., articles) by encompassing other libraries, such as IEEE Xplore, and Scopus.
Research has also shown that Google Scholar has the highest intersection when compared to
Web of Science and Scopus [118].

Search String. We formulated our meta search strings based on the identi�ed keywords
and the main intent of the research questions ( i.e., focusing on key stakeholders, ethical values,
and value sensitive design); we also took synonyms of these terms into account. To ensure com-
prehensive results, we included both “ethics” and “ethical” in our search strings, while “moral”
and “morality” were also embedded in the query. Ethics and morality are two sides of the same
coin, and many studies used them as synonyms. In contrast, ethics and morals/morality are
different in nature (morality refers to generic principles set by a group, while ethics refers to
a response to a speci�c situation). Furthermore, given the multidisciplinary nature of ethics,
it is essential to specify the domain under consideration. Regarding the objective of this SLR
which is analyzing ethical aspects and issues in software-intensive systems, our main focus is
on the generic level related to these systems ( i.e., software architecture and software design in
general, rather than any speci�c phase in particular, like requirement engineering or testing).
Therefore, the search string should include phrases such as “software engineering”, “software
architecture”, “software development”, “software design”, or “software system” to discover
more relevant literature. To select a representative yet feasible search query, we proceeded as
follows. First, we conducted a pilot search with the different combinations of de�ned terms in
a speci�ed time period (from 1980 to 2022). Some of them are elaborated on below.

Query 1: (�ethics� OR �ethical� OR �moral� OR �morality �) AND �software�
AND (�engineering� OR �architecture� OR �development� OR �design� OR

�system�)

This set of terms was discarded as it resulted in too many hits (approximately 3 .3 million). To
support search feasibility, we decided to limit the search to the title of the studies. So, the
reasonable combination with these terms was the following form with 229 hits.

Query 2: (intitle:�ethics� OR intitle:�ethical� OR intitle:�moral� OR
intitle:�morality�) AND intitle:�software� AND (intitle:�engineering� OR
intitle:�architecture� OR intitle:�development� OR intitle:�design� OR

intitle:�system�)
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Also, as “value” is a motivation or foundation for one's morality, we need to apply it in our
research query. However, combining this term even with Query 2 can result in a large number
of irrelevant studies that chie�y refer to the economic worth. Therefore, based on the de�nition
of value used in this study ( i.e., as something that is important to a group or an individual),
we de�ned a new query including phrases like “value-sensitive” and “value-centered”. This
query led to 430 hits. Based on the similar reason in creating Query 2, i.e., avoiding producing
an enormous number of irrelevant studies, these phrases were only applied in the title of the
studies as below.

Query 3: intitle:value AND (intitle:sensitive OR intitle:centered) AND
(intitle:design OR intitle:software)

In total, we considered both Queries 2 and 3 as the search strings for our research, resulting in
a total of 623 hits after removing duplications.

2.3.1.3 Selection Criteria

Following the guidelines outlined in [ 95] to conduct a SLR in software engineering, we es-
tablished explicit inclusion and exclusion criteria to ensure the inclusiveness and evaluation
of primary studies. Inclusion was based on studies meeting all the inclusion criteria, while
exclusion involved studies that met at least one of the exclusion criteria.

Inclusion Criteria. The established inclusion criteria were:

IC1- Studies that were peer-reviewed. With this inclusion criterion, we ensure that only
papers with enough level of quality are included.

IC2- Studies were available through digital libraries.

IC3- Studies written in English.

IC4- Studies that focused on ethics and values in software engineering, software architecture,
software design, software development, and software systems. This inclusion criterion
is applied to select studies whose main concerns are ethical aspects in the design and
development process of software systems or technologies.

Exclusion Criteria. The considered exclusion criteria were:

EC1- Studies that were not subject to peer review and not original research or/and unpub-
lished. Considering this criterion, discard studies that lack a high level of quality.
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EC2- Studies in the form of books/book sections, editorials, tutorials, short papers, reports,
thesis, posters, systematic reviews, and tertiary studies. This exclusion criterion is
adopted to exclude studies that do not provide the desired level of information in terms
of details and elaborations about ethics in software engineering.

EC3- Studies that we could not �nd a full version of them.

EC4- Studies that were not written in English, as they could be challenging to analyze and
also took considerable time to translate.

EC5- Studies that did not focus on ethics or ethical aspects ( i.e., they just concentrated on the
context of software design or development process).

EC6- Studies that did not focus on software design or development process ( i.e., the studies
whose primary attention was on ethics or ethical aspects). For example, studies focused
on the ethical principles or code of ethics in software engineering. Also, studies were
about ethics in the curricula context.

EC7- Studies that were generic and did not have case studies or information related to our
research questions.

2.3.1.4 Data Extraction and Synthesis

In this section, we provide an explanation of the codes used for the data synthesis and the
coding procedure employed for analyzing and coding the studies.

Coding for Data Synthesis. According to our three research questions ( i.e., RQ1a, RQ1b,
and RQ1c), we describe the way of extracting speci�c data from the selected studies. Table 2.1
describes the data items extracted for the analysis in this review.

The code pertaining to the year of publication, referred to as the “publication year”, and the
code associated with the venue, known as the “venue”, aim to provide insights into how primary
studies in SE ethics are distributed among various years and publication venues.

The code related to stakeholders, i.e., “stakeholder types” and “stakeholder concerns” are
intended to answer the RQ1a. More precisely, the collected data from these codes can be used
by software engineers to answer questions in this regard, such as (i) who are the individuals
that affect or be affected by software-intensive systems (both positively or negatively)?, (ii)
what are their concerns from an ethical point of view? And so on.

Furthermore, by de�ning codes such as “values” and “value relations”, and “value elicitation”
we aim to answer the RQ1b that focuses on the values in this context. Extracting data through
these codes and analyzing them can help software engineers to gain insights into (ethical)
values and enable them to answer some questions in this regard, such as (i) what are the
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important ethical values that need to focus on during the software design and development
process?, (ii) what are the relations among the values?, (iii) what methods can be utilized to
elicit values from stakeholders? And so on.

Lastly, we de�ne the codes of “embedding values of stakeholders in the software design process”
and “mapping values to requirements” to identify how requirements and values of different
stakeholders can be addressed in software design and development. We need to know what
are approaches, methods, techniques, etc., which support and embed the stakeholders' values
in the software design process. Also, we need to gain insight into the goals and the activities
that these approaches, methods, techniques, etc., conduct or do neglect. The collected data
through these codes help software engineers answer the RQ1c and also some related questions
in this regard, for example: (i) what are the goals of these approaches, methods, techniques,
etc.?, (ii) what are their important activities?, (iii) how can values be converted into software
requirements? And so on.

Table 2.1: Data items extracted from each selected study.

Data item Description Relevant RQ
Publication year The year of publication for the study. Study overview
Venue The venue of publication for the study, which can be a journal, conference, or work-

shop.
Study overview

Stakeholder types, including:
• Those who use the system with direct bene-

�t/harm.
• Those who interact with the system with

indirect bene�t/harm.
• Those who are not involved in the system's

development or use and may have or not
have bene�t/harm from the system.

Stakeholders are people who could either affect or be affected by the software systems,
for example, end users of the system, designers, and society at large. These individuals
can be further classi�ed based on their relationship with the system into two main
categories: (i) people who have a direct relation with the system, use or interact with
the system, and (ii) people who do not use or interact with the system, but they are
affected by the system or its output through others.

RQ1a

Stakeholder concerns The issues (i.e., harms, concerns, challenges, problems, risks, etc.) that stakeholders
care about and the issues that can be tackled by analyzing and embedding ethical
values throughout the software design and development process, for example, privacy
violation.

RQ1a

Ethical values Values are expressions of what humans, organisations, etc., �nd important and some
conception of what they consider good, bad, right, and wrong. Values can be context-
dependent or can be instantiated in speci�c situations, but often are formulated
abstractly, such as privacy and justice.

RQ1b

Value elicitation There are methods and techniques to extract values from the stakeholders, e.g.,
interviews and surveys.

RQ1b

Value relations, including:
• Con�ict among values
• Tension among values
• Congruity among values

The way values interrelate with each other, for example, con�ict, tension, and con-
gruence.

RQ1b

Embedding values of stakeholders in the software
design process

Recognizing the approaches, methods, techniques, etc., which support and embed
the stakeholders' values in the software design process.

RQ1c

Mapping values to requirements The approaches to translate values into design requirements, for example, value
hierarchy.

RQ1c

Coding Procedure. After selecting the list of primary studies, we proceeded to synthesis
and analyze their data using the coding method proposed by Miles and Huberman [ 120].
This procedure was started by analyzing 20 selected primary studies for answering each
research question. Accordingly, we formed a data extraction sheet that contains data items like
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stakeholder types, values, and the like, as previously mentioned. To verify the reliability of the
extraction process, we piloted the data extraction sheet for this set of studies before applying it
to all the primary studies. Also, to make a more homogeneous set of studies and avoid bias,
we extracted more qualitative details from the primary studies. The extracted data items have
evolved as the research proceeded and as the knowledge in the area re�ned. It is worth noting
that we considered VSD methods as the theoretical underpinning of the codi�cation for our
review. Consequently, our focus and coding mainly centered on stakeholders, values, and
other relevant aspects, as illustrated below.

This is the manner in which the studies were analyzed and coded:

Step 1: We performed coding to ascertain the years of publication and the types of venues
mentioned in the studies.

Step 2:Each study was coded based on the involved stakeholders related to software-intensive
systems in various domains. This coding process utilized three roles of stakeholders: (i) stake-
holders that use the system and receive direct bene�t/harm from the system, (ii) stakeholders
that have indirect bene�ts/harms in interaction with the system, and (iii) stakeholders that do
not use or interact with the system, they may or may not receive bene�t/harm from the system.
If the selected studies explicitly mentioned stakeholders, they were immediately classi�ed into
these categories. In cases where stakeholders were not explicitly mentioned, we interpreted
and classi�ed them based on their relations with the system ( i.e., using or interacting with the
system). Second, the concerns of stakeholders who were affected by or affected the system,
as discussed in the studies, were then coded. To accomplish this, the coding procedure was
conducted iteratively, with the identi�cation of indicators such as issues, harms, concerns,
challenges, problems, risks, etc., to extract and code the stakeholders' concerns.

Step 3:We conducted coding to identify the values mentioned in the studies. For each value
elicited from the studies, we listed its de�nition(s) along with the relations between them.
Additionally, we coded any methods and techniques used to extract those values from the
studies.

To classify and code the values, we used the human value structure of Schwartz as the underpin-
ning theoretical framework [ 157, 156]. We initiated our categorization process by employing
the generic value categories and sub-values of this structure as the start list. In our analysis, we
�rst extracted the values from the studies and analyzed their meaning. Recognizing that one
value can be described using different terminologies, we opted to leverage a meta-inventory of
human values (in [ 36]), to reduce ambiguity within the value categories. This meta-inventory
integrates the categorized values into a cohesive framework, facilitating a more comprehensive
exploration of human values. Utilizing this framework, we assigned labels that encapsulated
similar meanings. For instance, we used the label “responsibility” to encompass values such as
“accountability” and “responsibility”. With the assistance of this framework, we proceeded to
map the values according to Schwartz's list of values. Throughout the iterations, some extracted
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values were directly mapped to the values in this list (shown with red in Figure 2.2), while some
values could not be directly mapped (shown with blue in Figure 2.2). Also, some values in this
structure were not mentioned in the primary studies (shown with black in Figure 2.2).

Step 4:We coded the approaches, methods, techniques, etc., reported in the studies, which
used to address ethical considerations and to embed the stakeholders' requirements and values
during the software design and development process. As all the primary studies utilized the
VSD approach to account for ethical values, we focused on this approach and its activities.
According to the three investigations in this approach (as shown in Figure 2.1), we coded the
existing activities in each investigation, such as “potential value tensions and con�icts” and
“translation of values into design requirements”. Studies explicitly mentioning these activities
were categorized into activities “ C1-C5”, “ E1-E3”, or “ T 1-T 3”; otherwise, we interpreted and
classi�ed them accordingly.

2.3.2 Conducting the Systematic Literature Review

We conducted the systematic literature review using the protocol outlined in Section 2.3.1.
The research process overview is illustrated in Figure 2.3) with three phases: (i) systematic
literature review planning, (ii) conducting the review, and (iii) reporting the review. For each
phase, we explain the outcomes.

Planning the review: In this phase, we de�ned the protocol for the SLR. We speci�ed the main
goals and research questions and derived the inclusion and exclusion criteria after some test
searches. Through the test runs, we speci�ed and re�ned the strategy for data extraction and
coding.

Conducting the review: We used Google Scholar as the database for conducting our search. This
review was carried out in September 2022. The two search strings de�ned in Section 2.3.1.2,
were executed on this database by adapting to the search engine settings and constraints. The
�rst search string (focusing on ethics and morality in software design and development) led to
229 studies. The second search string (focusing on value in software design and development)
led to 430 studies. After eliminating duplicate studies, we identi�ed a total of 623 studies. After
applying the selection criteria, we included 85 primary studies in our �nal data set. Then, we
employed coding techniques to extract information from each included study.

Reporting the review: The results we report are about publication trends, stakeholder identi-
�cation and concerns, value identi�cation and value relations, as well as the incorporation
of stakeholders' requirements and values in software design and development. We discussed
potential threats to the study results.
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Figure 2.2: Categorizing the extracted values from the primary studies based on
Schwartz value structure [ 159, 156]. The values shown in red indicate the extracted
values from the primary studies that already exist in Schwartz's structure, and we
found examples in our SLR. The values in blue are the values that we added from our
SLR to the values of Schwartz's structure, and the values in black are values that were
in this structure and we did not �nd any in our primary studies. Thick lines shown
in the structure specify the orthogonal dimensions: (i) self-enhancement (including
hedonism, achievement, and power) vs. self-transcendence (including universalism
and benevolence) and (ii) openness to change (including self-direction, stimulation,
and hedonism) vs. conservation (including tradition, conformity, and security).
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Figure 2.3: Overview of the research process
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2.4 Results

The search and selection process resulted in 85 primary studies that we analyzed as described
in Section 2.3. In the following, we present a general overview of the publication trends and
the results addressing our research questions.

2.4.1 Publication Trends

In this section, we aim to discover the published efforts and trends in SE ethics based on
publication year, publication venue, and venue type.

Over the last decades, there has been a modest yet visible growth of publications in the
context of SE ethics. Figure 2.4 shows the relationship between publication year and venue
type of the selected studies, and the number in bubbles represents the corresponding number
of studies. As shown, the primary studies span from 2000 to 2022. Also, we observe a modest
yet visible growth in recent years.

Journal and conference are the most targeted venue types by the studies. Journal and
conference are the two main venue types for the selected studies, which account for 49.4% (42
out of 85 studies) and 44.7% (38 out of 85 studies), respectively.

Some publication venues publish more articles on SE ethics. Ethics has a multidisciplinary
nature, which has attracted attention from various �elds like social sciences and software
engineering. Table 2 in online Appendix B 4 gives an overview of the studies in SE ethics with
respect to publication venues and venue types. Based on the �ndings, the 85 primary studies
were distributed over 64 different publication venues. Upon analysis, it becomes apparent that
there is signi�cant activity in various publication venues regarding software engineering ethics.
Among these venues, the majority (53 venues, 62.3%) have published only one paper each.
Exceptions are the journal “Science and Engineering Ethics”, which published seven papers,
and “Conference on Human Factors in Computing Systems (CHI)” published four papers on
software engineering ethics.

2.4.2 RQ1a: Identifying Stakeholders

One of the important objectives in designing software systems is satisfying stakeholders
through supporting their values and meeting their needs. The �rst step in achieving this
goal is to identify the stakeholders who affect or are affected by a system and identify their
concerns.

4To further explore publication venues, the interested reader can �nd Table 3 here. NB: the online
appendixes minted with a DOI will be made persistently available upon publication.
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Figure 2.4: Number of primary studies based on publication year and venue type
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2.4.2.1 Stakeholder Roles

In software engineering, stakeholders are the people who use the system, build the system,
or are affected by the system. From the primary studies, we identi�ed individuals, groups,
and institutions reported to use, build, and be affected by the software system. We further
categorized those stakeholders based on the way they interact with the system ( i.e., use or build)
and are affected by the system. Our results suggest three overarching roles of stakeholders: (i)
system users—those who directly use the system, (ii) system development organisation—those
that design and develop the system, and (iii) indirect stakeholders —those who are indirectly
affected by the system. Further, these three stakeholder roles can be specialized in more
speci�c roles, which we call role types. For example, engineer is a role type that falls under the
role of system development organisation. The roles, along with their types discovered in the
studies, are summarized in Table 2.2.

Based on these identi�ed stakeholder roles, we constructed a stakeholder map (illustrated
in Figure 2.5) to depict how stakeholders receive bene�ts and harms from the system, either
directly or indirectly. Accordingly, the inner circle includes stakeholders who directly bene�t
from or are harmed by the system and are its users. In the middle circle, we classi�ed stake-
holders who indirectly receive bene�ts or harms from the system and are involved in its design
and development. Finally, in the outer circle, we considered stakeholders who may or may not
receive bene�ts or harms from the system. In the following, we provide detailed explanations
of these stakeholder roles:

System usersare individuals, groups, or institutions that use the system and receive direct
bene�t/harm from the system. Consider Electronic Health Record (EHR) system for use
in hospitals. Hospital personnel such as doctors, in-take receptionists as well as insurance
companies directly use the system; hence, they are `system users'. There was distinguished
different kinds of system users in the primary studies. The most prevalent one, is end users
(mentioned in 73 out of 85 studies). Some primary studies also recognize institutions as system
users, e.g., organizations or government.

System development organisation are those individuals, groups, or institutions that make de-
cisions, design, develop, fund, and support the system, and although they may not use the
system, they affect and are affected by it. When designing and developing the software, this
type of stakeholders, explicitly or implicitly, impose their own individual values and the organi-
zational values in the system. They may also be affected by the system, for instance, through
the success or failure of the project. Continuing with the example of the EHR system, the
personal and organizational values of product owners, software designers, project managers,
and the software organization as a whole affect the design of EHR. Invariably, the success or
failure of the EHR system affects these stakeholders as well. System development organisation,
in the roles of designersand developers, were identi�ed as the most prevalent ones (mentioned
in 13/85 and 13/85 studies, respectively).
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Indirect stakeholders are the individuals, groups, or institutions that are indirectly affected by a
software system but never interact with the system. In the example of the EHR system, indirect
stakeholders may be the patients and their families who are dependent upon information
in the software system but do not use it directly. The most prevalent indirect stakeholders
identi�ed in the primary studies are societyand third parties (mentioned in 18/85 and 10/85
studies, respectively).

Figure 2.5: Stakeholder roles and their role types in terms of receiving bene�t/harm
from the system

2.4.2.2 Stakeholders' Concerns

The concerns of stakeholders are an expression of speci�c interest about some topics related to
a particular context that stakeholders care about [ 85]. To incorporate the stakeholders' values
in software design, their concerns should be understood and considered [ 187]. Some of their
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concerns may have importance from the ethical point of view that could affect ethical values.
For example, stakeholders may have concerns about privacy violations that could affect the
ethical values of privacy and security. So, there is a need to address the stakeholders' concerns
to support and embed the ethical values and their corresponding software requirements in
the design and development of software systems. Regarding the three mentioned stakeholder
roles, each has different ethical concerns with respect to their relationship with the system,
and thus, different values may need to be embedded in the software design. Based on the
primary studies, however, we found concerns of two stakeholder roles surrounding software
systems, i.e., system users and system development organisation. Table 7 (in online Appendix
D5) shows these concerns along with their relevant values.

Stakeholders are mainly concerned with the issues related to privacy, safety, and trust in
software systems. All stakeholders (who affect or are affected by the systems) have different
kinds of concerns about software systems. These concerns are about the values at stake or the
harms of the system toward stakeholders. By drawing on these concerns, we found that they
are most frequently related to the values of privacy , safety, and trust , mentioned in 16, 11, and
11 out of 85 studies, respectively.

The two values of privacy and safety fall under the value category of security, representing 30
studies (35.3%), while trust belongs to the category of benevolence, representing 20 studies
(23.5%). We have also found other stakeholders' concerns in the primary studies relevant to
the value categories of conformity (2 studies, 2.3%), tradition (2 studies, 2.3%), self-direction
(12 studies, 14%), hedonism (2 studies, 2.3%), achievement (1 studies, 1%), power (2 studies,
2.3%), and universalism (13 studies, 15.3%). We describe them in detail in the next section.

2.4.3 RQ1b: Ethical Values

Human values are tacit in the design and development of software systems, and their iden-
ti�cation is often overlooked. The primary studies characterize and de�ne human values in
philosophical and social sciences' terms that we use for conceptualization. There are different
conceptualisations of values across the primary studies. For example, Maathuis et al. [83] refer
to the value of anonymity in capturing data so that it cannot be associated with a speci�c
person.

2.4.3.1 Identifying, Conceptualizing, and Categorizing Values

We looked at how values are expressed and embedded in the software systems reported in
the primary studies. As argued by Rescher [ 144], consideration of different aspects of value
categorizations can help understand further the concept of values. We adopted the Schwartz

5For the interested reader, Table 7 is available here.
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value structure, a classi�cation widely used in disciplines like social sciences and ethics [ 157,
146], and categorized the values extracted from the primary studies 6 (see Figure 2.2).

Table 2.3 provides an overview of the values identi�ed in the primary studies and their classi�-
cation based on this structure (see more details about the values, including explanations and
examples in Tables 3-6 in online Appendix C 7). Also, Table 2.4 summarizes the coverage by the
primary studies of the value categories of Schwartz [ 159, 156], and Table 1 in online Appendix
A8 shows the categorized values and their codi�cation at a �ner detail.

In what follows, we provide a description of each value category covered in the primary studies
as well as examples from the primary studies to elucidate how such categories of values can
be accounted for in software systems. We summarize our �ndings with respect to each value
category.

• Security is about caring for and keeping individuals and data safe against potential
harm. Security features protect individuals' health (both physically and mentally),
their personal information, identity, and safety against unintended hazards, physical
risks, and threats. They also concern with controlling and securing data and keeping
their �ow secure against system failure and data loss. Consider the case of software
enabled by an affective car assistance system for traf�c safety. This software captures
the driver's face to calculate the driver's emotional state (like anger, happiness, or fear)
and gives situation-speci�c warnings. Security in this example can be incorporated by
protecting the individuals' data and their anonymity by not using cloud-based solutions
and personal data that are unnecessary for the system's functioning and also concealing
all information about the driver [ 83]. Security has been studied in the context of software
systems in 64 out of 85 studies (see Table 2.4). The most prevalent values in this category
are privacy and safety(see Table 2.3).

• Conformity is about adapting the systems to meet the stakeholders' needs. Consider
the case of software enabled by a smart grid system (called smart metering) that records
electricity, gas, or water consumption and communicates that information for mon-
itoring and billing. Conformity in this example can be accounted for by modifying
generation or consumption patterns in reaction to an external signal like a price change
to meet the consumers' needs, e.g.,using water at an affordable cost [ 182]. Six primary
studies reported the value of �exibility in the conformity value category (see Table 2.3).

6In categorizing, we encountered values with multiple meanings that expressed motivational goals
of more than one value category. To reduce the complexity of value relations and clarify the meaning of
values in this structure, we only considered these values in one speci�c value category. This was possible
by analyzing the precise meaning of values and their accordance with the primary goals of value categories.
Additionally, we applied the same method when adding values to the structure (highlighted in blue in the
�gure). For instance, after examining the meanings of values such as “anonymity” and “informed consent”
in relation to the goals of value categories, we categorized them under the category of “security”.

7For the interested reader, Tables 3-6 are available here.
8For more details refer to Table 1 here.
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• Tradition is about caring to respect the behaviors, culture, and habits of individuals
and groups in the social environment. Consider the case of communication media
in an Arabic cultural context. The media can provide interactions between men and
women with respect to certain conventions. For example, by providing some features
such as friend suggestions that can prioritize females as friends for women or using
kin relationships to suggest appropriate male friends, the media technologies care for
cultural values (in this case, Islamic values) [ 9]. There are 4 primary studies expressed
values such ascultural values and lifestyle values that belong to tradition value category
(see Table 2.3).

• Self-direction is about caring for the rights of individuals in determining how they should
be treated; have autonomy in their choices and control over activities. Consider the
case of pervasive software for elderly care in a residential setting. This software provides
various services for elders at home like queries, alarms, detecting falls, recognizing
speci�c behaviors, and monitoring the health status. By allowing the elderly to stay at
home as they get older ( i.e., aging-in-place) without depending on their families, this
software supports the autonomy and the independence [51] and allows self-direction .
Self-direction is one of the most recurring value categories expressed and incorporated
in the primary studies, mentioned in 45 out of 85 studies (see Table 2.4).

• Hedonism can be incorporated into software systems by caring for pleasure or sensual
grati�cation when using the system. Consider the case of healthcare drones software
that allows delivery of blood donations, vaccinations, medications, and other medical
supplies [ 32, 33]. Hedonism, in this example, can be incorporated by enhancing the
calmness of local communities and authorities by, for instance, replacing loud and
disruptive medical helicopters. Twelve (12) out of 85 studies expressed values such as
pleasure, calmness, and hope that belong to hedonism value category (see Table 2.3).

• Achievement can be embedded in a software system by supporting users to carry out
the activities successfully, leading to an increase in individuals' personal satisfaction.
Consider the case of software enabled by a sensor-based physiotherapeutic assistance
system, used for the patients' treatment in a home setting [ 83]. Achievement, in this
example, can be accounted for by offering physiotherapeutic exercises at home through
live video coaching via the software system. As shown in Table 2.3, we found four values
belonging to achievement category: capable, successful, ef�ciency , and competence. In
total, 15 primary studies reported values in this category.

• Power can be incorporated into software systems by caring for dominance over people
and resources, and by maintaining social status. Consider the case of an EHR system.
By allowing patients to control their information ( i.e., resource), an EHR system cares
for the value of the ownership and property , i.e., the patient has the ability to manage
and own their health information [ 78]. In total, 22 primary studies reported values that
we mapped to the power value category (see Table 2.4).

• Benevolencecan be incorporated into software systems by being kind, like helping
individuals to do their tasks. Consider the case of software enabled by a virtual assistant
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that supports workload harmonization in the context of train traf�c control. By sharing
workload information to support operators to help each other when needed and yielding
a more even distribution of workload over the team members, this software cares for the
value of helpful [81]. For instance, if a virtual assistant detects a high and low workload
level for operators A and B, respectively, sharing this information enables operator B
to provide timely assistance to operator A in task completion. We found values like
usability and transparency that belong to the benevolence category but are not part of
Schwartz value structure (see Table 2.3). The focus of these values on the helpfulness
of the system is a common aspect among them. We also found benevolence is one of
the most recurring value categories expressed and incorporated in the primary studies,
mentioned in 68 out of 85 studies (see Table 2.4).

• Universalism is about preserving the welfare of people and protecting the environment
through software systems ( e.g.,safeguarding the individuals' physical and mental health,
overcoming unfairness perpetrated on individuals). Consider the case of software to
simulate and predict urban development patterns over time. For instance, by not
discriminating unfairly against any group of individuals to utilize speci�c infrastructural
facilities like transport and communication, this software cares for the value of freedom
from bias [23]. We found that universalism is one of the most recurring value categories,
expressed in 46 out of 85 primary studies (see Table 2.4).

Finally, Table 2.4 shows that the value category of stimulation , involving values such as excite-
ment and novelty, is not addressed by any of the primary studies.

2.4.3.2 Eliciting Values from Stakeholders

Values are expressions of what humans and organisations consider worthy but extracting them
is dif�cult because they are not measurable and they differ with changing perspectives. In our
analysis, we elicited methods and techniques used in the primary studies to support extraction
of values and re�ection of ethical issues. Extraction methods and techniques, together with
examples from the primary studies, are presented in Table 2.5. Some studies used a mixed-
method approach in the design process, e.g.,methods like sketches and prototypes were used
in combination with other methods like interviews.

Methods and techniques to elicit values from the stakeholders. According to the primary
studies, we found various methods and techniques to extract values from the stakeholders in
different situations.

Interviews. Interviews were mainly used to collect individuals' opinions, views, and values
to understand their judgments about a use context 9, an existing technology, or a proposed

9It is the conditions (including the technical, social, and organizational environments) under which the
intended users utilize an artifact (like software products) to achieve their desired goals.
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design.

Surveys. Surveys were used to extract views and values from the individuals, measure individu-
als' needs, solicit their views on values, discover value-related issues and their implications,
and rank values.

Workshops. Workshops allowed the individuals to collaboratively discuss, analyze, and share
the value-related issues and ethical considerations for a speci�c system. In particular, work-
shops allowed the individuals to identify values and value tensions, expose ethical issues, and
recognize the value implications.

Case studies. Case studies were used to examine a real-life situation. The focus was to have a
zoomed-in detailed look at real-world complexities like how ethical values can be satis�ed in
the system or to what extent ethical considerations can be considered during software design.
Case studies could help assess the strengths and challenges of appropriate methods like the
value sensitive design.

Focus groups. Focus groups allowed the individuals to cooperatively express their opinions
and attitudes in discussions about the key values, value-related issues, and implications. In
contrast to workshops, focus groups were not used to develop a consensus for a decision
among all participants. Focus groups concentrated on a speci�c topic or issue relevant to the
discussion.

Sketches. Sketches were mainly used to provide non-verbal understandings of a system using
visual expressions and focused on the participants' views and values. In particular, sketches
assisted the individuals in making value-related decisions by understanding what is important
for them in relation to a system, how a system is situated in a context, and how values are
implicated by system functioning.

Mock-ups and prototypes . Mock-ups and prototypes were used to make software designs
more concrete for the individuals and provide a visual way to refer to systems. They allowed
the participants to investigate the system's functions, interactions among stakeholders and
system, implications of systems on stakeholders, value tensions, and the system's suitability in
a speci�c context.

Value scenarios and story-boards. Value scenarios and story-boards were used to help the indi-
viduals discuss and communicate about different system features, especially humanistic and
societal considerations. In particular, value scenarios and story-boards assisted participants
in focusing on implications for stakeholders, key values, use contexts, and longer-term and
potential impacts.

Photo-elicitation . Photo-elicitation was used to elicit comments and views from the individuals.
Visual images (such as photographs and paintings) allowed the participants to direct the
discussion about a system and enabled them to speak in greater detail about their situation,
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concerns, and key values from their perspective.

2.4.3.3 Relationships among Values

Values have relationships among them [ 157]. They can con�ict or reinforce one another. For
example, consider a con�ict between two values of well-being and autonomy in a sensor-based
assistance system that supports physio-therapeutic activities at home [ 83]. This system that
aims to support the well-being of patients can con�ict with the value of autonomy since this
value requires the system to support the ideal ways of executing the treatment for the patients.

Value con�icts and value tensions. In our study, we found two types of relationships: value
con�ict and value tension. Value con�ict refers to situations in which technology supports
one value while undermines another one. Value tension, in turn, refers to instances in which
two values are in con�ict in a given situation [ 61]. Although value con�ict and value tension
theoretically are different concepts, i.e., value tension is a general term mentioning a value
con�ict; they were used quite similarly in the primary studies. Most studies generally discussed
these two concepts without mentioning any example: 20 out of 85 studies explained them with
example(s) (see Table 2.6).

Figure 2.6 depicts the representation of value con�icts and value tensions within the corre-
sponding value categories, as inferred from the identi�ed relationships among the values in
this table. According to the �gure, the categories that have the highest level of con�ict and/or
tension with other categories are security– contradicts with seven categories ( i.e., benevolence,
self-direction, universalism, achievement, power, security, and conformity) and benevolence–
contradicts with seven categories ( i.e., benevolence, security, universalism, tradition, hedo-
nism, self-direction, and conformity). Moreover, the �gure shows that speci�c categories
exclusively exhibit either value con�ict (depicted in red) or value tension (depicted in blue).
For example, the category of achievement predominantly exhibits con�ict relationships with
other categories. However, there are some categories that exhibit both types of relationships
(depicted in purple). One such example is security, which experiences both con�ict and ten-
sion, as seen in its interactions with categories like self-direction. Further, we noticed that
stimulation does not have any relation with other categories.

Privacy, autonomy, safety, and involvement are the most con�icting values. Values can be
con�icting in the same category, or they can be con�icting with another value category, see
Table 2.6. An example of the former case, the safety of a person may con�ict with the safety of
society. An example of cross-value con�ict is privacy of a suspect may con�ict with welfare of
society. We found that the most con�icting values are: (i) privacy con�icts with fourteen values,
(ii) autonomy con�icts with nine values, (iii) safetycon�icts with seven values, (iv) involvement
con�icts with six values.

Resolving value con�icts and tensions. To resolve the value con�icts and value tensions in
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software design, a few primary studies ([ 122, 20, 129, 207, 130, 114]) focused on addressing
con�icts and tensions among the values and proposed the methods of value dams and value
�ows and value alignment .

Value dams and value �ows 10 by keeping the design options supporting ethical values and
ignoring those undermining values, helps to resolve the value tensions. For example, consider
the use of this method for resolving value tensions among privacy and awarenessin [ 122]. In
this example, value dams are design options like logging searchesand logging queries which
concern the value of privacy, and many stakeholders agreed that these options could violate
their privacy. Value �ows are design options such as reporting the frequency of use of the
participants' codes and showing the ranking of participants' posts by their peers which are
related to the value of awareness. A majority of stakeholders agreed that they would like to
have these two options. Thus, to reduce the privacy-related value dams and bene�t from the
awareness-related value �ows, it was decided not to log or report who searches or queries but
to log and report the frequency of code use and implement content ranking.

Value alignment 11 by prioritizing and aligning the values of different stakeholder groups helps
to make trade-offs among the values. For example, in [ 129], there are two stakeholder groups:
media company employees and children's parents. The media company employees built a
hierarchy of their values in relation to the media without considering the parents' values. Then,
the employees tried to map the parents' values onto their values and �nd the value con�icts.

2.4.4 RQ1c: Embedding Stakeholders' Requirements and Values in
Software Design and Development

VSD is one of the comprehensive and common methods to account for human values in
software design [ 63, 201]. We used it as a basis to analyze the primary studies (see Figure 2.1).
Table 2.7 shows three investigations and conducted activities of VSD in our primary studies,
and Table 2.8 shows the coverage of the conducted activities in these studies.

Most studies focus on the identi�cation of stakeholders, ethical values, and the bene�ts and
harms from the systems. According to Tables 2.7 and 2.8, among all undertaken activities in
three investigations of VSD ( i.e., conceptual, empirical, and technical), C1, C2, and C3 occur
in the primary studies more frequently than other activities.

A few studies focus on prioritising values and translating them into software requirements.

10In this method, when a small percentage of stakeholders strongly object to a design option, it could be
removed from the design space (known as the value dams). Also, when a good percentage of stakeholders
�nd a design option appealing, it could remain in the design space (known as the value �ows).

11In this method, one stakeholder group should prioritize the values based on their goals in the system
without knowing the others' values. Afterward, they should align the other stakeholder groups' values to
their values through discussions and �nd the value con�icts.

43



Chapter 2. Ethics in Software Engineering

Based on Tables 2.7 and 2.8, a few studies refer to activities E2 and T 1 (2/85 and 4/85 studies,
respectively). It means they put less effort into prioritising values and translating them into
more concrete 12 constructs ( e.g.,software requirements).

None of the primary studies covers all the depicted activities in regard to embedding values
in software design and development. Based on Tables 2.7 and 2.8, none of the primary studies
focuses on all the activities to embed the values in software design and development.

2.4.4.1 Representing Ethical Values as Software Requirements

As values are intrinsically ambiguous and supporting them in software design process is non-
trivial, there is a need to translate values into tangible constructs (like software requirements)
and make them concrete and operational. For example, in [ 115], the users of mental health
(mHealth) apps must be con�dent and have trust in mental health care. However, the am-
biguous nature of trust in mHealth forces developers to translate this value into requirements
that foster and make it concrete, such as security, privacy, and good access to information and
communication technologies infrastructure.

Translation of values into software requirements. Translation of values into software require-
ments is a relatively neglected aspect in software design, it was conducted in 4 out of 85 studies
(i.e., [172, 33, 176, 174]), using the method of the value hierarchy . By translating values into
more concrete and tangible constructs, this method ensures that the design suf�ciently re�ects
the ethical values.

A value hierarchy is a structure that is proposed by VSD methods and consists of three layers: (i)
values, (ii) norms, and (iii) software requirements. For example, consider using this structure
in the context of blood sample transportation drones (cf. [ 33]). The values layer (i.e., upper
layer) consists of values that are independent from the context in which the system is situated,
e.g., safety. The norms layer (i.e., middle layer) consists of norms that are context-dependent in
contrast to values, and could be any prescription or restriction for action. In this example, this
layer includes the norm relevant to safety, e.g., using drones is safer than driving with respect to
fatalities per round-trip . The software requirements layer (i.e., lower layer) consists of software
requirements that are obtained by further investigation of the norms. In this example, this
layer includes the requirements: minimizing weight to less than 1.5 kg , having components
with less than 300 grams, and minimizing impact speed to less than 60 km/hr .

12It refers to making the values simple and clear enough (instead of abstract) to allow design decision
makers to look at them and �gure out what they are.
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Table 2.2: Three stakeholder roles and their role types.

Stakeholder role Role de�nition Role type Description Studies
System users Stakeholders that

use the system
and receive direct
bene�t/harm from
the system.

End users Individuals who systems are designed for them and ultimately use
systems.

[9, 122, 20, 10, 192,
205, 129, 207, 203,
53, 65, 175, 108, 204,
26, 152, 161, 172,
14, 50, 23, 147, 66,
44, 115, 16, 45, 62,
22, 151, 52, 130, 191,
124, 109, 73, 78, 196,
29, 60, 168, 150, 83,
32, 81, 80, 82, 194,
51, 181, 114, 177,
106, 84, 138, 77, 91,
41, 169, 102, 84, 153,
71, 163, 104, 174,
132, 54, 184, 93, 176,
34, 173]

Organizations A group of individuals who work together to achieve a common goal. [188, 147, 115, 32,
194, 93]

Government A group of individuals that govern society through legislation and
regulatory rules.

[115, 153, 93]

System de-
velopment
organisation

Stakeholders that
are involved in
software design
and development,
they receive indirect
bene�t/harm from
the system.

Designers Individuals who use the designing techniques and methods to create
a foundation for developing software systems.

[129, 207, 175, 204,
172, 14, 23, 188, 37,
151, 83, 82, 177]

Developers Individuals like programmers and coders who are involved in the
design and development process of software systems.

[14, 188, 66, 44, 62,
151, 60, 83, 181, 114,
77, 27, 71]

Domain ex-
perts

Individuals who have knowledge and expertise in a speci�c domain
like software development.

[129, 207, 182, 81,
189, 24, 41, 169, 102,
104]

Organizations A group of individuals who work together to achieve a common goal. [129, 207, 204, 130,
189, 106, 71, 93]

Suppliers Individuals who provide necessary resources for organizations to
meet a goal or to take action e.g.,hardware and software for software
development teams to build software systems.

[10, 50, 32, 189, 177,
71]

Managers Individuals who coordinate human resources, activities, and pro-
cesses in organizations to e.g.,develop software systems.

[129, 207, 83, 189,
24]

Engineers Individuals who analyze, design, and build systems and structures
to accomplish objectives with considerations of limitations, e.g.,
software engineers who are responsible for applying software en-
gineering principles in the design and development of software
systems.

[196, 83, 177, 24]

Researchers Individuals who collect, analyze, and interpret data to explore and
solve issues in a speci�c context like software systems.

[50, 181, 84]

Government A group of individuals that govern society through legislation and
regulatory rules.

[82, 84, 93]

Planners Individuals who create plans and evaluate individuals' requirements
(like systems' stakeholders) to ensure meet their needs.

[196, 83]

Other stakehold-
ers indirectly in-
�uenced by the
system or its out-
puts

Stakeholders that do
not interact with the
system (i.e., use or
build), they may or
may not receive ben-
e�t/harm from the
system.

Society A group of individuals who live together and have continuous social
interaction.

[23, 147, 33, 52, 124,
168, 32, 80, 194, 24,
84, 77, 91, 102, 71,
54, 93]

Third parties Organizations or individuals that play an important role in projects
(like software projects) but are not the ones that directly involved in.

[122, 10, 50, 66, 194,
181, 77, 71, 54, 93]

Organizations A group of individuals who work together to achieve a common goal. [10, 161, 23, 181,
114, 189, 77, 54]

Suppliers Individuals who provide necessary resources for organizations to
meet a goal or to take action e.g.,hardware and software for software
development teams to build software systems.

[10, 161, 50, 124, 51,
77, 54]

Government A group of individuals that govern society through legislation and
regulatory rules.

[161, 52, 32, 77, 84,
54]

Managers Individuals who coordinate human resources, activities, and pro-
cesses in organizations to e.g.,develop software systems.

[122, 20, 114, 189,
54, 93]

Researchers Individuals who collect, analyze, and interpret data to explore and
solve issues in a speci�c context like software systems.

[50, 52, 84, 93]
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Table 2.3: Extracted values from the primary studies based on the Schwartz value
structure. The values shown in “red” indicate the extracted values from the primary
studies that already exist in Schwartz's structure, and the values in “blue” indicate the
values that we added from our SLR to the values of Schwartz's structure.

Schwartz's di-
mension

Schwartz's value
category

Extracted values from the studies Studies

Conservation Security (SE) Healthy [65, 66, 33, 42, 32, 181]
Social order [150]
Privacy [9, 122, 20, 10, 203, 53, 65, 108, 204, 161, 172, 14, 50, 66, 44, 115, 33, 182, 16,

62, 52, 78, 196, 29, 81, 51, 70, 114, 132, 93, 138, 77, 91, 163, 27, 71, 102, 173,
169, 104]

Safety [122, 10, 205, 129, 207, 175, 204, 26, 14, 50, 147, 33, 182, 42, 37, 130, 73, 196,
106, 195, 77, 91, 163, 153, 102, 104]

Availability [203, 26, 172, 50, 66, 196, 60, 80, 194, 181, 114, 93, 77, 54, 163, 173, 41]
Informed consent [122, 65, 108, 172, 66, 62, 42, 60, 93, 71, 153, 169, 104]
Control [129, 203, 172, 115, 151, 130, 80, 104]
Support and protection [9, 14, 80, 114, 106, 102, 41]
Anonymity [122, 53, 108, 52, 16, 83]
Certainty [83, 177, 93]

Conformity ( CO) Flexibility [182, 114, 24, 77, 102, 104]
Tradition ( T R) Cultural and spiritual values [9, 37]

Lifestyle values [29, 41]
Openness to
change

Self-direction
(SD)

Autonomy [129, 108, 152, 14, 44, 115, 182, 16, 45, 62, 130, 73, 78, 196, 168, 150, 83, 32,
194, 51, 181, 70, 114, 132, 138, 174, 176, 163, 27, 71, 153, 102, 169, 104, 41]

Freedom [109, 150, 70, 93, 77, 104]
Curious [150, 80]
Dignity [129, 108, 37, 130, 83, 51, 189, 70, 132, 93, 34, 104]
Identity [108, 109, 32, 80, 189, 114, 163, 102, 169]
Attentiveness [185, 66, 184]
Solitude [66]

Hedonism ( HE ) Pleasure [84, 104]
Calmness [182, 196, 32, 106, 91, 163, 169, 104, 41]
Hope [44, 45, 163]

Self-
enhancement

Achievement
(AC)

Capable [175, 33]

Successful [129, 130]
Ef�ciency [203, 175, 172, 147, 115, 182, 24, 77, 173]
Competence [185, 83, 184]

Power (PO) Preserving individuals' public im-
age

[122, 20, 66, 52]

Social power [203, 22, 150]
Recognition [122, 203, 153]
Wealth [161, 52]
Ownership and property [207, 65, 108, 161, 23, 66, 182, 78, 196, 93, 77, 27, 71, 169]
Knowledge [108, 161, 52, 102]

Hedonism ( HE ) Pleasure [84, 104]
Calmness [182, 196, 32, 106, 91, 163, 169, 104, 41]
Hope [44, 45, 163]

Self-
transcendence

Benevolence (BE) Responsibility [53, 108, 172, 23, 185, 115, 22, 42, 52, 60, 150, 32, 194, 11, 51, 70, 114, 184, 195,
84, 27, 71, 153, 169]

Helpful [81, 80, 102, 104]
Trust [122, 20, 129, 65, 26, 188, 44, 115, 33, 182, 16, 45, 62, 22, 37, 52, 130, 78, 196,

168, 83, 32, 80, 194, 51, 181, 70, 114, 132, 195, 93, 77, 54, 27, 71, 153, 102, 169,
104, 41]

Transparency [192, 53, 172, 33, 37, 52, 191, 168, 83, 22, 11, 51, 151, 188, 60, 80, 150, 70, 177,
195, 174, 77, 176, 153, 173]

Usability [10, 203, 44, 115, 182, 45, 83, 32, 24, 93, 27, 71, 153, 173, 34, 169]
Involvement [122, 129, 108, 152, 14, 151, 130, 109, 196, 29, 132, 54, 102, 34, 104]
Togetherness [9, 108, 115, 70, 93, 102, 34]
Integrity [203, 52, 93]
Accuracy [83]
Continuity [83]

Universalism
(U N )

Protecting the environment [108, 23, 33, 182, 196, 60, 32, 70, 84, 77, 91, 54, 71, 34, 169]

Justice [23, 182, 189, 70, 93, 102]
Equality [53, 150, 54, 34]
Welfare [192, 65, 66, 44, 33, 182, 45, 42, 191, 78, 196, 83, 32, 82, 194, 51, 189, 84, 93, 91,

163, 27, 71, 153, 34, 169, 104, 41, 54]
Fairness [192, 108, 23, 33, 22, 52, 191, 196, 168, 70, 195, 174, 54, 176, 153, 102, 34]
Freedom from bias [207, 108, 22, 60, 189, 114, 169]
Altruism [152]
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Table 2.4: Coverage of the primary studies related to the value categories of Schwartz
value structure. “SD” stands for self-direction, “ST” stimulation, “HE” hedonism,
“AC” achievement, “PO” power, “SE” security, “CO” conformity, “TR” tradition, “BE”
benevolence, and “UN” universalism.

Studies SD ST HE AC PO SE CO TR BE UN
[9, 29] ä ä ä ä ä ç ä ç ç ä
[122, 20] ä ä ä ä ç ç ä ä ç ä
[10] ä ä ç ä ä ç ä ä ç ç
[205, 204, 124] ä ä ä ä ä ç ä ä ä ä
[129, 26, 188, 151, 81, 11, 177] ä ä ä ä ä ç ä ä ç ä
[207] ä ä ä ä ç ç ä ä ä ç
[203] ä ä ç ç ç ç ä ä ç ç
[175, 147] ä ä ä ç ä ç ä ä ä ä
[108, 66, 78, 93, 27, 71, 153] ç ä ä ä ç ç ä ä ç ç
[152, 176, 34, 174] ç ä ä ä ä ä ä ä ç ç
[161, 50] ä ä ä ä ç ç ä ä ä ä
[172, 173] ä ä ä ç ä ç ä ä ç ä
[14, 16, 62, 132] ç ä ä ä ä ç ä ä ç ä
[23] ä ä ä ä ç ä ä ä ç ç
[185, 184] ç ä ä ç ä ä ä ä ç ä
[115] ç ä ç ç ç ç ä ä ç ç
[33] ä ä ä ç ä ç ä ä ç ç
[182] ç ä ç ç ç ç ç ä ç ç
[192, 53, 42, 191, 60, 44, 45, 32] ç ä ç ä ä ç ä ä ç ç
[65, 22, 52] ä ä ä ä ç ç ä ä ç ç
[37] ç ä ä ä ä ç ä ç ç ä
[130] ç ä ä ç ä ç ä ä ç ä
[109] ç ä ä ä ä ä ä ä ç ä
[73, 138] ç ä ä ä ä ç ä ä ä ä
[196] ç ä ç ä ç ç ç ä ç ç
[168] ç ä ä ä ä ç ä ç ç ç
[150, 77] ç ä ä ç ç ç ç ä ç ç
[83] ç ä ç ç ä ç ä ä ç ç
[80] ç ä ä ä ç ç ç ä ç ä
[82] ä ä ä ä ä ä ä ä ç ç
[194, 102] ç ä ä ä ç ç ç ä ç ç
[51, 181, 70] ç ä ä ä ä ç ä ä ç ç
[189] ç ä ä ä ä ä ä ä ä ç
[114] ç ä ä ä ä ç ç ä ç ç
[24] ä ä ä ç ä ä ç ä ç ä
[106] ä ä ç ä ä ç ä ä ä ä
[195, 54] ä ä ä ä ä ç ä ä ç ç
[84] ä ä ç ä ä ä ä ä ç ç
[163] ç ä ç ä ä ç ä ä ä ç
[169] ç ä ç ä ç ç ä ä ç ç
[104] ç ä ç ä ä ç ç ä ç ç
[41] ç ä ç ä ä ç ä ç ç ç
[91] ä ä ç ä ä ç ä ä ä ç
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Table 2.5: Methods and techniques to elicit values from stakeholders in the primary
studies.

Methods and tech-
niques

Example Studies

Interviews Through interviews in [ 122], the participants indicated their views on values-related issues and how those
issues can be handled.

[122, 52, 53, 152, 22,
203, 130, 83, 129, 207,
50, 26, 81, 115, 16, 192,
9, 62, 147, 194, 182, 114,
24, 106, 195, 93, 163,
153, 102, 89, 104, 77]

Workshops Through a workshop in [ 130, 129, 207], some personas were created to help participants to become familiar
with the subject ( i.e., parental mediation). Then according to the personas and the extracted values from the
stakeholders, the other stakeholder group ( i.e., system designers) was asked to build a value hierarchy to
make value alignment and discuss the con�icting stakeholder values.

[130, 129, 207, 50, 26,
80, 81, 115, 16, 147, 151,
132, 54, 138]

Case studies In a case study in [ 52], the participants' values were captured, and the extent to which values could be
addressed in the system (in accordance with ethical principles) was discovered.

[52, 53, 83, 207, 147, 73,
108, 109, 32, 42, 33, 78,
172]

Mock-ups and pro-
totypes

In a co-design activity in [ 205], the participants developed some prototypes for the phone to express their
ideas for using mobile phones to provide safety for homeless young people.

[22, 203, 50, 81, 115, 16,
62, 205, 32, 42, 132, 174]

Surveys Through a survey in [ 181], the participants indicated their interpretations, views, and comments about the
relevant values of the system and rated the values in order of their importance.

[122, 124, 181, 16, 192,
73, 191, 106, 169, 41]

Focus groups In a focus group in [ 115], the participants discussed their experience with the use of the system ( i.e., web-
based technologies) in their professional lives and the relevant ethical values in the design of the system.

[83, 81, 115, 29, 16, 194,
106, 93]

Sketches The value sketches in [ 205] were about the understanding of participants on mobile phones and safety. The
sketches represented the participants' perceptions about where and when homeless young people might feel
unsafe.

[14, 205]

Value scenarios and
story-boards

The presented scenarios in [ 81] aimed to explain the functioning and envision the values of the virtual
assistant in a train traf�c control context for different operators.

[81, 205]

Photo-elicitation The photo-elicitation in [ 108, 109] allowed an understanding of the perceptions and use of technology by the
homeless. Using this method, homeless people could express their values concerning technology, its use,
and its relationship to their daily lives in the homeless community.

[108, 109]
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Table 2.6: Value con�icts and value tensions extracted from the primary studies.

Extracted value con�icts (VCs) and value tensions (VTs) from the studies Value con�icts (VCs) and value tensions (VTs)
among corresponding value categories

Studies

• Privacy (VCs): Privacy vs. involvement, privacy vs. responsibility, privacy vs.
transparency, privacy vs. welfare, privacy vs. creativity, privacy vs. informed con-
sent, privacy vs. usability, privacy vs. safety, privacy vs. support and protection,
privacy vs. togetherness

• Privacy (VTs): Privacy vs. reputation, privacy vs. trust, privacy vs. safety, privacy
vs. autonomy, privacy vs. social recognition, privacy vs. transparency, privacy vs.
responsibility

• Safety (VCs): Safety vs. ef�ciency, safety vs. welfare, safety vs. freedom, safety vs.
�exibility, safety vs. privacy

• Safety (VTs): Safety vs. autonomy, safety vs. privacy, safety vs. involvement
• Certainty (VCs): Certainty vs. competence
• Control (VCs): Control vs. involvement
• Control (VTs): Control vs. autonomy
• Availability (VCs): Availability vs. equality
• Anonymity (VCs): Anonymity vs. responsibility, anonymity vs. transparency,

anonymity vs. identity

• Security (VCs): Security vs. benevolence, secu-
rity vs. universalism, security vs. self-direction,
security vs. security, security vs. achievement,
security vs. conformity

• Security (VTs): Security vs. power, security vs.
benevolence, security vs. security, security vs.
self-direction

[122, 20, 161, 14,
115, 52, 130, 196,
168, 83, 32, 177,
93, 71, 173, 77,
102]

• Accuracy (VCs): Accuracy vs. dignity
• Involvement (VCs): Involvement vs. cultural values, involvement vs. privacy,

involvement vs. control, involvement vs. �exibility, involvement vs. identity
• Involvement (VTs): Involvement vs. safety
• Transparency (VCs): Transparency vs. privacy, transparency vs. anonymity
• Trust (VCs): Trust vs. responsibility, trust vs. anonymity, trust vs. calmness, trust

vs. support and protection, trust vs. togetherness
• Trust (VTs): Trust vs. privacy

• Benevolence (VCs): Benevolence vs. self-
direction, benevolence vs. tradition, benevo-
lence vs. security, benevolence vs. conformity,
benevolence vs. benevolence, benevolence vs.
hedonism, benevolence vs. universalism

• Benevolence (VTs): Benevolence vs. security

[9, 20, 161, 115,
52, 130, 83, 151,
93, 102]

• Autonomy (VCs): Autonomy vs. community, autonomy vs. welfare, autonomy vs.
safety, autonomy vs. helpful, autonomy vs. support and protection, autonomy vs.
togetherness

• Autonomy (VTs): Autonomy vs. safety, autonomy vs. control, autonomy vs.
privacy, autonomy vs. power

• Creativity (VCs): Creativity vs. privacy
• Dignity (VCs): Dignity vs. accuracy
• Identity (VCs): Identity vs. anonymity

• Self-direction (VCs): Self-direction vs. univer-
salism, self-direction vs. security, self-direction
vs. benevolence, self-direction vs. achieve-
ment

• Self-direction (VTs): Self-direction vs. security,
self-direction vs. power

[14, 115, 52, 196,
83, 102]

• Ef�ciency (VCs): Ef�ciency vs. safety, ef�ciency vs. freedom
• Ef�ciency (VTs): Ef�ciency vs. power

• Achievement (VCs): Achievement vs. security,
achievement vs. self-direction

• Achievement (VTs): Achievement vs. power

[115, 196, 168,
84]

• Welfare (VCs): Welfare vs. protecting the environment, welfare vs. safety, welfare
vs. privacy, welfare vs. autonomy

• Justice (VCs): Justice vs. support and protection, justice vs. togetherness

• Universalism (VCs): Universalism vs. univer-
salism, universalism vs. security, universalism
vs. self-direction, universalism vs. benevo-
lence

[32, 83, 102]
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Table 2.7: An overview of the conducted activities in the primary studies to embed
the (ethical) values in design and development of software systems which is based on
VSD methods (Figure. 2.1).

VSD investigations Activities Description Studies
Conceptual investigations C1 Identifying stakeholders (ex-

plicitly)
[122, 20, 10, 192, 129, 207, 108, 204, 26, 161, 50, 23, 188, 147, 115, 191,
124, 109, 78, 168, 80, 194, 51, 189, 114, 177, 24, 106, 84, 93, 163, 71,
153, 102, 34, 169, 104, 41, 54, 91, 77]

Identifying stakeholders (im-
plicitly)

[9, 205, 203, 53, 175, 152, 172, 14, 66, 44, 33, 182, 16, 45, 62, 22, 37,
151, 52, 130, 73, 196, 29, 60, 150, 83, 32, 81, 82, 181, 176, 173]

C2 Identifying bene�ts and harms
imposed by the system on
stakeholder groups (explicitly)

[122, 53, 175, 33, 52, 150, 32, 80, 51, 181, 114, 177, 24, 106, 93, 163,
71, 153, 102, 34, 104, 41, 91]

Identifying bene�ts and harms
imposed by the system on
stakeholder groups (implic-
itly)

[9, 20, 10, 192, 205, 129, 207, 203, 65, 108, 204, 26, 152, 161, 172, 14,
50, 23, 188, 185, 147, 66, 44, 115, 182, 16, 45, 62, 22, 42, 37, 151, 130,
191, 124, 109, 73, 78, 196, 29, 60, 168, 83, 81, 82, 194, 11, 189, 176]

C3 Mapping bene�ts and harms
onto corresponding values

[9, 122, 20, 10, 192, 205, 129, 207, 203, 53, 65, 175, 108, 204, 26, 152,
161, 172, 14, 50, 23, 188, 185, 147, 66, 44, 115, 33, 182, 16, 45, 62, 22,
42, 37, 151, 52, 130, 191, 124, 109, 73, 78, 196, 29, 60, 168, 150, 83, 32,
81, 80, 82, 194, 11, 51, 181, 189, 70, 114, 177, 184, 24, 106, 195, 84, 93,
163, 27, 71, 153, 176, 102, 173, 34, 169, 104, 41, 54, 91, 77, 174, 138]

C4 Categorizing the identi�ed val-
ues

[192, 23, 22, 191, 60, 11]

C5 Identifying potential value ten-
sions and con�icts

[9, 122, 20, 129, 207, 175, 161, 172, 14, 115, 151, 52, 130, 196, 168, 150,
83, 32, 177, 93, 102, 173, 77]

Empirical investigations E1 Understanding how stakehold-
ers experience a technology
with regard to the values they
consider important

[9, 122, 205, 129, 207, 203, 53, 108, 26, 152, 14, 50, 147, 44, 115, 182,
16, 22, 37, 52, 130, 124, 109, 73, 29, 83, 81, 80, 181, 114, 132, 24, 106,
195, 93, 163, 71, 153, 102, 104, 41, 54, 77, 138]

E2 Prioritising the values [181, 169]
E3 Resolving value tensions and

con�icts through making
trade-offs among competing
values

[122, 20, 129, 207, 130, 114]

Technical investigations T1 Translating the identi�ed
values into software require-
ments

[172, 33, 176, 174]

T2 Designing systems to support
the identi�ed values or sup-
porting/hindering values by
existing technological proper-
ties

[122, 20, 205, 203, 175, 204, 14, 23, 188, 147, 66, 33, 16, 62, 22, 42, 37,
73, 60, 168, 83, 32, 81, 194, 51, 181, 189, 132, 24, 84, 93, 153, 102, 34,
104, 41, 91, 77, 174, 138]

T3 Evaluating the design, adop-
tion, and use of the designed
systems

[122, 203, 62, 22, 81, 189, 114, 184, 24, 195, 89, 138]
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Table 2.8: Coverage of the primary studies with respect to the conducted activities to
embed the (ethical) values in design and development of software systems.

Studies C1 C2 C3 C4 C5 E1 E2 E3 T1 T2 T3
[9, 115, 52] ç ç ç ä ç ç ä ä ä ä ä
[122] ç ç ç ä ç ç ä ç ä ç ç
[20] ç ç ç ä ç ä ä ç ä ç ä
[10, 185, 45, 109, 78, 82] ç ç ç ä ä ä ä ä ä ä ä
[192, 191] ç ç ç ç ä ä ä ä ä ä ä
[205, 147, 16, 37, 73, 153, 104, 41] ç ç ç ä ä ç ä ä ä ç ä
[129, 207, 130] ç ç ç ä ç ç ä ç ä ä ä
[203, 81, 24] ç ç ç ä ä ç ä ä ä ç ç
[53, 108, 26, 152, 50, 44, 182, 124, 29, 80, 106,
163, 71]

ç ç ç ä ä ç ä ä ä ä ä

[65] ä ç ç ä ä ä ä ä ä ä ä
[175, 168, 32] ç ç ç ä ç ä ä ä ä ç ä
[204, 188, 66, 42, 194, 51, 34, 91] ç ç ç ä ä ä ä ä ä ç ä
[161, 151, 196, 150, 177] ç ç ç ä ç ä ä ä ä ä ä
[172] ç ç ç ä ç ä ä ä ç ä ä
[14, 83, 93, 102] ç ç ç ä ç ç ä ä ä ç ä
[23, 60] ç ç ç ç ä ä ä ä ä ç ä
[33] ç ç ç ä ä ä ä ä ç ç ä
[62, 189] ç ç ç ä ä ä ä ä ä ç ç
[22] ç ç ç ç ä ç ä ä ä ç ç
[11] ä ç ç ç ä ä ä ä ä ä ä
[181] ç ç ç ä ä ç ç ä ä ç ä
[70, 27] ä ä ç ä ä ä ä ä ä ä ä
[114] ç ç ç ä ä ç ä ç ä ä ç
[132] ä ä ä ä ä ç ä ä ä ç ä
[184] ä ä ç ä ä ä ä ä ä ä ç
[195] ä ä ç ä ä ç ä ä ä ä ç
[84] ç ä ç ä ä ä ä ä ä ç ä
[176] ç ç ç ä ä ä ä ä ç ä ä
[173] ç ä ç ä ç ä ä ä ä ä ä
[89] ä ä ä ä ä ä ä ä ä ä ç
[169] ç ä ç ä ä ä ç ä ä ä ä
[54] ç ä ç ä ä ç ä ä ä ä ä
[77] ç ä ç ä ç ç ä ä ä ç ä
[174] ä ä ç ä ä ä ä ä ç ç ä
[138] ä ä ç ä ä ç ä ä ç ç ä
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2.5 Discussion

In this section, we discuss (per research question) the implications of our research �ndings.
Furthermore, we outline the future research directions that emerge from our study.

2.5.1 Identi�cation of Key Stakeholders (RQ1a)

In Section 2.4.2, we proposed a classi�cation of the stakeholder roles in terms of receiving
bene�t or harm from the system. This classi�cation encompasses stakeholders who interact
directly with the system ( i.e., use or build the system) and passively involved stakeholders who
are indirectly affected by the system.

Indirect stakeholders are not often identi�able in software design. Our primary studies
identi�ed two categories of stakeholders: (i) those who interact directly with the system ( i.e.,
visible stakeholders13) and (ii) those who do not directly interact with the system but may be
affected by it ( i.e., invisible stakeholders14). The �ndings presented in Table 2.2 highlight a
signi�cant emphasis on direct stakeholders, including both system users and system devel-
opment organization, as identi�ed in 74 and 38 out of 85 studies, respectively. In contrast,
only 27 out of 85 studies focused on indirect stakeholders. Drawing from these �ndings, we
conjecture that identifying direct stakeholders in software design is straightforward, while
indirect stakeholders are often ignored as they depend on the different contexts in which the
system is intended to be used. These stakeholders remain invisible to individuals involved
in software development. To illustrate this point, consider the case of blood sample trans-
portation drones ([ 32]), unmanned aerial vehicles for swiftly transporting medical supplies,
especially blood samples, between healthcare facilities. These drones show potential in health-
care by enhancing ef�ciency, even in challenging terrain or during humanitarian crises. In
this particular case, speci�c stakeholders, including medical personnel, patients, and drone
manufacturers, are easily identi�able during the system design process. However, stakeholders
like local communities and society are invisible and are often overlooked as they do not directly
interact with the system.

Whilst the identi�cation of the indirect stakeholders is crucial, it is not trivial due to the
following three reasons: (i) existing methods (such as VSD) do not provide any systematic way
to identify invisible stakeholders or the far-reaching impacts of systems. (ii) Conventional
scoping activities in software engineering primarily focus on identifying stakeholders that
directly interact with the system, e.g.,through use cases [48]. Indirect stakeholders, the ones
that do not interact with the system, are deemed out of scope. Naturally, the resulting system
does not account for its effects on these stakeholders who are invisible. (iii) Anticipating who

13They usually can be identi�ed by the stakeholder analysis methods when designing systems.
14In contrast to visible stakeholders, they are dif�cult to be identi�ed by existing stakeholder identi�ca-

tion methods when designing systems.
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might be indirectly affected by the system requires anticipating human-system interactions
as well as the contexts in which those interactions occur, beyond the immediate scope of the
system and in a creative manner. As such, there is a need to develop ways to identify indirect
stakeholders and their concerns.

Given the above-mentioned reasons, we distinguish the following research directions: (i)
develop methods to anticipate the overarching effects of the system on individuals and society,
(ii) develop techniques to explicitly include indirect stakeholders into the scope of the system,
and (iii) explore systematic and creative ways to anticipate human-system interactions and
use contexts of the system.

Lack of focus on the concerns of indirect stakeholders. As shown in Table 7 (in online Ap-
pendix D), we found that studies only focus on discovering the concerns of direct stakeholders,
i.e., system users and system development organisation. However, there is a notable lack of
emphasis on identifying the concerns of indirect stakeholders. This implies a limited focus
on the identi�cation of invisible stakeholders and their concerns. This limited focus empha-
sizes the need for broader attention and research toward identifying the concerns of these
stakeholders.

Not making explicit the concerns of such stakeholders during software design implies ignoring
potential ethical issues and harms that systems might cause to them. In the example of blood
sample transportation drones [ 32], ignoring the concerns of local communities and society
during the design process could lead to building a system that may endanger the individuals'
physical welfare. This neglect could also result in risks, such as increasing the likelihood of
drones colliding with aircraft or causing harm to individuals on the ground.

To address the consequences of such neglect, we advocate for a research direction centered on
the development of methods like the social implication design method 15 [170]. The methods
that have the potential to assist designers in proactively addressing potential social issues and
incorporating the concerns of invisible stakeholders when designing products or services.

Stakeholder classi�cation can help identify direct and indirect stakeholders. In general,
an explicit stakeholder classi�cation helps in identifying the relevant stakeholders of a soft-
ware system [137, 17]. In particular, for ethics, however, our analysis of the primary studies
revealed that such classi�cation is lacking. We conjecture that our proposed classi�cation
for stakeholder roles (see Figure 2.5 and Table 2.2) can be a step towards �lling this gap. This
classi�cation divides the stakeholders into three roles based on how they interact with the
system (i.e., system users, system development organisation, and indirect stakeholders). By
making explicit both direct and indirect stakeholders, it enables design decision makers to
consider a wider range of stakeholders and be cognisant of indirect stakeholders that would
otherwise become invisible.

15This method focuses on the hidden in�uence of design on individuals, particularly those who might
not be readily visible as stakeholders, and the consequential social implications.
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2.5.2 Identi�cation of Ethical Values (RQ1b)

When developing software systems, it is essential to recognize that different stakeholders
hold distinct views and values regarding the system. Software engineers often prioritize
ethical values tied to system implementation, product managers may align their values with
organizational pro�ts, and end users typically focus on values associated with meeting their
needs and achieving their goals. This diversity of perspectives has signi�cant implications
for identifying ethical values within software systems. In the following, we discuss these
implications in more detail.

Stakeholders' concerns provide context to discover ethical values. Concerns of stakeholders
in a speci�c context are related to perceived risks and issues that can potentially affect their
values. Based on the primary studies, we found that the identi�cation of stakeholders' con-
cerns could provide contexts to discover the values at stake. Discovering the links between
concerns and values could help take ethical values into account as well as uncover con�icting
concerns and values for design space exploration. As an illustration, consider parental control
applications in which parents have concerns about the safety risks of teens [ 130]. In such cases,
concerned parents may discover different safety and security issues and potential con�icts
between safetyand involvement .

Also, as shown in Table 7 (in online Appendix D), different stakeholder concerns might cor-
respond to common values. In such cases, however, although the types of values may be the
same for different stakeholders, they may differ with respect to the speci�c interests of each
stakeholder role. For example, privacy violation could have different meanings for end users
(e.g.,protect access to identity data of young children) and system development organisation
(e.g.,comply with the “integrity and con�dentiality” principle of the GDPR). To satisfy this
value for each role, we may need to make different ethics-related decisions and select different
design options.

Methods and techniques for value extraction. During our examination of value elicitation
from system stakeholders, we found different methods and techniques (see Table 2.5), each
suited for speci�c purposes and situational contexts. Workshops, for instance, facilitate collab-
orative analysis of values-related issues and ethical values, while sketchesprovide a non-verbal
understanding of the elicited values. Despite the usefulness of each method and technique
in extracting values from stakeholders, there remains a signi�cant lack of understanding
regarding their nature and appropriateness.

Methods and techniques employed for requirement elicitation can be tailored and developed
for value elicitation [ 7]. The abstractness and ambiguities inherent in ethical values make
dealing with values more intricate and challenging than addressing requirements, particularly
in diverse ethical situations. Consequently, there arises a need to employ speci�c methods
and techniques that align with the nature of values when extracting them from stakeholders.
Addressing this gap prompts a valuable future direction: the enhancement of existing require-
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ments engineering methodologies and techniques to account for the distinctive characteristics
of norms and values. Such adjustments would enable the precise extraction of values directly
from stakeholders.

The value model helps de�ne ethical values and recognize relations among them. Our
value classi�cation is a �rst attempt to model values systematically, and it is a prerequisite
for explaining and interpreting software ethical values. We proposed a value model based
on the Schwartz value structure (see Figure 2.2) for value classi�cation. This model provides
an opportunity to de�ne software ethical values according to the value categories and their
motivational goals.

Also, the circular arrangement of the model could help recognize the relations among the
values. More precisely, the location of a speci�c value in the model could help discover
the relation of that value with other values. Accordingly, the closer any two values are, the
more similarity they have in terms of underlying motivations and vice versa. For example, in
Figure 2.2, consider the value of �exibility in the dimension of conservation. According to the
value model, it can be recognized that the values located in openness to changeare likely to
have a contradictory relation with it, and the values located in its adjacent dimension ( i.e.,
self-transcendence vs. self-enhancement) can be congruent with it.

Insuf�cient focus on certain ethical values. Analyzing Table 2.3, it becomes evident that
values such asprivacy , trust , autonomy , and welfare, have received considerable attention in
existing literature, with 40, 40, 35, and 29 studies dedicated to each, respectively. However,
certain values like social order and accuracy have received comparatively little exploration and
investigation, each being mentioned in only one paper. Neglecting these unexplored values
in software design can lead to unforeseen ethical risks and harms for stakeholders, impeding
effective risk mitigation and potentially endangering lives.

The value model resulting from our study could help in raising awareness among design
decision makers about the existence of unexplored ethical values and in attracting research
that will address them whenever risky to do otherwise.

As described in Section 2.2.1.2, this value model comprises ten value categories that depict the
relationships among these categories. To leverage this model, software designers can follow
a structured approach. Initially, they can pinpoint the value categories that align with the
system's goal(s). Next, they can identify the sub-values in relation to stakeholders to determine
if the system supports or compromises them, and discern the relationships between these
values, including any con�icts or congruencies.

Insuf�cient focus on value relations. Table 2.6 highlights a predominant focus in primary stud-
ies on con�icts and tensions among values, overlooking the potential for values to reinforce
one another and the existence of congruity between them. Neglecting value relations in soft-
ware design can undermine ethical decision-making, heighten ethical issues, and potentially
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result in unintended negative consequences for individuals and society.

As discussed in Section 2.4.3.3, Figure 2.6 serves as an initial step towards recognizing potential
value relations. This research seeks to identify, analyze, and contextualize value relations,
including con�icts and tensions, with the aim of enhancing ethical decision-making in software
design. Further empirical studies of value relations to explore value relations in diverse ethical
situations during the software design process can shed more lights.

Inadequacy in value con�ict resolution. When designers design for a range of values (instead
of a single one), it is possible that a design option that supports one value would compromise
another value. This necessitates the consideration of trade-offs among ethical values, which
can be revealed through the exploration of different design options.

We found only a few primary studies ([ 122, 20, 129, 207, 130, 114]) that propose solutions to
resolve con�icts among the values in the software design process. While the software engi-
neering �eld has encountered this challenge, there are valuable methods from other domains
that can serve as sources of inspiration. For instance, methods such as “value alignment”
and “value dams and value �ows” from various other �elds provide valuable insights that
can enhance approaches in software engineering. These methods can be instrumental in
effectively managing and resolving value con�icts within software design.

Based on the limited research on value con�ict resolution, a promising research direction
centers on understanding how value con�icts can be dealt with and, hence, embedded in
methods and techniques. Furthermore, this research could explore the feasibility and selec-
tion of qualitative and quantitative techniques for facilitating trade-offs among values and
their associated possible design options. Delving deeper into these areas can advance our
understanding and develop practical methods for managing value con�icts during the design
process.

2.5.3 Embedding Requirements and Values (RQ1c)

To integrate the requirements and values of stakeholders, software researchers and developers
must revisit and create software engineering methods and techniques with respect to ethical
considerations tailored to software design and development.

Varying support for VSD. Table 2.7 reveals that VSD stands out as the sole method used to
address ethical values during the software design process. However, the primary studies cover
only a proper subset of the VSD activities, particularly those pertaining to the conceptual ones
addressing design (see Table 2.8).

This limited coverage of VSD activities can be attributed to either (i) the narrow focus of the
studies themselves, or (ii) the inherent challenge of conducting the complete range of VSD
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activities to address ethical considerations.

As an example of the studies with a narrow focus, [ 51] emphasizes the use of design patterns
to help designers incorporate value considerations in the design process. However, the study
does not delve into resolving value con�icts. In this example, the focus is deliberately limited
to conceptual and design-related VSD activities, speci�cally C1 (i.e., identifying stakeholders),
C2 (i.e., identifying bene�ts and harms imposed by the system on stakeholder groups), C3
(i.e., mapping bene�ts and harms onto corresponding values), and T 2 (i.e., designing systems
to support the identi�ed values or supporting/hindering values by existing technological
properties).

As an example highlighting challenges in incorporating ethical considerations, [ 207] discusses
the dif�culties in identifying and applying human values in design, e.g.,�nding suitable ways
to facilitate discussions about values among different stakeholders or accounting for the voices
of stakeholders while considering their values with respect to their power in the organization.
In light of the aforementioned challenges, certain VSD activities, namely C4 (i.e., categorizing
the identi�ed values), E2 (i.e., prioritising the values), T 1 (i.e., translating the identi�ed values
into software requirements), T 2 (i.e., designing systems to support the identi�ed values or
supporting/hindering values by existing technological properties), and T 3 (i.e., evaluating the
design, adoption, and use of the designed systems), are excluded from consideration.

Insuf�cient focus on operationalizing ethical values in software design. Embedding intrinsi-
cally ambiguous ethical values into software systems requires values to be made as concrete as
possible for design decision-making.

We found only four primary studies ([ 172, 33, 176, 174]) discussing the translation of values into
software requirements. The process of translating values into software requirements essentially
involves the conversion of ethical values into speci�c and concrete criteria or speci�cations
that can guide the development of software systems. In essence, it is about de�ning and
articulating how these values should be integrated into the practical aspects of software
design and development. This limited number of studies signi�es a lack of attention given
to converting values into tangible software requirements, which is essential for supporting
values in software design. To address this gap, a research direction involves investigating
methods to make values more tangible and to facilitate their translation into goals and software
requirements. This endeavor aims to facilitate the practical implementation of ethical values
in software design and development.

2.6 Threats to Validity

In this section, we discuss the main threats that may have affected the validity of our study. We
organize them according to the classi�cation by Wohlin et al. [202].

57



Chapter 2. Ethics in Software Engineering

2.6.1 Construct validity

It refers to the correct data collection and the correct measurement of the theoretical concepts
[56].

• One typical threat in SLRs can be related to selecting unsuitable search engines. To
mitigate this threat, Google Scholar was used as a tool to collect papers (as explained in
Section 2.3.1.2) since it is a meta-engine and is commonly used in SLRs. In addition,
Martin-Martin et al. [117] provide empirical evidence that Google Scholar citation data
is essentially a super-set of other online bibliographic databases.

• Not including studies that focus on relevant sub-�elds (like AI) when studying SE ethics
may introduce a threat to this validity. We consider that this threat was mitigated by
the fact that the potential issues found in this study are similar to those in relevant
sub-�elds. In this way, our proposed solutions (like a value model) can be used for
dealing with such issues ( e.g.,identifying value relations), too.

• Ill-de�ned search queries can result in a large number of irrelevant studies. In order to
mitigate this threat, we de�ned two search queries to ensure covering the potentially
relevant studies (as discussed in Section 2.3.1.2). By using the �rst query, we covered a
feasible number of studies, but there was a risk of overlooking the studies containing
the term “value”. So, to cover the studies including this term and the relevant phrases
like “value-sensitive” and “value-centered” that focus on SE ethics, we de�ned another
query ( i.e., search query 2).

• Choosing an improper classi�cation for the values can introduce some bias to the
analysis. We have mitigated this threat by selecting the Schwartz value structure, a
widely adopted classi�cation scheme in social sciences. This value classi�cation was led
to reducing researchers' bias since there was no need to develop our own classi�cation.

2.6.2 Internal validity

It aims to ensure that the collected data enables researchers to draw valid conclusions [40].

• One typical threat to internal validity in SLRs is bias in extracting enough data from the
studies, in�uencing the accuracy of the extracted data and the result. To mitigate this
threat, we extracted also descriptive data concerning our research questions.

• There is a threat to internal validity due to improperly de�ning and conceptualizing the
extracted values from the studies. This threat might result from the experience level of
researchers in relation to philosophy and social science for value conceptualization. In
our study, this threat was mitigated by involving two researchers in de�ning values, and
in the presence of disagreements, by consulting the other researchers.
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• Classifying values can introduce some bias to the analysis as values are intrinsically am-
biguous and can be related to more than one value category. To mitigate this threat and
facilitate the value classi�cation, we took advantage of the presented meta-inventory
of human values in [ 36]. Also, we involved three researchers in providing an objective
classi�cation.

2.7 Conclusion

Software systems are ubiquitously employed in society and are increasingly integrated into
all aspects of people's lives. The proper functioning of software systems in both technical and
ethical dimensions is essential, as individuals and society at large can be affected by these
systems in many facets, from healthcare to communication, from education to economic
welfare. These systems can affect individuals by undermining their values and causing ethical
issues, like causing harm to the environment, violating privacy, and discriminating amongst
people.

There are many inter- and trans-disciplinary studies of ethics in technology design, such as AI
ethics [179, 162, 111, 79], which are outside the scope of this study. Here we only focus on ap-
plying ethics in the practice of software design and development. In this study, we conducted
an SLR addressing the identi�cation of stakeholders, their values, and value relationships. By
analyzing 85 primary studies, we identi�ed three over-arching roles of stakeholders who are
affected, from an ethical value perspective, by software systems ( i.e., system users, system
development organisation, and indirect stakeholders). We also identi�ed a list of ethical val-
ues commonly used in designing software systems. Using the Schwartz value structure, we
categorized the values extracted from the studies. It should be noted that the proposed value
categorization is not a mapping of extracted values to this structure; rather, it is an attempt to
�nd a way to classify values (used in software design) according to their meaning. This value
categorization can provide an opportunity for software engineers to organize and conceptual-
ize values, recognize value relations, and �nd possible value con�icts during software design
and development.

Our analysis has revealed challenges relating to the identi�cation of indirect stakeholders and
their hidden concerns during software design, their concerns are omitted because they are
invisible to developers. We classify stakeholders into different groups to raise the awareness of
hidden stakeholders. We propose an enhanced Schwartz value structure, which can be useful
for identifying and structuring ethical values for software development. Based on the values
identi�ed in the primary studies, we relate value con�icts and tensions to understand their
relationships and to facilitate requirement exploration. We also found methods and challenges
for value identi�cation and requirement translation. This �nding prompts a call to enhance
value elicitation to integrate ethical values into software design.
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The �ndings suggest several promising future research directions: (i) providing a systematic
way to identify in�uential stakeholders (and especially invisible stakeholders) in software
design, (ii) proposing methods and techniques to elicit ethical values from system stakeholders
that suit different ethical purposes and situations, (iii) providing a comprehensive list of ethical
values used in software design along with their de�nitions, (iv) proposing a model to recognize
relations among values during the design process, (v) proposing suitable methods to resolve
value con�icts, and (vi) developing methods to operationalize ethical values in software design.

Understanding existing issues in SE ethics and having a model for classifying ethical values
can provide insights for other related areas, such as AI. We also hope that further works in
this area can inspire software engineers to make ethical considerations in software design and
development.
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2.7 Conclusion

This chapter highlights challenges such as the identi�cation of indirect stakeholders, the
oversight of their concerns, and the need for better stakeholder classi�cation. It stresses the
importance of considering stakeholders' concerns to uncover ethical values and discusses
methods for value extraction, particularly focusing on the value model.

Given these insights, we are now well-equipped to delve into speci�c areas of software engi-
neering where ethical aspects play a crucial role. Building upon the foundation laid by the
SLR, we aim to identify and analyze the ethical challenges inherent in software architecture
design, as well as propose strategies for integrating ethical principles into the architecture
decision-making process. By addressing RQ2 in the next chapter, we aim to contribute to the
promotion of responsible and ethical software development practices in the �eld of software
architecture design.
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3 Incorporating Ethical Values
into Software Architecture De-
sign Practices

“The advancement of technology
should never come at the expense of
our ethical values.”

Barack Obama

This chapter is based on:
q R. Alidoosti, P. Lago, E. Poort, M. Razavian and A. Tang “ Incorporating ethical values into software archi-
tecture design practices”, In 2022 IEEE 19th International Conference on Software Architecture Companion
(ICSA-C) (pp. 124-127) [7].

62



This chapter answers the second research question of this thesis (RQ2). Speci�cally, it under-
takes a comprehensive exploration of ethical aspects in the context of software architecture
design practices. The investigation is grounded in an exploratory study, which harnesses the
focus group research method as its guiding tool. Within this exploration, we delve into critical
aspects such as architects' ethical awareness, the identi�cation of relevant stakeholders and
their ethical concerns, the categorization of stakeholders' ethical values and their intricate
relationships, an in-depth examination of ethical issues faced by architects during the design
process, and methods for quantifying and validating ethical values. To enrich our study, we
engage in a collaborative effort with a multinational IT consultancy company to extract qual-
itative insights from the experiences and perspectives of the company's software architects.
These invaluable insights contribute to the formulation of practical guidelines aimed at the
effective integration of ethical aspects in systems.
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3.1 Introduction

Ethics refers to a set of aspirational moral values and principles that aim to guide ethical
conduct [ 193]. The study of ethics can be found in a variety of �elds like medicine, business
management, and software engineering [ 180]. Ethics in software engineering is increasingly
important but often ignored. The prevalence of software-intensive systems (or software sys-
tems for short) and their integration with societies make ethical aspects an essential part of
system building, as software systems signi�cantly impact the quality of people's lives, social
functioning (including actions and decisions), equality (of e.g.,opportunity and rights), and
justice.
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Software systems can create ethical concerns and affect stakeholders by undermining their
values, causing ethical issues, like diminishing quality of life, causing harm to the environment
and creating inequality amongst people. By stakeholders we mean people who use, design
and develop, or operate a system, as well as people who are indirectly affected by the system.
Addressing such issues and considering ethical aspects in software systems is not trivial. We
need to understand and know the ethical issues that can cause harm to individuals and
societies, who would be affected by ethical issues and their concerns, what are the important
ethical values (which are intrinsically ambiguous), and how to take them into account in
software architecting. Given its overarching scope, software architecture design can be the
activity where important ethics-related decisions should be considered. Like specifying quality
requirements, architecture design has a wide-ranging impact on a system, and eventually
people and society. The ultimate goal of this research is to enable architects to create software
systems with the awareness and consideration of ethical values in society.

Making ethical decisions in the context of software architecture design requires architects to
understand and consider ethical aspects. These may include: (i) ethical awareness of architects;
(ii) identifying relevant stakeholders ( e.g., stakeholders who can be adversely affected by
the system) and classifying a range of ethical concerns; (iii) identifying and categorizing
stakeholders' ethical values and recognizing the relations amongst them; (iv) identifying issues
architects face concerning ethics during design and understanding their causes and nature;
and (v) quantifying and validating ethical values.

To understand these ethical aspects in the context of software architecture design practices, in
this paper we conduct an exploratory study, by using the focus group (FG) research method.
The FG study is carried out with a multinational IT consultancy company. The qualitative
information obtained from the FG can reveal experiences and insights of the company's
software architects (as the participants of the FG) regarding ethical issues and con�icting
ethical values. These information can be used to provide guidelines and suggestions for
addressing ethical aspects in software systems.

The remainder of this paper is organized as follows. Section 3.2 introduces foundational
concepts like ethics, ethics and software, and ethical values. Section 3.3 discusses related
works. Section 3.4 presents the study design and execution. The results of the FG study are
presented and discussed in Sections 3.5 and 3.6. Section 3.7 describes the threats to validity
and Section 3.8 concludes the paper and outlines directions for future work.
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3.2 Background

3.2.1 Ethics

The word “ethics" comes from the Greek word “ethos", meaning character [ 166]. Ethics is the
study of what makes something moral or ethical, good or right, unethical or immoral, bad
or wrong that is applied to human actions in a moral sense [ 166]. It refers to the study of
moral beliefs and also understanding and adopting moral values within a context or place
[58]. Ethics as a philosophical study of morality is divided into three categories: (i) meta-ethics,
(ii) normative ethics, and (iii) applied ethics. Meta-ethics deals with fundamental questions
about the nature of ethical theories; normative ethics concerns with what makes actions right
or wrong, good or bad; applied ethics concerns with practical moral dilemmas in particular
contexts [123].

3.2.2 Ethical Values

Value refers to economic worth of an object e.g.,the value of a pen being 2 euros. There are
different de�nitions for the term value; for example, a value is a belief based on which a person
acts by preference [ 68]; a value is a prescriptive belief and an ethical value is a prescriptive
belief about what is “right” or “wrong” [ 68]; a value is a principle for action including abstract
goals in life and modes of conduct that an individual or a group of people consider more
suitable in a given context [ 25]; a value is not the same as ideal, norm, or espoused belief about
the good, but is about operating criterion for action [88].

Values can be based upon rules and are referred to as deontological beliefs or be based upon
perceived outcomes or ends and are referred to as teleological beliefs [ 68]. In the context
of ethics, value refers to what a person or group of people consider important in life. Some
examples of ethical values are human welfare, ownership and property, privacy, trust, and
autonomy.

3.3 Related Works

Originating from different �elds, various approaches focus on supporting human values
in the context of software systems. Computer Ethics focuses on understanding values in
the intersection of technology and human lives ( e.g.,Nissenbaum [ 128]); Social Informatics
focuses on the analysis of social-technical aspects of technologies ( e.g.,Kling and Star [ 101] and
Kling et al. [100]); CSCWfocuses on the design of technologies to help people to have effective
collaborations in their environment ( e.g.,Galegher et al. [69]); Participatory Design focuses on
embedding democratic values into the practice ( e.g.,Carroll and Rosson [ 31]). Finally, Value
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Sensitive Design (VSD) [46] proposes an approach for incorporating human values in the
design process of technology.

Various research works address the complexities of incorporating values in design. Van de
Poel [183] focuses on the notion of value con�icts and proposes a way to deal with them.
Kroes and van de Poel [105] discuss the dif�culties of operationalizing values against the
operationalization of physical concepts. There is a need to measure ethical values in an
objective way, and having technical codes and standards can be helpful to �nd a way to
operationalize and measure the moral values in design.

To support incorporating ethical aspects in software engineering, few works have proposed
frameworks and approaches. Aydemir and Dalpiaz [ 12] discuss the concept of ethics-aware SE
and propose an analytical ethics framework for stakeholders including end users and develop-
ers to analyze ethical issues. The aim here is to analyze ethical values and translate them into
quality requirements, and build the system based on ethical speci�cations. Rashid et al. [140]
propose a framework for managing emergent ethical concerns/issues for software engineering
in society based on exploring several projects. This framework has an iterative process which
is using a participatory approach involving stakeholders in its center and focuses on under-
standing the ethical issues. They argue that to deal with such emergent ethical issues, there is a
need to consider social life, complexities, and collective responsibility. Nussbaumer et al. [131]
propose an ethics-by-design approach to support ethical dimensions of decision makers' deci-
sions in the context of decision support systems for Emergency Management. The approach by
scoping the domain, analyzing the ethical requirements, translating them into design princi-
ples, and assessing the effects of the system on society helps designers address ethical concerns
and embed the ethical considerations during the system design. Another ethics-by-design
tool (called Moral-IT Deck) is proposed by Urquhart and Craigon [ 178] to promote re�ection
on how to address emerging ethical issues of technology development, especially at the early
stages of design.

3.4 Study Design and Execution

We designed our exploratory study by using the FG research method, which is a qualitative
method for eliciting data, insights, opinions, and attitudes from individuals about a particular
topic [ 57]. FGs allow interactions and exchanges of ideas among the participants, and enhance
the richness of the data [142].
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3.4.1 FG Design

3.4.1.1 Objectives of the Study

By exploring the design experience of professional software architects on ethics, our objectives
are to (i) understand how practitioners address ethical issues, (ii) identify and support ethical
values and stakeholders' concerns, and (iii) consider ethical aspects in software architecting.
Based on these objectives, we derive the following research questions (RQ2s) along with the
underlying motivations:

RQ2a- To what extent are architects aware of ethical situations, ethical issues, and their causes
and nature?
Motivation: This RQ helps to understand what architects knew and encountered about
ethical situations, ethical issues, their nature and causes. We are interested in this
question because ethics is a personal and social value. We want to know how architects
would interpret ethical situations and what they would see as ethical issues.

RQ2b- How to identify stakeholders' concerns?
Motivation: This RQ helps to realize how and how much architects care about the
consideration of stakeholders when architecting software systems. It also helps in un-
derstanding the architects' criteria for consideration of stakeholders and their concerns.
There are different types of stakeholders (who could be directly or indirectly affected
by the system), in which identifying them is not trivial. We want to know the methods
architects use to �nd stakeholders affected by ethical issues.

RQ2c- How to identify ethical values unknown to architects?
Motivation: This RQ helps to discover what ethical values architects consider important.
We are interested in this question because values can be personal, in which identify-
ing them is not trivial. We aim to realize what ethical values are important from the
architects' perspectives.

RQ2d- How to deal with the dif�culties of diverse ethical aspects?
Motivation: This RQ helps to understand what problems and dif�culties architects
have to deal with for addressing ethical issues. It also helps realize the methods that
architects use or may use to embed ethical values and address ethical issues in software
architecture design. There are different issues that need to be addressed, such as hidden
stakeholders, the ambiguity and diversity of ethical values. We want to know how
architects deal with these issues and what their solutions are.

RQ2e- Can architects quantify ethical values? If so, how?
Motivation: This RQ helps understand how, and if architects may quantify and validate
ethical values. We are interested in this question because ethical values can be personal
that measuring their importance and impacts is not easy. Considerations of ethical
values in software architecting may involve costs and comprise system features. We

68



3.4 Study Design and Execution

want to know how architects quantify how much and how to spend on dealing with
ethical values.

3.4.1.2 The Participants

We conducted the FG study in October 2021 as a face-to-face session attended by four profes-
sional software architects. Participants were informed about the purpose of the research prior
to the session and joined voluntarily. They are all senior architects. Participant ( P1) is a solu-
tion architect with over 14 years of experience in the telecommunication and transportation
sectors. Participant ( P2) is a director consultant and an enterprise architect with over 20 years
of experience in the �nancial services, communication, defense, transport and logistics (T&L),
and government sectors. Participant ( P3) is a solution architect with over 28 years of experi-
ence in the banking, transportation (aviation-rail), and yellow pages sectors. Participant ( P4)
is a director consultant and an enterprise architect with over 24 years of experience working in
the healthcare, �nance, and transportation sectors.

3.4.1.3 FG Organization and Data Collection

To make the participants familiar with the research topic, we started the FG with a short
introduction on ethics. The participants were then asked to brie�y introduce themselves and
share their role and years of experience in the IT industry. The session was organized as a
semi-structured discussion in which the researchers asked prede�ned questions that were
divided into 5 categories (see Table 4.1 in the Appendix). The questions were asked in two
modes. The questions about RQ2a and RQ2b were asked to each participant in turn, while
the questions about RQ2c-RQ2e were for open discussions. The FG session lasted four hours.
It occurred in a physical setting, and was video-recorded and transcribed. It was organized
in two parts: part 1 was about questions RQ2a and RQ2b, and part 2 was about questions
RQ2c-RQ2e.

3.4.1.4 Analysis

In conducting the qualitative analysis on the focus group results, three researchers were
involved in this phase to ensure a rigorous and unbiased interpretation of the data. The
iterative analysis process began with the identi�cation of meaningful quotes, which were then
compared, clustered, and labeled based on shared meaning. Throughout this process, the
researchers cross-checked data interpretation to ensure accuracy in clustering and labeling.
Once all data had been clustered and labeled, the results were organized into themes. It is
important to note that the analysis process remained �exible to accommodate adjustments in
labels and themes, ensuring thorough exploration and interpretation of the data [165].

69



Chapter 3. Incorporating Ethical Values into Software Architecture Design
Practices

3.5 Results

The following introduces brie�y the experiences reported by the participants, followed by the
results organized along our research questions. For each RQ, we emphasize the takeaways (in
boldface ) elicited from the gathered inputs.

3.5.1 Stories from the Trenches

The FG started with the participants sharing some of their experience in relevant professional
cases (which we call “stories”). Below we summarize their stories (see also Table 3.1).

P1 discussed three stories: (S1) an airport security-scan software to carry out body scans. This
is a full-body scanning software that detects objects on or inside a person's body for security
screening purposes, without physically removing clothes or making physical contact; ( S2) a
telecommunication application that helps individuals communicate over a distance, captures
data and allows government access; and ( S3) a bank application to automate contracts in the
bank. This is an application that manages contracts for trade and �nance banking transactions.

P2 discussed two stories: (S1) a human resource management (HRM) system that provides
a dashboard to show the employment contracts of employees. The system generally helps
organisations to better manage their workforce by aligning strategic HRM with organizational
goals; and (S2) an ATM system (including both software and hardware) that is shared between
many banks as a connected network.

P3 discussed two stories: (S1) an application to support air freights, allowing users real-
time access to prices and available capacities; and ( S2) a risk assessment software that helps
insurance companies operate ef�ciently and keep the business safe from risks such as control
credit, market, operational and reputation risks.

P4 discussed a story about a credit application ( S1). This assesses the applicants to qualify
for taking the credits (like a loan) based on their �nancial situation and their relatives' credit
ratings.

3.5.2 RQ2a: Architects' Awareness of Ethical Situations and Ethical
Issues

Architects were consciously aware of different ethical situations and ethical issues they
encountered during their work.
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Table 3.1: The participants' stories

Participant code Story code Story subject

P1
S1 Security scan software at the airports
S2 A telecommunication application with a backdoor for the government
S3 A bank application for contract automation

P2 S1 Human Resources Management (HRM) system
S2 ATM network system

P3 S1 Air transportation application
S2 Risk assessment software for insurance companies

P4 S1 A credit application

In ( P1¡ S1)1, the scanning software at the airport works as a quick check for potential security
leaks. The software can display the body shape of individuals going through the scanners (as a
cartoon-like representation of the person) with an indicator showing suspicious items. The
snag of the security-scan software is the fact that the monitors are located in an open space and
are visible to anyone around. This may go against the beliefs and cultural values of the person
being scanned. The related ethical issue is violating the dignity and privacy of individuals.

In ( P1¡ S2), the government could collect data (including individuals' personal information)
through special access, with an unclarity of the purpose according to which data has been
collected. Potentially, the data can be used by the government with bad intentions that can
intrude the privacy of individuals and may have security implications for them.

In ( P1¡ S3), the bank application for contract automation reduces low-level positions and
results in staff redundancy. Any new positions that are created within the organization through
automation cannot be �lled by the individuals who lost their position. Generally, in an auto-
mated society, individuals with high level of skills have more opportunity of being hired in
comparison with those with normal and low skills. The ethical issue here is discrimination
among individuals based on their skills.

In ( P2¡ S1), an HRM dashboard is designed for employees with a temporary contract that
should be checked for extension. The dashboard would �ag employee contracts that are
about to get a raise or to become a permanent employment contract. This checking allows
the organization the opportunity to not extend the contract with the employees before they
become eligible for either a raise or a �xed position. This is a legally compliant solution that
can ef�ciently reduce labour costs but is likely to be unfair to the workers. The ethical issues in
this example are about fairness and equity to the individuals. The system can ef�ciently pick
out contract employees to be removed from a company not because of their performance but
because of their employment status.

1In the following, ( Pi ¡ S j) indicates the discussion of story S j by participant Pi .
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In ( P4¡ S1), the credit application checks applicants' �nancial situation and their relatives'
credit ratings to decide whether to grant them credit. By checking the credit history of ap-
plicants' family members, the system may judge applicants as unquali�ed for a loan due
to their poor relatives. The ethical concern is that the applicants are assessed through the
socio-economical conditions of their family, i.e., it is biased and discriminatory on the basis of
the applicants' families' socioeconomic class, income and ability to pay, gender, etc. P4 added
that the company decided to exclude users with disabilities in the �rst iteration of the design
as a minimum viable product. This version, however, remained, and the issue of support for
people with disabilities was not addressed by the bank. As a result, such an issue turns into
an ethical debt . He also referred to the potential discrepancies between Dutch and European
legislations that can increase the complexities of identifying ethical issues.

In ( P2¡ S2), ATM system (with focus on the hardware) is designed for average persons, but not
for people who are overly tall or short or people with disabilities. The ethical issue in this story
is related to the system's physical location and geographical spread which cause the system
not being inclusive to cater to people with special needs or characteristics.

In ( P3¡ S1), air aviation produces carbon dioxide and is hostile to the environment ( e.g.,causes
air pollution and global warming). This issue is an individual moral concern to an architect
who wonders if he should support something that causes harm for the environment .

In ( P3¡ S2), the users' data provided in con�dence to insurance companies can be disclosed
to other systems or other parts of insurance companies without the users' consent. The ethical
concern is the potential breach of con�dentiality .

Responsibility for ethical issues of a system. The participants reported that management
often made decisions with ethical implications without necessarily involving architects in
the decision-making process ( P1). Architects get involved in the system design stage when
decisions have already been taken at the business level and it was too late to revise the decisions
to make them morally right ( P3). Architects emphasized that, business owners and architects
should both be responsible for ethical issues, and architects need to be involved earlier when
making ethics-related decisions. As long as the behaviours of the system were not against the
law, no one would be held responsible for those decisions, and there was no clear and direct line
of responsibility. Organizations need to take responsibility, but since there are insuf�ciently-
clear regulations linking software with ethics, there are no incentives ( P2). Participants further
suggested that it would be helpful for the development organisations to have, e.g.,an ethics
committee deciding on ethical issues and proposing related solutions ( P4).

Development organisations were aware of the ethical issues but they did not always act
on them. Although organisations were aware of the ethics-related decisions that were made,
pro�t-making appears to be too-often the driving force ( P1). Ethics is not mandated as a part
of architecture design and ethics-related decisions were made organically, mainly in�uenced
by the personal philosophy of architects and developers, and their readiness to speak up.
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Naturally, the level of seniority of practitioners is a determining factor in their readiness to
express opinions and thoughts. Legal and IT within the company must collaborate to “look
beyond” what is possible within the current law to deal with ethical issues ( P2 and P3). Ethics-
related issues could only be addressed at the organisational level if organisations establish
ethics committees and standards to assist with decisions regarding morality ( P4).

Main �ndings RQ2a: To what extent are architects aware of ethical situations, ethical
issues, and their causes and nature? The participants can clearly and consciously
uncover the ethical implications in the software projects they were involved in (em-
phasized in boldface in each story above). However, ethics-related decisions are
often �nalized upfront, and the responsible people remain unclear. Pro�t and legal
boundaries are often prioritized to the cost of ethics.

3.5.3 RQ2b: Stakeholders and Their Concerns

There are different types of stakeholders and identifying them is not trivial. There are a
variety of stakeholders that can be directly or indirectly impacted by the system. Identi�cation
of all relevant stakeholders is not easy for various reasons. For instance, in ( P2 ¡ S2) not
all were known to the architects, and some could be discovered only because they took the
initiative to step forward. Involving representatives of target users can create a support base
necessary to ensure participation of all stakeholders involved ( P2). P3 also suggested that
identifying typical types of stakeholders such as shareholders, customers, and members of the
developing organisation, would be helpful to make sure one considers all relevant stakeholders'
concerns. To help stakeholder identi�cation, the participants indicated the need for some kind
of reference model where to explore a wide range of possible ones.

Different stakeholders were affected by systems. Individuals, groups, or organisations were
directly affected by the ethical issues created by the systems. P1 referred to passengers who
went through the scanning software in ( P1¡ S1); individuals who used the telecommunication
application in ( P1¡ S2); people who lost their jobs in ( P1¡ S3). P3 and P4 stated users of the
insurance companies and users of the credit applications would be affected by the system
in ( P3 ¡ S2) and (P4 ¡ S1), respectively. Architects realized the importance of considering
stakeholders that are indirectly affected, but they found it dif�cult to identify them. Regarding
these kinds of stakeholders, P2 mentioned that architects do not know who could be affected
by the ethical issues caused by the systems, and there are almost always unforeseen ripple
effects in relation to these issues and their impacts that need to be avoided by the architects.

Considerations of stakeholders' concerns are not trivial. The participants argued that there
were no standards or processes to consider the ethical concerns of stakeholders. The concerns
were only taken into account from the legal point of view since the law was the only public
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register of ethical requirements. Any ethical concern raised by the architects was triggered
by personal interpretation and assessment. Deciding on ethical concerns based on sources
like action groups, lobby groups, and individuals with a personal opinion, is questionable
and insuf�cient ( P1). P1 also suggested that it is essential for architects to �nd ways and
sources of knowledge to re�ect on the morality of potential stakeholders' concerns and to
mitigate them. Identifying and scoping stakeholders' concerns is dif�cult because ethical
issues and their impacts are like concentric circles or a spiral that comes out gradually. An
ethical issue is like a central circle, but one can enlarge the circle as much as one wants to
explore its impacts. It depends on one's expertise and hunch to see whose concerns to consider
(P2). P3 suggested that consulting practice in organizations could assess the considerations of
stakeholders, customers, and members to identify their concerns.

Main �ndings RQ2b: How to identify stakeholders' concerns? There are invisible
stakeholders that are affected by software systems. Identifying them is non-trivial
as there is no speci�c process to recognize them and their concerns during system
design. Stakeholders' ethical concerns in design are considered from a system legal
obligation perspective. Any ethical concerns raised by the architects are based on
their personal interpretations.

3.5.4 RQ2c: Ethical Values

Various ethical values have been recognized in the discussed stories, such as privacy, dignity,
and safety. In their stories, the participants emphasized the following ethical values:

• Privacy: is about the right to be free from intrusion. P1 referred to privacy in ( P1¡ S2),
concerning the protection of the individuals' personal data against the government. P1
also referred to privacy in ( P1¡ S1), concerning protecting individuals' personal data in
society.

• Dignity: is about having the right to be respected and be treated ethically. P1 and P4
referred to dignity in ( P1¡ S1) and (P4¡ S1), respectively; concerning the individuals'
right to be treated respectfully in public places and society.

• Safety: is about protecting individuals from harms and risks. P1 referred to safety in
(P1¡ S2), concerning preventing government intrusion into people's personal lives.

• Fairness and equity: are about having the same rights and treatments like everyone else.
P2 referred to fairness in ( P2¡ S1), concerning prevention of pro�ling users based on,
e.g.,location or gender. P3 referred to fairness in ( P3¡ S2) as an expression of trust. P4
also referred to this value in ( P4¡ S1). P2 referred to the value of equity in ( P2¡ S2).

• Inclusiveness: is about engaging different types of people the same way. P2 referred to
inclusiveness in ( P2¡ S1), concerning the inclusion of diverse individuals with different
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cognitive abilities.

• Individuals needs: can be different and each person can have speci�c needs, rights, and
goals. P2 referred to being an individual in ( P2¡ S2), concerning that the design of
the ATM network system had not taken into accounts of speci�c needs of a groups of
individuals such as disabled people.

• Autonomy: is about individuals given the ability to decide, plan, and act in ways they be-
lieve will help them achieve their goals. P2 referred to autonomy in ( P2¡ S2), concerning
the individuals' right to consent or being forgotten.

• Openness:is about being able to share information transparently. P3 referred to open-
ness in (P3¡ S2), concerning transparency about the decision-making. P4 also referred
to this value in ( P4¡ S1).

• Welfare: is about providing individuals' well-being (physically and mentally). P4 referred
to welfare in ( P4¡ S1), concerning the well-being and comfort of system users.

Ethical values can be identi�ed and de�ned as requirements with standards and models.
The participants argued having a list of reusable and customizable ethical values with some
standards can be helpful for ethical value identi�cation ( P1). Values need to be de�ned as
requirements and be made SMART (speci�c, measurable, achievable, realistic, and timely)
using e.g., “MoSCoW classi�cation” (i.e., must have; should have; could have; and will not have).
This classi�cation is a prioritization method for managing requirements, in order to reach a
common understanding with stakeholders on the importance of each requirement's delivery.
Ethical values need to be considered from the very early stages of requirements engineering.
In the requirements engineering phase, ethical values should be made as SMART as possible
so that they can actually be implemented in a binary environment such as software ( P2).
One could standardize ethical requirements similarly to e.g.,quality requirements which are
de�ned in ISO-42010 and ISO-25010. With ethical values clearly classi�ed, architects would
have a basis for identifying ethical values and stakeholders. Perhaps such a standard could
also provide a process of ethical values identi�cation ( P3) as well as a value model to support
ethical values evaluation ( P4).

Ethical values are interrelated. The participants suggested that ethical values can be intrinsi-
cally related with each other; for example, in ( P1¡ S1), dignity has a contradictory relation with
safety and security. The increase of security to ensure individuals' safety through the airport
scanning system has the side effect of intruding privacy and challenging individual dignity ( P1).
Ethical values can also contradict each other like fairness vs. privacy in ( P4¡ S1). Ethical values
could affect each other positively or negatively and architects need to make balanced decisions
(P2). To recognize ethical values and their relations, development organizations need an ethics
department which, e.g.,organizes compliance training in banks to trigger re�ections at the
operational level ( P4).

75



Chapter 3. Incorporating Ethical Values into Software Architecture Design
Practices

Main �ndings RQ2c: How to identify ethical values unknown to architects? Eth-
ical values can be set at the early stages of development when deciding business
requirements and designing a system, architects can start to be involved then.

3.5.5 RQ2d: Diverse Ethical Values

Standardization of ethical values. Architects suggested that to address ethical issues, they need
to consider ethical values as a determining factor of morality in decision-making. Also, they
should use practical and moral judgments as criteria in decision-making ( P1). As mentioned
before, architects agree on the need to make ethical values SMART ( P2) and quanti�able during
architecture design. Operationalizing some values like trustworthiness, however, is not easy
(P3). Standardization could assist architects in dealing with ethical issues; uncovering relevant
values; �nding ways to measure them, suggesting solutions and implementations, as well as
discussing potential consequences of ethical issues ( P4).

No guidance or methods in the current development methodology to identify ethical issues.
To address ethical issues, we �rst need to recognize and identify these issues. All participants
share the opinion that there is currently no guidance or method for identifying ethical issues.
This gap is experienced at both the business and the development organisation levels. Ethical
issues, e.g.,are raised by individuals and may con�ict with business or development goals.
Overall, the absence of a systematic way for considerations of ethical issues allows them to be
ignored in software development.

Main �ndings RQ2d: How to deal with the dif�culties of diverse ethical aspects?
There is no systematic way to recognize and address ethical issues in current devel-
opment methodologies. Architects currently use their own ethical values in decision-
making and moral judgments. Ethical standards, methods, and models can be devel-
oped to assist ethical value identi�cation.

3.5.6 RQ2e: Quanti�cation of Ethical Values

Ethical values can be quanti�ed by: (i) capturing ethical values in architectural documenta-
tion, (ii) making values SMART, (iii) creating a social contract or oath, and (iv) uncovering
hidden stakeholders. Ethical values can be personal and their importance and impacts cannot
be easily measured. Architecting a system with considerations of ethical values may involve
costs and comprise system features. Therefore, quantifying how much and how to spend on
dealing with ethical values is a concern. In particular, the participants suggested adding ethical
values and their mitigation methods to the architectural documentation. This would make
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sure that the ethical aspects are given due consideration ( P1). Also, some values are easy to
operationalize, e.g.,usability, while some are dif�cult to interpret due to ambiguities, e.g.,inclu-
siveness. One way to address this issue is to make ethical values SMART. Organizations often
rely (too much) on the legal system to specify what is allowed. It could be helpful to establish
a “social contract” or “oath” that organizations adhere to and make themselves accountable
for (P2). Documenting values as requirements can be useful to highlight ethical values ( P3).
To quantify the values, architects need a method to uncover the hidden stakeholders, as the
identi�cation of ethical values would be dif�cult if some stakeholders remain hidden ( P4).

Ethical standard for software architecting can be like a framework, an oath, or a reference
architecture. The participants suggested that an ethical standard for software architecting
can look like: (i) a framework to operationalize and reuse/customize ethical concerns as
quality requirements like the ISO standard; (ii) a [SECTOR] “oath” for [SECTOR] similar to
the Hippocratic oath for medicine, where architects and companies commit themselves, and
adhere to its code of conduct. The oath could be a signi�cant tool for developing a new culture
in the IT industry in which architects and companies are accountable for their actions to the
society at large; (iii) a “reference architecture” that captures a “solution's ethical intent”. Such a
reference architecture could consider the important ethical aspects in architecting software
systems and provide solutions to deal with various ethical issues.

Main �ndings RQ2e: Can architects quantify ethical values? If so, how? Quantifying
ethical values is personal and their measurement is not easy. Making ethical values
SMART, creating a social contract or oath, and uncovering hidden stakeholders may
help. Enacting ethical standards can be helpful for addressing ethical aspects in
software architecting.

3.6 Discussion

Our participants drew on their experiences to discuss different ethical situations and ethical
issues they encountered. A number of themes in the discussions were evident. On who
should be responsible to cater for ethical issues, participants agreed that no one person in
the organizations was assigned the responsibility for considering ethical issues. If there were
ethical issues were of concerns, they were raised by individual architects. Often architects
were given requirements with ethical implications but the decisions on the requirements had
been made at the high management level. It can be helpful if business owners and architects
are involved at an early stage of decision-making when ethical issues are identi�ed. On the
awareness of individuals in development organizations about potential ethical issues, it can
be said that nothing was done about these issues. This could be because ethical concerns were
not a part of the standard development process, individuals who raised these issues would be
considered as non-conforming or making trouble. Responsible architects can only use their
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personal values and value judgment to address these issues. There are no ethics committees or
standards to support them to translate their arguments into actions.

Identifying stakeholders like individuals, groups, or organisations and their ethical concerns
is dif�cult. Stakeholders can be directly or indirectly affected adversely by the system [ 8].
Some of the stakeholders like end-users directly use the systems (called direct stakeholders)
and can be easily identi�ed through stakeholder analysis. Some stakeholders are the mass
public who simply rely on the systems (called indirect stakeholders), like passengers who go
through the airport scanning system. There are potential ethical issues that can impact these
indirect stakeholders but they have no opportunity and voice in expressing their concerns. As
there is no systematic approach to identify all stakeholders (including both direct and indirect
stakeholders), the potential ethical concerns of stakeholders are ignored. Architects need to
consider a large circle of stakeholders with respect to the system's implications on them and to
decide whose concerns should be taken into account.

Nine ethical issues have been identi�ed in this FG study. They are privacy, dignity, safety,
fairness & equity, inclusiveness, individual needs, autonomy, openness, and welfare. These
ethical issues have been found in the stories described by the participants. These ethical issues
were not part of the design requirements. There are no guidelines or methods in the current
software development methodologies to identify and address ethical issues and make them
system requirements. In order for ethical issues to be treated as system requirements, software
architecture process can make ethical values SMART (speci�c, measurable, achievable, realistic,
and timely). New standards and methods similar to MoSCoW classi�cation, ISO standards,
and value models can be created to provide processes and methods to accommodate ethical
requirements. Additionally, ethical values can be made reusable and customizable to facilitate
their identi�cation and implementation.

Ethical values are interrelated with each other, i.e., they can contradict or complement each
other. When architects address one ethical value, they can also challenge and undermine
another ethical value. The trade-offs between ethical values, their relative importance, costs
and bene�ts can be complicated. More studies are required to identify their interrelationships
and compromises.

Quantifying ethical values is dif�cult. Ethical values can be personal and there are no stan-
dards to measure and prioritize them. Putting the quanti�cation issue into software devel-
opment context, how much development efforts should one budget into the development
process in order to cater for ethical issues of the system? To do so, one needs to �rst identify
ethical values and �nd ways to operationalize them. Our participants suggested solutions
to quantify ethical values, such as documenting ethical values and the ways to mitigate the
ethical issues, making the values SMART, and using common social contracts to evaluate what
is right or wrong. Furthermore, ethical standards and framework can be used to identify and
customize ethical concerns, it can be an oath for architects and organisations to hold them
accountable, or a reference architecture to capture the ethical intents.
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We identi�ed various open issues for incorporating ethical aspects in software architecture
design practices. Few existing research works (introduced in Section 3.3), can potentially aid
addressing those issues. For example, for analyzing the ethical issues and incorporating them
in the architectural design, the framework proposed by Aydemir and Dalpiaz [ 12] can be useful.
Consider the case of privacy and security issues in telecommunication application ( P1¡ S2).
The constituent phases of this framework [ 12] can help architects identify ethical values
surrounding the privacy and security, translate those values into a set of quality requirements,
identify the relevant ethical issues, and verify and validate software based on the ethical
speci�cations. Likewise, the proposed tool by Nussbaumer et al. [131] can help architects
identify system scope and context, de�ne ethical values and requirements, and assess the
resulting software product against those values and requirements. To encourage re�ection on
the ethical aspects of software, the re�ection cards proposed by Urquhart and Craigon [ 178]
can be used. Such re�ection cards can prompt challenging the architectural decision-making
against ethical considerations. It can also help identify ethical risks, prioritize and rank risks
based on their importance, and evaluate various solution options based on those risks.

3.7 Threats to Validity

3.7.1 Construct Validity

Construct validity is about correct measurements of the theoretical concepts [ 56]. One poten-
tial threat to construct validity is the moderator's bias on data collection. To mitigate this threat,
we determined the FG's questions prior to the session with all researchers' agreement and we
had three moderators to moderate the session to overcome the subjectivity. Moreover, the
conversation management style of the moderator can bias the amount of airtime given to each
participant. We ran a semi-structured discussion in the session. Half the questions required
each participant to answer in turn, and the other half questions were for open discussions.

3.7.2 Internal Validity

Internal validity is about ensuring that the collected data enables researchers to draw valid
conclusions [ 40]. The threat to this validity is related to the quality and reliability of data
analysis. To address this potential threat, we extract, label, and cluster the notable quotes. To
do so, we have three researchers checking data interpretation, reducing the bias in analyzing
the data, and achieving the results. The researchers also cross-checked and compared notes in
the analysis.
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3.7.3 External Validity

External validity determines the generalization extent of the study [ 40]. With only a limited
number of participants—wherein eleven invitations were extended, six participants registered,
and only four ultimately participated—all employed by the same IT company, there exists a
potential for their shared professional background to indirectly in�uence their perspectives on
ethical aspects. Consequently, while we refrain from asserting that our �ndings can be gener-
alized to other design situations, they nonetheless underscore the dif�culties in identifying
values and addressing ethical issues in software systems. Our initial �ndings ascertain that
ethical aspects in software systems are of concern to architects, and ethical aspects in software
architecture design need to be studied further.

3.8 Conclusions

Software systems are ubiquitous in society, and can impact people in profound ways. They can
change how organizations and governments interact with people, and how people interact
with each other. Ethical issues arise when software systems steer people to behave in certain
ways (i.e., by manipulation) or if they disadvantage people implicitly or explicitly ( i.e., are
discriminatory). Ethical issues caused by software systems occur when ethical values are not
explicitly considered and catered for, or when there is a con�ict of values between individuals.

In this research, we conduct an exploratory study to understand the ethical aspects in archi-
tecting software. For instance, we want to �nd out how practitioners identify stakeholders
who may have ethical concerns or are adversely affected by software systems. Do practitioners
identify and prioritize ethical values? Are the ethical values quanti�able? What dif�culties do
practitioners see in addressing ethical issues and identifying ethical values? And, how can they
go about incorporating ethical values into the development process? We ask these questions
because they are practical and we can only gain insights into them by exploring the experience
of software architects. If we are to �nd ways to build responsible software from an ethical point
of view, practical considerations are fundamental to its success.

While much more research is needed, the participants of our study have already raised many
ethical issues that they encounter, suggesting that practicing architects are often well aware of
ethical issues; only, addressing ethical concerns is not (yet) a systematic part of the software
architecture process. Typically, no one in the development organisation is held responsible for
ethical issues, it is up to the individuals to raise any questions about such issues. We also found
that it is not trivial to identify system stakeholders and their concerns, especially when the
stakeholders are not the direct end-users, their concerns are invisible to the architects. Certain
ethical values are interrelated but their relationships are hard to identify and quantify. At the
moment, there are no guidance- or software development methods to help architects deal
with ethical issues. Establishing ethical software development standards may help architects
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to deal with these issues.

This exploratory research provides a glimpse of the ethical issues that software systems can
raise. Much more research is needed if we want to build responsible software from an ethical
point of view. Based on these preliminary results, we plan to research further how to (i)
provide architects with ways to identify stakeholders who are ethically affected yet invisible;
(ii) systematically identify ethical aspects and ethical issues; (iii) include ethical requirements
when architecting software systems; (iv) evaluate ethical requirements and their trade-offs
in software architecture design; (v) identify industry-relevant issues that can in�uence the
ethical aspects of software systems. Ultimately, we need to create new ways to make ethical
considerations an integral part of architectural design decision-making.
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This chapter details our collaboration with a multinational IT consultancy company, utilizing
a focus group research method to gather qualitative insights from their software architects'
experiences and perspectives. These insights are crucial for formulating practical guidelines to
effectively integrate ethical aspects into systems.

With this exploration and collaboration, we are prepared to address RQ3, which aims to
understand how to enable re�ection among software architects about ethical considerations
during system architecture. Drawing from insights gained from our exploratory study and
collaborative efforts, we aim to provide a guidance for raising architects' ethical awareness and
fostering a culture of ethical consideration within architecture decision-making processes.
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4 A Guidance for Re�ecting
on Ethical Considerations in
Software Architecture Design
Decision-Making

“Ethics change with technology.”

Larry Niven

This chapter is based on:
q R. Alidoosti, P. Lago, E. Poort and M. Razavian “ Ethics-Aware DecidArch Game: Designing a Game to
Re�ect on Ethical Considerations in Software Architecture Design Decision Making ”, In 2023 IEEE 20th
International Conference on Software Architecture Companion (ICSA-C) (pp. 96-100) [6].
q R. Alidoosti, P. Lago, E. Poort and M. Razavian “ Designing Ethics-Aware DecidArch Game to Promote
Value Diversity in Software Architecture Design Decision Making ”, In 2023 International Conference on
Human-Computer Interaction (pp. 3-26). Cham: Springer Nature Switzerland [5].
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This chapter outlines the development of an innovative card-based game known as “Ethics-
Aware DecidArch”, which serves as a means to address the third research question (RQ3) posed
in this thesis. The creation of this game is informed by the �ndings from our focus group study
concerning ethical aspects within the context of software architecture design, as discussed in
the previous thesis chapter. The primary objective of this game is to enable software architects
to re�ect on ethical considerations. Through a comprehensive analysis of qualitative data
and insights gathered from a participant survey, this study offers valuable insights into the
game's impact. The results reveal that Ethics-Aware DecidArch effectively assisted software
architects in (i) re�ecting on various solutions for addressing ethical concerns, (ii) making
ethical decisions while articulating the rationale behind their choices, and (iii) prompting
re�ection on the operationalization of ethical values and the trade-offs among them.
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4.1 Introduction

Ethics in the context of software engineering (or SE ethics) refers to a set of principles and rules
that guide software professionals to adhere to the welfare, justice, and safety of users and society
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[75]. Over the last decade, SE ethics has received growing attention: software systems are
increasingly pervasive in people's lives and support more and more tasks in modern society; as
such, they can have important social and ethical implications on individuals and society.

Software systems can impact individuals and society by undermining their values and some-
times cause ethical issues. Such issues arise in situations where there are con�icts between
right and wrong and ethical values are not respected. An example of ethical issues can be
considered in the usage of web browsers and their relevant tracking and pro�ling technologies.
Although it can play a critical role in mediating the interactions between end users and web
pages, it can expand e-commerce vendors' ability to collect, process, and exploit personal data.
Thus, web browsers can violate the privacy of end users by undermining the ethical values of
privacy and con�dentiality [ 203]. To address such issues and support ethical values, there is a
need to take ethical considerations (presented in Section 4.2.2) into account at the early stages
of system design (e.g.,when making architecture design decisions).

In previous work [ 7], we found the need in software architecture design to focus on concepts
from an ethical perspective, such as stakeholders (who are directly or indirectly affected by
systems), ethical values and their relations, and ethical concerns. Also, we found that software
architects face dif�culties in addressing ethics, due to (i) lack of training in ethics and philos-
ophy, (ii) existence of inherent ambiguity in ethical values, and (iii) lack of methodological
support in dealing with ethical and social implications of software systems, and eliciting and
operationalizing ethical values [ 7, 8]. To address the above (ethical perspective and dif�culties),
by adopting a design science methodology, we designed a card-based game (Ethics-Aware
DecidArch) for the purpose of re�ection. Drawing on the familiarity of cards as game tools 1,
our game can be immediately effective in prompting discussion from an ethical perspective
[43].

Our game is the redesign of the DecidArch game2 (proposed in [ 47, 107]) which focuses on

1The decision to design a card-based game for exploring ethical aspects in software systems is rooted
in the extensive historical use and versatility of card-based tools in design and computing. Historically
employed by pioneers such as Neilsen and Muller, cards have served various purposes in design research,
fostering creativity, problem-solving, and collaborative working. Studies have shown the effectiveness of
card-based tools in facilitating discussion and structuring dialogue, thanks to their tangible nature and
ability to engage participants. Additionally, the adaptability and accessibility of cards, make them ideal for
fostering engagement with ethical considerations without the need for extensive familiarization [43].

2The main modi�cation to the game involved adopting an ethical perspective for each concept and
activity within the game play. For instance, terminology such as “ethical concern” replaced the generic term
“concern”. Additionally, changes were made to both the cards and the playing rules of the DecidArch game
to align them with ethical principles. Card modi�cations encompassed several adjustments: transforming
stakeholder cards into personas to enhance clarity on player roles, introducing two Wild cards to the
“Ethical Concern Cards” stack to allow greater �exibility in expressing ethical concerns, incorporating
�ve “Ethical Value Cards” to guide players, and introducing the concept of an “option hint” on “Ethical
Concern Cards” to facilitate players in proposing options instead of relying solely on �xed effects. Changes
to the playing rules included implementing role-play during the game, utilizing “Ethical Value Cards” as
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activities such as addressing stakeholders' concerns, making design decisions and providing
reasoning behind such decisions. Moreover, it helps make quality attribute trade-offs in the
context of software architecture. Given the similarities in the focus of this game and our study
(e.g.,making trade-offs), we chose it as the base of our game to help software architects re�ect
on such activities from an ethical point of view. This is due to the fact that software architects
mainly have not been trained in these activities from an ethical perspective.

After three pilot sessions were conducted in cooperation with Vrije Universiteit Amsterdam
(VU) and Eindhoven University of Technology (TU/e), the game was of�cially played 3 by pro-
fessional software architects from two multinational IT companies. There were four sessions,
each with four players, with the majority having 10–20 years of experience in different sectors
of the IT industry. Based on the results gathered from playing the game, and by (i) using a
participant survey and (ii) conducting qualitative data analysis, we concluded that the game
helped software architects re�ect on possible solutions aimed to resolve ethical concerns,
enable consideration of ethical aspects in design reasoning, and re�ect on operationalizing
ethical values and making trade-offs among ethical values.

This paper is an extension of our previous work [ 6], where we proposed a game to enable
re�ection on ethical considerations among software architects. There, we have reported a
summarized overview of the above-mentioned results of the game. Whilst in this paper, we
discuss in detail the �ndings revealed from both the survey and the qualitative analysis. We
also focus on the impacts of the game on group decision-making, and explore it from an
inclusion perspective to realize how it enables including various stakeholders' values when
architecting software systems. Herein, our contributions are as follows:

• Exploring the �ndings revealed from the qualitative analysis of the game sessions.

• Analyzing the game's effects on the group decision-making around ethical considera-
tions.

• Analyzing the game from the view of inclusion.

The rest of the paper is organized as follows. In Section 4.2, we discuss related works and
background concepts used in our game (the same as in [ 6]). In Section 5.3, we illustrate
our methodology, including problems and objectives, game design and execution, and data
collection and analysis. In Section 4.4, we explain the game (the same as in [ 6]). In Section 5.4,
we present an analysis of the data gathered from the players, and in Section 4.6 we discuss
the practical impacts and potential improvements of the game and analyze the game from an

initial guidance to prompt players to consider their own values alongside predetermined ones, permitting
players to redraw a card from the “Ethical Concern and Wild Cards” stack upon drawing a “Wild Card”, and
reducing the number of “Ethical Concern Cards” and “Event Cards” to accommodate time constraints,
consequently reducing the number of game rounds.

3Under the supervision of researchers, the game was played, recorded, and evaluated as a basis for the
analysis.
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inclusion perspective. In Section 4.7, we discuss the threats that may affect the validity of our
results. Finally, in Section 4.8, we conclude and present our thoughts on future work.

4.2 Related Work and Background

In this section, we discuss the literature related to our work. We then explain the background
concepts underlying our game design.

4.2.1 Related Work

Over the last decade, there has been signi�cant interest in game design that supports archi-
tecture design decisions. For example, Lago et al. [47, 107] propose the game “DecidArch” to
be played by students in the context of software architecture. This game helps create aware-
ness about the rationale behind architecture design decisions, create an understanding of
inter-dependencies between design decisions, and enable making trade-offs among quality
attributes. Cervantes et al. [35], propose the game “Smart Decisions” to explain important
concepts associated with architecture design to students and practitioners. By simulating
several software design iterations, the game helps with selecting design concepts (like re-
quirements) during the design process, analyzing design decisions, giving feedback regarding
decisions consequences, and deeper discussions about the complexities of architecture design.
Schriek et al. [155] propose a card game to help novice designers prompt architecture design
reasoning. The cards used in the game act as triggers for the designers to explore the design
space and use the reasoning techniques suggested by the chosen card. Similar to our game,
these works focus on aspects like making architecture design decisions, providing the reason-
ing behind decisions, and making trade-offs among various requirements when architecting
software systems. However, it must be considered that the mentioned games do not pay any
attention to ethical considerations.

Other works use card-based tools or games to target ethical considerations in building software
systems which are not speci�c to software architecture. For example, Lachlan and Peter [ 43]
focus on supporting the building of an ethical system. By proposing the tool “Moral-IT Deck”,
they increase ethics awareness, promote thinking, prompt re�ection on normative aspects,
and address emerging ethical risks in the design process. In doing so, they use a deck to
re�ect on values and a board map for taking action. Belman et al. [18] focus on facilitating
values-conscious design in the context of digital games. By proposing the “Grow-A-Game”
cards, they aim to explore how values can be embedded in the design features of games, help
group brainstorm, and game design based on a set of prescribed values. Kheirandish et al. [96]
propose the tool “HuValue” that focuses on training students to address human values within
the software design process and enriching design concepts wrt human values. The tool, includ-
ing 45 value words and 207 picture cards, aims to increase the designer's awareness of human
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values, and bridge the gap between the abstract level of human values and the practical level of
design. Ballard et al. [15] focus on building responsible arti�cial intelligent technologies from
an ethical point of view by designing the game “Judgement Call”. The game helps designers
consider ethical concerns when developing AI-driven technologies, discuss ethical dilemmas
that result from technology, and consider the broader societal impact of technology. Friedman
and Hendry [ 61] focus on involving human values during design processes. By developing “En-
visioning” cards, the authors aim to raise awareness upon the long-term and systemic effects of
technologies, and facilitate designers' humanistic and technical imaginations. Similar to these
works, the key idea accomplished by our game is the enabling of re�ection and increasing
awareness about ethical aspects. With our game, we are interested in stimulating the following
activities in the context of software architecture: discussion on affected stakeholders and their
values, value con�ict, and making design decisions with consideration of ethical implications.
It should be noted that, however, these works do not focus on supporting ethical aspects when
making architecture design decisions.

4.2.2 Background

Based on the ISO/IEC/IEEE 40210:2011 standard [119], relevant works in software architecture
(e.g.,[13, 107]), and in SE ethics ( e.g.,[7, 8]), we adopted the concepts shown in Figure 4.1, as
ethical considerations in software architecture. There, the concepts of software architecture
are tailored to be used from an ethical point of view. For example, in the �gure, we have “ethical
value” instead of “quality attribute”. In the following, we explain the main concepts and their
relations.

4.2.2.1 Stakeholder

Stakeholders are individuals, groups, or organisations that use the system, build the system,
or are affected by the system. There are different stakeholders in relation to a system that
can directly or indirectly receive harm or bene�t from it. As pointed out in [ 8], stakeholders
can be divided into three overarching roles in terms of their relations with the system, i.e.,
system development organisation, system users, and indirect stakeholders. These roles should
particularly be determined based on the system and the purpose for which it has been designed.
Consider Electronic Health Record (EHR) system for use in hospitals [ 78]. In the context of
this system, software designers, hospital personnel, and patients are examples of the system
development organisation, system users, and indirect stakeholders, respectively. Each role is
speci�cally concerned with ethical value(s) that need to be supported in relation to the system.
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4.2.2.2 Ethical value

A value is what a person or group of people consider important in life [ 64]. In accordance with
the relation of various stakeholders with a system, stakeholders also favor different values.
In the example of EHR, software designers may focus more on the ethical values related to
system design and implementation ( e.g.,accuracy), while hospital personnel, for which the
system is built, may care only about the values associated with their own goal achievement ( e.g.,
accessibility). Further, values (similar to software requirements) can contradict or complement
each other. When one value is addressed, another value can be undermined, e.g.,in the EHR
system, the two values of accessibility and privacy (as a value of patients) can contradict each
other. Thus, there is a need to make trade-offs among competing values [7].

4.2.2.3 Ethical concern

In the context of software systems, ethical concern refers to an issue that can potentially
undermine or corrupt ethical values. For example, consider Radio Frequency Identi�cation
(RFID) technology, which is used for the automated identi�cation of products. The RFID
systems are vulnerable to various attacks (like eavesdropping) that can cause privacy violations
for people who hold an RFID tag [ 110]. Such an issue can create privacy concerns for system
users, as it can transfer sensitive information to unauthorized parties and adversely affect the
value of privacy.

4.2.2.4 Ethical decision

A design solution results from a series of decisions in both the problem- and solution space
[164]. Software architecture is a level of design at which the most important decisions (tech-
nical and non-technical) should be made. Applying an ethical lens to software architecture
decision-making, can bring a focus to the need for supporting ethical values among software
architects. In this way, architects need to consider the impacts of ethical aspects on decisions
in both problem and solution spaces. For example, decisions in the problem space, such as
de�ning the system scope and identifying stakeholders, should be made wrt the social and
ethical implications of the system on stakeholders, the values at stake, and the probability of
encountering new ethical concerns. Continuing with the example of RFID, software architects
may need to make a decision(s) to support the privacy of users by, e.g.,encrypting data before
loading it into the data warehouse. Similarly, decisions in the solution space should be based
on ethical aspects, e.g.,the selection among different options should be made according to
their impacts on different ethical values. In the context of RFID systems, the selection between
two options of “symmetric encryption” and “asymmetric encryption” depends upon their
impacts on various values, e.g.,ef�ciency and privacy, and tradeoffs among them. It also
should be noted that the process of ethical decision-making involves ethical reasoning. By
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ethical reasoning, we mean providing rationales behind decisions regarding ethical concerns
in order to choose suitable option(s).

A design solution is often made by the decisions of a group of practitioners [ 143]. Group
decision-making is a dynamic process that includes several steps: problem identi�cation,
sharing information, alternative generation, alternative evaluation, and consensus reaching.
In this process, as the number of alternatives increases, the challenges that practitioners should
face increase. The common challenges are con�ict resolution and reaching consensus, which
dealing with them is a key aspect of any group discussion [ 143]. Still, very little has been done
to truly understand how con�icts can be managed and how architecture design decisions can
be made by practitioners, especially when ethical considerations are involved.

Figure 4.1: An overview of concepts and their relationships, as used in the game
design.
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4.3 Methodology

In this section, we describe the problems and study objectives, game design, game execution,
data collection, and data analysis.

4.3.1 Problems and Objectives

According to the focus group study conducted on SE ethics in [ 7], we uncovered a list of
problems, namely: (i) the lack of focus on stakeholders and their ethical concerns and values
(especially those who could be indirectly affected by a system); (ii) the lack of attention to
ethical and social implications of design decisions; (iii) dif�culties in operationalizing values
and making trade-offs among them. Regarding these problems, our study focuses on the
following Research Question (RQ):

RQ: How can we enable re�ection on ethical considerations among software architects when
architecting software systems?

By re�ecting on ethical considerations, we mean challenging one's thinking about such consid-
erations [141]. Accordingly, the design objectives for our game are:

Objective 1: Enabling discussion on stakeholders and their ethical concerns. Different
stakeholders (directly or indirectly affected by the system) need to be supported by the system
in terms of respecting their ethical values. Identifying all stakeholders relevant to the system
and supporting their values and concerns are not an easy task as there is no speci�c process
to recognize them during system design [ 7]. The proposed game aims to encourage software
architects to re�ect on different stakeholders and their ethical concerns, and include their
values.

Objective 2: Enabling discussion on ethical decision-making and ethical reasoning. Ana-
lyzing and dealing with the ethical and social implications of software systems are not easy
for software architects because there is not any means of guidance in the current software
development methodologies to identify the potential ethical issues. Software architects usually
use their own moral judgment in decision-making and reasoning about such issues [ 7]. The
game aims to motivate software architects to think about design decisions' implications on
ethical values and the reasoning that underpins such decisions when architecting software
systems.

Objective 3: Enabling discussion on ethical values and their trade-offs. Ethical values can be
personal, which this makes the measurement of their importance and impacts dif�cult. They
are also intrinsically relevant and can positively or negatively affect each other [ 7]. The game
aims to stimulate software architects to discuss the different options and their implications
on ethical values, the concretization of ethical values, and the balance of competing values in
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architecture design decision-making.

4.3.2 Game Design

To design the game, we followed the design science methodology in [ 198], and conducted three
pilot sessions at VU and TU/e in June and July 2022. During these pilot sessions, participants
were asked to provide feedback on different aspects of the game to improve, like clarity level
and simplicity. After applying the changes resulting from these pilots, the revised version of
the game was of�cially played in four sessions by software architects from two multinational
IT companies (in September and October 2022).

The game uses a deck of cards that were designed around a real case, called Discrimination by
Design. Details about the Ethics-Aware DecidArch game are available online 4.

4.3.3 Game Execution

We played the game with 4 teams of software architects in 4 separate sessions. Each session,
starting with an introduction to the game, included 4 software architects and lasted for about
90 minutes. The majority of architects had 10–20 years of experience in architecting soft-
ware systems in different sectors of the IT industry 5. In Table 4.1, we show the participants'
demographic data.

Table 4.1: Participant demographics

Measure Item Percentage (%)

Gender
Male 75%
Female 25%

IT Sector

Marketing 6.25%
Railway engineering 6.25%
Government 18.75%
Finance 25%
Manufacturing 12.5%
Telecommunication 6.25%
Transportation 12.5%
Hi-Tech 6.25%
Education 18.75%
Police 6.25%
Insurance 6.25%
Utilities 6.25%
Information Technology 31.25%
Logistics 25%
Other 18.75%

Experience

Less than 5 18.8%
5-10 12.5%
10-20 50%
More than 20 18.8%

4https://github.com/S2-group/DecidArch/tree/main/DecidArch-V4%20(HCII23)
5Most players have worked in more than one IT sector.
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4.3.4 Data Collection

To collect the data and assess the extent to which the goals of the game are ful�lled, we created
a survey including multiple-choice and open-ended questions. According to the game's goals,
the survey includes statements with the three themes: (i) stakeholders and their concerns, (ii)
ethical decision-making and ethical reasoning, and (iii) ethical values and their trade-offs. It
should be noted that the participant survey was the same in all game sessions. In addition, the
game sessions were audio-recorded and then transcribed.

4.3.5 Data Analysis

To investigate how players re�ect on ethical considerations, we analyzed the transcripts of
each session6. We followed the suggestion of Miles and Huberman [120] to have an initial set
of codes (as a start-list). We developed our start-list based on the concepts and their relations
shown in Figure 4.1.

We represent our codes as a Venn diagram (see Figure 4.2), in which circles are the concepts
(i.e., system, stakeholder, ethical value, ethical concern, ethical decision, ethical reasoning,
value trade-off, and option). We identi�ed 13 relations among these concepts that could lead
us to articulate 13 codes (summarized in the caption of Figure 4.2). According to the �gure,
the code placed in a conjunction area of each two circles ( i.e., concepts) shows the relation
between those two concepts. For example, C1 depicts the relation of “addressed by” between
two concepts of “ethical concern” and “ethical decision”.

6We used ATLAS.ti as a tool to analyze the sessions' transcripts.
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Figure 4.2: Articulated codes for qualitative data analysis. These codes are: (C1):
ethical concern-addressed by-ethical decision, (C2): ethical decision-based on-ethical
reasoning, (C3): ethical decision-depends on-ethical decision , (C4): ethical decision-
raises-ethical concern, (C5): ethical reasoning-involves-value trade-off , (C6): ethical
value-affected by-ethical decision , (C7): ethical value-undermined by-ethical concern ,
(C8): option-available for-ethical decision , (C9): option-choosed by-ethical reasoning ,
(C10): stakeholder-has-ethical concern , (C11): stakeholder-has-ethical value , (C12):
value trade off-involves-ethical value , and (C13): stakeholder-determined by-system

4.4 Ethics-Aware DecidArch Game

In this section, we explain the case under study, the game cards, and the game mechanism,
respectively.

4.4.1 The Case Under Study

The case used in this study (Discrimination by Design) is about tuning a library management
system by designing a new con�guration parameter (named “Modesty”). This system provides
members access to the different categories of books in the library. By setting the “Modesty”
parameter, the system aims to refuse loans of some book categories (like feminism and women's
movement) to the female members for respecting cultural differences. Any attempts by female
members to check these categories are to be registered in the database. The reason for having
such a system is the fact that the company (as a sponsor of the system) is opening up new
strategic markets, and the survival of the company depends on its success in these new markets.
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The case was inspired by similar dilemmas in industry, albeit simpler than complex projects
yet useful for learnability.

It should be mentioned that to integrate the DecidArch game into a real project, customization
tailored to the speci�c context is essential. This customization entails adapting elements such
as project cards, stakeholder cards, ethical value cards, ethical concerns cards, and event cards
to align with the unique characteristics and requirements of the project. This tailored approach
ensures that the game effectively addresses the ethical considerations pertinent to the project.

4.4.2 Game Cards

We designed a deck of cards by extracting from the above-mentioned case and the concepts
presented in Figure 4.1. The cards (see examples in Figure 4.3) are as follows.

Project Card. It describes the title, context, and purpose of the system whose software
architecture is the focus of the game.

Stakeholder Card. It describes the speci�c role of game players in terms of goal and
ethical values that they may be concerned with. Each value is described by a short de�nition
and the level of importance ( i.e., V-importance 7) for that speci�c role, in which a higher
number means higher importance. There are �ve stakeholder cards wrt our case: (1) product
managers (“system development organisation” category), (2) sponsor (“system development
organisation” category), (3) library's female members like Noora (“system users” category), (4)
society X (“indirect stakeholders” category), and (5) Noora's parents (“indirect stakeholders”
category).

Ethical Value Card. It describes a value term ( e.g.,dignity) along with its de�nition. In
deciding to include a proper set of ethical values in the game, this card can work as guidance
for different roles to have their own values in addition to the predetermined ones. The stack of
ethical value cards is non-exhaustive and mainly focuses on preliminary values relevant to the
determined project in the game.

Ethical Concern Card. It describes an ethical concern caused by the system that can affect
stakeholders by undermining their values. The card includes a hint for possible solutions

7It is determined based on the importance of ethical values from the perspective of different stakehold-
ers in the context of the case.
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Figure 4.3: Examples of the game cards

(i.e., option hint) to resolve the ethical concern, namely a pointer to the suitable options. The
concern needs to be addressed by proposing an appropriate option with consideration of its
implications on relevant ethical values, i.e., “ÅÅ”, “ Å”, “ Æ”, “ ¡ ”, and “ ¡¡ ”, which stand for very
positively, positively, neutral, negatively, and very negatively, respectively.

Wild Card. It includes two options: (i) drawing a new Ethical Concern Card; (ii) naming
an ethical concern from the perspective of your own role. This card provides an opportunity
for players to express their own ethical concerns and not be limited to just prede�ned ones.
Indeed, the aim of having this card is to have a �exible game that allows unexpected ethical
concerns which may arise. It should be noted that the proposed ethical concerns need to be
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recorded on empty Ethical Concern Cards.

Event Card. It describes some unpredictable events that can put players in a new situation
where they may need to reconsider their previous design decisions in order to better support
their values. These events may of course also affect future design decisions.

4.4.3 Game Mechanism

In the game sessions, players are provided with general instructions on how to proceed with
the game: (i) players should take clockwise turns until �nishing the game; (ii) a game's round is
considered �nished when all players have played one turn, and then a new round will begin.
In the following, we explain the game setup and its steps.

4.4.3.1 Game set up

The game should be set up as Figure 4.4. First, players should place the “Project Card” and the
stack of “Ethical Value Cards” facing upwards at the center of the table as a means of guidance.
Second, the stack of “Stakeholder Cards” should be shuf�ed, while each player draws one card
from the top of the stack to identify their role during the game 8. Third, the stacks of “Ethical
Concern and Wild Cards” and “Event Cards” should be shuf�ed separately and placed facing
downward within the players' sight. Finally, each player should be provided with a “Decision
Preparation Template” 9, and a “Decision Taking Template” 10 should be allocated to the group.

4.4.3.2 How to play the game

After setting up the game, the following steps need to be taken in order to play the game (see
Figure 4.5).

In step 1
 (i.e., “draw an Ethical Concern or Wild Card” ), each player needs to draw one card
from the stack of “Ethical Concern and Wild Cards”. In this step, the act depends on the drawn
card, either the “Ethical Concern Card” or “Wild Card”.

In step 2
 (suggest an option), all players should suggest an option to address each ethical

8After the determination of their roles, they should read “Ethical Value Cards” to be guided to have their
own ethical value(s) wrt their role's perspective (although this is optional). It is worth noting that the player
responsible for the role of indirect stakeholders has two choices, i.e., society X or Noora's parents.

9This template is for each player to record their decisions and reasoning behind decisions.
10This template is to record the group decisions, the reasoning behind decisions, and the effects of the

decisions on the relevant values.
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concern. Indeed, each player should propose a suitable option for satisfying their role in terms
of supporting their values. Finally, players should write down their choice and rationale/rea-
soning behind it on their “Decision Preparation Template”.

Step 3
 (choose an option) requires the group members to collaboratively decide and choose
an option to address each ethical concern. Each player should tell the other players which
option they suggest and their rationale for that suggestion. Once all players have shared their
suggestions, a decision can collectively be made. The collective decision should be written
down by players, along with the reasoning behind it, and its effects on the relevant values ( i.e.,
“ÅÅ”, “ Å”, “ Æ”, “ ¡ ”, or “ ¡¡ ”) on the “Decision Taking Template”.

At the end of each round, in step 4
 (draw an Event Card ), the group should draw an Event
Card and assesses the effect of the event on their previous and future design decisions. Players
may need to reconsider previously taken decisions.

The game should end once the designated time limit is reached. We anticipate participants
playing the game for two rounds, each lasting approximately 60 minutes based on our pilot
sessions, hence allocating 120 minutes in total. Upon completion, the group is required to
gather all �lled templates and materials, placing them into the designated envelope, and
returning them to the game organizers. We determined that conducting two rounds of the
game would suf�ciently converge on a comprehensive understanding of the main ethical
aspects of a software system. This decision is based on the consideration that in two rounds,
participants can address eight ethical concerns, compared to only four ethical concerns in a
single round, resulting in more meaningful outcomes.
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Figure 4.4: Game setup

Figure 4.5: How to play the game
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4.5 Results

4.5.1 Survey Results

The following presents the �ndings resulting from the analysis of the survey data.

Finding 1: The game prompted re�ection on possible solutions to resolve ethical concerns
from different stakeholders' perspectives. The responses to statements S1.1-S1.3 (see Fig-
ure 4.6) show that the game enabled players to challenge possible solutions for resolving ethical
concerns. Almost all players indicated that the use of role-playing in the game helped them
analyze different potential solutions wrt different stakeholders' perspectives (statement S1.1).
For most players (68.75%), the game provided an opportunity to think and address ethical
concerns (statement S1.2), although some were neutral (25%) or disagreed (6.25%) with the
statement. For most players (81.25%), the game encouraged the expression of potential ethical
concern(s) in relation to the system (statement S1.3), yet some displayed neutrality towards
this statement (18.75%). In total, using role-playing in the game stimulated players to think
about ethical concerns and propose relevant solutions in order to resolve them wrt different
stakeholders' perspectives.

Finding 2: The game enabled consideration of ethical aspects in design decisions and design
reasoning. The responses to statements S2.1-S2.3 (see Figure 4.6) demonstrate that the game
prompted players to make ethical decisions and provide the reasoning behind such decisions.
The majority of players (87.5%) indicated that the game helped them think about different
stakeholders (statement S2.1) and consider the extensive effects of the system on individuals
and society when making architecture design decisions (around 81.25% of players) (statement
S2.2). For most players (56.25%), the use of templates could assist them in thinking about
decisions' implications regarding ethical concerns (statement S1.3), although some were
neutral (37.5%) or disagreed (6.25%) with this statement. By encouraging thinking about the
far-reaching effects of the system on individuals and society from an ethical point of view, the
game assisted players in making decisions based on ethical implications and providing the
explicit reasoning behind their decisions.

Finding 3: The game enabled re�ection on value operationalization and value trade-offs.
The responses to statements S3.1-S3.7 (see Figure 4.6) show that the game helped players
re�ect on operationalizing values and making trade-offs among competing values. Most
players agreed with these statements. The overall impression from the statements' responses
were positive despite the neutrality amongst some players. However, as an improvement point,
it was suggested that the game needs to better foster the identi�cation of the personal values
of participants. By stimulating thinking about the impacts of different solutions on ethical
values, the game helped players make design decisions with consideration of values and their
relations.
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Figure 4.6: Diverging stacked bar chart for survey statements (adopted from [6])

4.5.2 Game Session Results

The �ndings relevant to the analysis of the game sessions' transcripts are presented below.
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Finding 4: Issues that were mostly re�ected in group discussions around ethical considera-
tions. During brainstorming different solutions, we found that the game enabled architects to
re�ect on several issues mainly. This re�ection could help architects put forward agreement
and disagreement points at the forefront of their discussion of ethical considerations (see
Table 4.2).

Ex-1 and Ex-5 show the re�ection of players ( i.e., agreement and disagreement) on the solutions
proposed for resolving ethical concerns. In Ex-1, players made an agreement on the suggested
option, which was offering other alternatives for female members. Ex-5 shows [S1-P2]11

disagreed with the solution suggested by [S1-P3], i.e., keeping the registration anonymous.
These two examples indicate the re�ection on selecting the suitable solution wrt concerns
about different roles and the system's purpose.

Ex-2 and Ex-6 show the re�ection on the affected values by the suggested solutions. In Ex-2,
players agreed that using the noti�cation module cannot affect the value of dignity. Ex-6
shows, taking different roles, players disagreed on whether storing only the phone number
of members affects privacy. These two examples indicate the re�ection of players on ethical
values that can be associated with and potentially affected by the suggested solutions.

Ex-3 and Ex-7 show the re�ection on the solutions' effects on the relevant values. In Ex-3,
players agreed on the effects of the suggested solution on the relevant values, which was
undermining privacy while supporting fairness. Ex-7 shows the disagreement of players [S1-
P3] and [S1-P1] about the positive and negative effects of the suggested option on the value of
social power. These two examples demonstrate the re�ection of players on how ethical values
can be in�uenced by the suggested solutions.

Ex-4 and Ex-8 show the re�ection on the quanti�cation of the solutions' effects on the relevant
values. In Ex-4, players agreed on the extent of the solution's effects on privacy which should
be very high (“ ÅÅ”). Ex-8 shows players opposed each other on the extent to which the
solution can affect freedom. Players [S4-P2] and [S4-P3] (as a product manager and sponsor,
respectively) indicated the effect is very high (“ ÅÅ”) while from the perspective of [S4-P1] (i.e.,
Noora) that solution could not provide that much freedom, and the effect was considered
only high (“ Å”). These two examples indicate the re�ection of players on the degree to which
the relevant values can be affected by the solutions ( i.e., very positively, positively, neutral,
negatively, and very negatively).

Finding 5: Enabling of ethical reasoning. The analysis of game sessions revealed three types
of ethical reasoning. Table 4.3 represents those reasoning types.

Ex-1 shows [S3-P4] suggested a solution option, i.e., having a system backdoor, for access of
female members of the library to the forbidden books. By underlying that the solution can
undermine the system reputation, [S3-P3]could prove the unsuitability of the solution from an

11In the following, [Si-Pj] indicates the player Pj of the session Si.
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Table 4.2: Data excerpts related to the re�ection when challenging possible solutions

Participants' dialogue Interpretation
Ex-1: [S1-P3]: I want the user to stay on my website or whatever the system
is or the app. [S1-P2]: That should be your thing. You want to use your
system. [S1-P4]: Yeah, that's correct. But I also want to moderate it because
I �nd it important that some sources are not suitable for some audiences.
[S1-P2]: Yeah. Do you think that providing other alternatives would help
your audience? [S1-P3]: You can describe them? [S1-P2]: Yeah, you can
actually do quite like that area. Do you get suggestions just like Net�ix?
[S1-P3]: Yeah. And at times, they show you just the opposite thing to what
you were searching for, and you still stick. What do you think? [S1-P2]: I
like the idea. [S1-P4]: A bit of censoring. [S1-P2]: Yeah, they recommend it.
I still have the freedom to choose whatever book I would like to read. As
long as it doesn't block my search bar.

The players re�ected on the alternative
options that were proposed to resolve eth-
ical concerns. They had an agreement on
the selection of options.

Ex-2: [S4-P3]: Using the noti�cation module does not have any impact on
dignity. [S4-P2]: yeah, I agree. It cannot be affected. [S4-P1]: Yeah.

The players re�ected on the values that
could be affected by the proposed option.
They had an agreement on the affected
values.

Ex-3: [S3-P3]: What is the effect of option on fairness? [S3-P4]: It is
positive. [S3-P3]: Why? [S3-P2]: How can it be fair? [S3-P4]: Because you
are considering females as well as males. [S3-P3]: I agree, agree.

The players re�ected on the effect(s) of the
proposed option on the relevant values.
They had an agreement on the option's
effects.

Ex-4: [S3-P3]: Privacy? [S3-P1]: It's positive because the option is giving
commitment. [S3-P3]: But it is one “+”, not two. [S3-P2]: Yes, agree, double
“+”.

The players re�ected on the extent to
which values could be affected by the pro-
posed option. They had an agreement on
the quanti�cation of the solutions' effects
on the relevant values.

Ex-5: [S1-P3]: My safeguard for my role is that I want to protect the privacy
of my girl. So, that's why I want to keep the registration anonymous. So
don't �ll in anything. So stay anonymous for that part. So don't get to a
name or something that can be related to her. [S1-P2]: Yeah, but again, if
you borrow books from the library, you need to bring them back. It can be
yours. [S1-P3]: You don't have the record. You can use anonymous things
in between that are not related directly to how it's being borrowed.

The players re�ected on the alternative
options that were proposed to resolve eth-
ical concerns. They disagreed on the se-
lection of options.

Ex-6: [S4-P1]: I think asking only for the phone number cannot affect
privacy. [S4-P3]: By the way, I think the opposite. By having the phone
number, we can track them and elicit other personal data.

The players re�ected on the values that
could be affected by the proposed option.
They disagreed on the affected values.

Ex-7: [S1-P3]: Then it's one plus sign because I agree, and also with the
wealth, it helps me to gain to sell the system. [S1-P3]: Social power is a “+”.
Right. [S1-P1]: Well, it's a “-” for me. [S1-P4]: You cannot see other people's
concerns.

The players re�ected on the effect(s) of the
proposed option on the relevant values.
They disagreed on the option's effects

Ex-8: [S4-P1]: Freedom? I think it is negative. [S4-P3]: I think it is a double
“+” because the solution failed in the previous steps. [S4-P1]: a little bit,
but not that much. [S4-P3]: In comparison with before, you have freedom.
[S4-P2]: I think it should be a double “+”. [S4-P1]: It can be fair if you say I
give you a 50% discount, but if you only provide a 5% discount, It should
not be a double “+”, maybe one “+”.

The players re�ected on the extent to
which values could be affected by the
proposed option. They disagreed on the
quanti�cation of the solutions' effects on
the relevant values.

104



4.5 Results

ethical perspective. This conversation shows that players provided rationale for the weaknesses
of the solution from an ethical point of view when making architecture design decisions.

Ex-2 shows [S4-P2] argued why the solution of `the library registration with the phone number
instead of ID number' could be helpful in balancing the relevant values. He stated that
by not using the users' sensitive data while supporting the system functionalities and the
company's prestige, the solution could help balance the values of privacy and reputation. This
conversation shows that players provided rationale for making trade-offs among ethical values .

Ex-3 shows [S1-P3] reasoned about the certainty of the solution from an ethical perspective, by
indicating the alignment of the suggested solution with GDPR and assuring data protection
and privacy. This conversation shows that players provided rationale for the certainties of the
solution from an ethical point of view .

Table 4.3: Data excerpts related to different ethical reasoning when making design
decisions

Participants' dialogue Interpretation
Ex-1: [S3-P4]: My solution is to �nd a backdoor to access the resources,
those that are available for males but not for females. [S3-P2]: You can
�nd a male friend and ask him to bring that book. [S3-P1]: Like using
another's accounts. [S3-P4]: No, I want to hack the system. [S3-P3]: I
cannot entirely agree with this solution, and I, as a sponsor, would ask
the development team to stop you. [S3-P4]: I don't think so because you
only want to make money. [S3-P3]: Yes, but it can cause some harm to
the reputation of the system, and the country may decide to use another
system instead. [S3-P2]: It means that the system works weakly and can
cause some scandal for the company.

The players reasoned about the weak-
nesses of the proposed option from an
ethical perspective.

Ex-2: [S4-P2]: This option can be good because it allows the female mem-
ber to register only with a phone number. Then, if she wants to access
the lock category, she should enter her ID number. This solution cannot
damage the system's reputation and does not have an impact on privacy
as well.

The players provided the reason for bal-
ancing ethical values.

Ex-3: [S1-P3]: So my role is that of product manager, so I have to balance
the needs of the stakeholder, the customer, and also, like, the ethical con-
cerns or something. And also, I'm operating within the Netherlands, so it
says that you are within the Netherlands. So, I think I will still store the
information but with consent. If I have the consent, then I'm already, and I
get the consent because, of course, I have to comply with GDPR. So, I want
to eliminate the possibility of paying huge �nes. So that is why I still store
the information but with the concern that is my way of making it.

The players reasoned about the certainty
of the proposed option from an ethical
perspective.

Finding 6: Ways of re�ection on ethical values. Using examples from the transcripts (see
Table 4.4), we illustrate how the game stimulated players to make re�ection towards ethical
values.

Example Ex-1 shows players [S4-P3] and [S4-P1] discussed the meaning of freedom from the
perspective of two roles, i.e., product manager and Noora. This example demonstrates that
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the game enabled players to discuss the meaning of ethical values from different stakeholders'
perspectives. Understanding the meaning of values from different perspectives could help
players easily concertize values and support them when making design decisions.

Ex-2 shows players [S2-P4] and [S2-P2] discussed the importance of different values. [S2-P4]
referred to privacy as an essential value, while [S2-P2]considered social power as a high-priority
value. This example demonstrates that the game enabled players to discuss the importance of
ethical values from different roles' perspectives. Understanding the importance and priority
of ethical values could help players support the most important ones and make necessary
trade-offs among the values.

Ex-3 shows [S2-P1] expressed a new ethical value ( i.e., the value of [company's name]) that
was important in relation to the project. This example demonstrates that the game stimulated
players to think about other ethical values that could be affected by the system, in addition to
the predetermined ones.

Ex-4 shows players [S2-P4]and [S2-P3]discussed the positive and negative effects of the option
(i.e., gender-proo�ng of members) on the value of welfare. This example demonstrates that the
game stimulated players to discuss the solutions' effects on the relevant values. Understanding
the ethical implications of the solutions on values could lead players to make the right decisions
from an ethical perspective.

Ex-5 shows players discussed the extent of the effects of `gender proo�ng' on privacy, whether
it is only one or two minus signs. This example demonstrates that the game enabled players
to discuss the extent to which the solutions affected the relevant values. Understanding the
quanti�cation of the solutions' effects could help players balance ethical values.

Ex-6 shows players discussed the reconsideration of the made decision, which was the mem-
bers' authorization based on their pictures, in order to safeguard privacy. They �nally decided
to ask members only for their phone numbers to protect privacy. This example demonstrates
that the game enabled players to support important ethical values and resolve value con�icts,
by reconsidering previously made decisions.
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Table 4.4: Data excerpts related to the re�ection on ethical values

Participants' dialogue Interpretation
Ex-1: [S4-P3]: In total, what does freedom mean? Let's specify our de�ni-
tion. [S4-P1]: It implies that a girl should have access to everything when
she is thirty. But, she should not have when she is seventeen. [S4-P3]: Age
is not a matter. Let me bring you an example. Consider a speci�c society
that does not allow people to have access to books with criminal subjects
because it believes that these kinds of books can negatively affect their way
of thinking. That is not related to age.

The players discussed the different mean-
ings of a value (using examples) in order
to conceptualize it.

Ex-2: [S2-P4]: ... So I am worried about privacy. So for me, the hint of
actually requiring ID to check out, which is a bad one, because then. [S2-
P1]: That's not. [S2-P4]: A violation of privacy. Right? [S2-P3]: And I care
about welfare and protection of well being of all people. And this could
potentially also impact welfare because if someone moves the data that
you are renting all these feminine groups, you may be in danger. Now I'm
worried about your welfare for privacy state, but you might be in danger
by then. [S2-P2]: So, for me, it's the other way around because I want to
achieve social power and attain dominance.

The players discussed the importance of
different values from the perspective of
different stakeholder roles.

Ex-3: [S2-P1]: Also, the younger one, because you also have the [company's
name] values as one of your concerns. [S2-P3]: values of [company's
name]? [S2-P4]: The [company's name]'s mission statement is to have a
company where we all enjoy working together.

The players expressed their own values
that seemed relevant to the system, in ad-
dition to the predetermined ones.

Ex-4: [S2-P4]: Okay, so what I wrote down is required proof of gender when
registering as a member only, and then only you have to show your library
pass, and the system knows ... What would you score it on? Welfare?
[S2-P3]: Welfare refers to the well-being of all people. So I don't know
necessarily think this is good for the well-being of all people. [S2-P4]: So
you think it's a “-”? [S2-P3]: It is one minus sign, yeah.

The players discussed the different effects
of the suggested option on values.

Ex-5: ... [S2-P1]: But is it one or two “-” for privacy? [S2-P3]: One, because
two “-” would be too much. [S2-P1]: Can't go too long. [S2-P3]: You can't
go, right? [S2-P4]: Yeah. [S2-P3]: Every time, you have to give your ID to
pick up books. That is more than two “-”, I think. [S2-P4]: That is two.

The players discussed the extent to which
the proposed option could affect values.

Ex-6: [S3-P4]: What about authenticating using third-party tools? Is it
possible not to authorize it? [S3-P3]: We can moderate the decision related
to it. [S3-P2]: For example, we can do it without asking for pictures, only
the phone number. [S3-P1]: Yeah, only with the phone number. [S3-P3]:
What about the effect of the changed decision on values right now? For
example, on informed consent? [S3-P2]: It's like before. [S3-P1]: No, it
changes. [S3-P3]: But privacy would become better.

In order of supporting the important val-
ues, the players discussed reconsidering
the decisions that were previously made.
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4.6 Discussion

In the following, we discuss the game's practical impacts and its possible improvements and
analyze the game from the perspective of inclusivity.

4.6.1 Re�ections on the Game's Practical Impacts

By motivating software architects to think about potential ethical concerns, enabling them to
brainstorm possible options for resolving such concerns, and motivating them to propose and
evaluate alternative options from the perspectives of different stakeholders, the game provided
an opportunity to make group decisions around ethical considerations.

The �ndings described in Section 4.5.2 serve as a basis to explore how the game could be
effective in dealing with the common challenges in group decision-making (like con�ict
resolution and reaching consensus).

Con�ict resolution and making trade-offs. During the group decision-making process in
game sessions, we observed that con�icts occurred among ethical values within and/or among
decisions. To deal with such con�icts, two game features were helpful for architects: (i) the
V-importance determined for stakeholders' values and (ii) the need to provide the rationale
for decisions. As an indicator to show the priority of values for different stakeholders, the
V-importance helped architects decide on which values they need to focus on in the context
of the system. In the decision-making process, architects also had to justify their proposed
options by providing reasoning from an ethical perspective. As revealed in �nding 5, the
most frequent reasoning was about (i) the weaknesses (or strengths) of the solution from an
ethical point of view, (ii) making trade-offs among ethical values, and (iii) the certainties (or
uncertainties) of the solution from an ethical point of view. Expressing this reasoning in an
explicit way enabled architects easily explore the decisions' effects on ethical values. This
further helped them to compare the decisions' effects on each value with the corresponding
V-importance, determine where to balance values, and how to satisfy different stakeholders in
terms of supporting their values.

Although reasoning around alternative options can help better manage value con�icts, future
research needs to elicit different reasoning types when making design decisions around ethical
considerations.

Reaching consensus and making decisions. During the group decision-making process in
game sessions, we observed that the game enabled architects to bring the agreement and
disagreement points to the forefront. These points were issues that needed to be discussed
more among players to arrive at an agreement (as presented in �nding 4), namely: (i) the
solutions proposed for resolving ethical concerns, (ii) the affected values by the suggested
solutions, (iii) the solutions' effects on the relevant values, and (iv) the quanti�cation of the
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solutions' effects on the relevant values. It should be noted that although these issues were
frequently raised in the group discussion of all game sessions, we observed other cases in
which players needed to arrive at a consensus, e.g.,value conceptualization. By bringing the
challenging issues to the forefront, the game provided insights for architects on where there is
a need to arrive at a consensus in order to make decisions, and helped them proceed with the
discussion around ethical considerations.

In the light of improving the consensus process and the group decision-making around ethical
considerations, we suggest determining the most occurring issues in the group discussion. This
can lead to an increase in the familiarity of software architects with challenging problems and,
consequently, conducting ef�cient and effective decision-making over such considerations.

4.6.2 The Inclusion Aspect of the Game

By inclusion in this study, we mean involving different stakeholders as equal partners in the
design decision-making process, having their voices heard on ethical issues, and considering
their diverse ethical values. Infusing value diversity and inclusion is an important part of
system design because doing so can help develop systems that are ethically responsible against
a wide variety of stakeholders.

In the software engineering �eld, architects are well accustomed to thinking about the direct
stakeholders of systems. However, there is no systematic way for them to expand the scope of
stakeholders to include indirect stakeholders ( e.g.,society at large). Considering this, our game
was designed in such a way as to take a wide range of stakeholders into account, both directly
and indirectly affected by the system. As different stakeholders were supposed to be involved
in the game (using role-playing), architects had to be mindful of divergent preferences and
values that needed to be supported in relation to the system. Taking on the role of various
stakeholders allowed architects to see through others' eyes, empathize, and highlight the
potential harm that might happen to stakeholders.

By involving different stakeholder roles and providing an equal opportunity for them to discuss
the ethical issues at hand (in both the problem and solution space), the game fostered a sense
of inclusion to support value diversity. Motivated by this, we conjecture that the game can be
used by software architects as a part of their program in the software design process to orient
discussion around ethical considerations and combat systemic biases that can adversely affect
inclusion, diversity, and equity within the design �eld.

4.6.3 Possible Game Improvements

The following potential improvements can help enriching the game in future versions:
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Generalizing the game to be applicable for any case in different companies. The game can
be designed so as not to be speci�c to any particular case. This makes it possible to use the
game to deal with various ethical situations in different companies.

The possibility of determining the potential consequences of events by players. Including
the possibility of determining the potential consequences of events by stakeholder roles.
With this revision, the players would be able to explore the possible effects of events on
different stakeholders and their values in the design decision-making process and accordingly
reconsider the decisions already made, to support the affected values.

The complete determination of values and their importance by players. Allowing different
roles to completely identify the list of values that they are mostly concerned with and specify
their importance, instead of having a pre-determined set of values (though open to adding).
This revision can help include more opinions and experiences regarding ethical decision-
making situations.

4.7 Threats to Validity

In this section, we discuss the main threats to validity and the related mitigation actions. We
organize them according to the classi�cation by Runeson and Höst [148].

4.7.1 Construct validity

It refers to what extent the operational measures can represent what the researcher has in
mind wrt research questions. One potential threat to this validity is related to the environment
in which the game was carried out. This threat was mitigated by having instructors in the game
sessions who presented the game and interfered only when clari�cations were asked. This
could potentially lead to a different interaction style amongst players compared to interactions
conducted without interference.

4.7.2 Internal validity

It refers to the ability to draw correct conclusions from the collected data. One threat to this
validity is relevant to the quality of the survey answers due to the usage of the Likert scale. To
mitigate this threat, we used open-ended questions at the end of the survey's statements where
players could add their remarks and opinions.
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4.7.3 External validity

It refers to the ability to generalize the experiment results. One potential threat to this validity
is related to the experience and background of participants. Players from two multinational IT
companies who mitigate this threat conducted the game. Players hold different background
knowledge, experience in various IT projects, and of course, varied interests.

4.7.4 Reliability

It refers to whether the process of study and analysis are consistent over time across researchers
and methods. One threat to this validity can be related to the reliability of qualitative data
analysis. This threat was mitigated by coding the data based on the presented concepts
and their relations (in Figure 4.1). Additionally, two researchers were asked to interpret and
evaluate the data independently. When required, a joint discussion was conducted to provide
an objective analysis.

4.8 Conclusions

This paper presents the Ethics-Aware DecidArch game that aims to enable software architects
to re�ect upon ethical considerations when making architecture design decisions. The game
also wants to open the �oor to incorporate a wider variety of divergent perspectives and give
equal opportunities to different stakeholders to express their values for in�uencing the system
design from an ethical perspective.

By analyzing the survey data and the transcripts of the game sessions, we observed that the
game helped achieve the study objectives, i.e., enabling discussion on stakeholders, their
ethical values and concerns, ethical decision-making and reasoning, and value trade-offs.

Our study resulted in a number of future research directions. These include: (i) conducting
a larger data collection to generalize the experiment results, (ii) �nding a way to orient the
discussion around ethical considerations when making architecture design decisions, (iii) pro-
viding a comprehensive list of different types of ethical reasoning, (iv) proposing a systematic
way to make ethical values concrete and bring them from an abstract level to a concrete level,
and (v) providing a list of value con�icts that occur most frequently in software architecture
design.

Further, we plan to run experiments where game sessions are used in the early phases of IT
projects and evaluate their effectiveness in including ethical aspects in architecture design.
We plan to use the game with novice architects, too, this time for training purposes. By giving
insights into ethical considerations in software architecture design and by providing promising
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future research directions in this area, we hope software architects be able to build ethically
responsible systems.
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This chapter explores the effectiveness of Ethics-Aware DecidArch in guiding software archi-
tects to re�ect on various solutions for addressing ethical concerns, make ethical decisions,
and contemplate the operationalization of ethical values and trade-offs among them.

Now, equipped with a solution to promote the integration of ethical aspects in software
architecture decision-making, we transition to the application phase. This involves addressing
RQ4 in the following chapter, where we employ our proposed ethics-driven instruments, such
as a stakeholder map and a value model, in a real-world industrial case study.
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5 Integrating Stakeholder Inclu-
sion and Value Diversity in the
System Design Process

“Technology is a useful servant but a
dangerous master.”

Christian Lous Lange

This chapter is based on q R. Alidoosti, M. De Sanctis, L. Iovino, P. Lago and M. Razavian “ Stakeholder
Inclusion and Value Diversity: An Evaluation Using an Access Control System ”, In 2023 European Conference
on Software Architecture (ECSA). Springer [4].
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This chapter tackles the fourth research question (RQ4), which involves a thorough examina-
tion of the utility of two ethics-driven instruments, namely a stakeholder map and a value
model, previously introduced in Chapter 2. The primary focus of this chapter is on a retrospec-
tive study aimed at examining the effects of utilizing them on stakeholder inclusion and value
diversity within the context of an Access Control System (ACS). To carry out this evaluation,
we organized two focus group sessions involving relevant stakeholders. The outcomes of our
investigation underscore the vital role played by these tools in effectively identifying stake-
holders with diverse roles, comprehending their ethical concerns and values, and facilitating
ethical decision-making processes.

115



Chapter 5. Stakeholders Inclusion and Value Diversity in Software Systems

Contents

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.2.1 An Access Control System . . . . . . . . . . . . . . . . . . . . . 118

5.2.2 Ethics-driven Instruments . . . . . . . . . . . . . . . . . . . . . 119

5.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.3.1 Research Objective and Questions . . . . . . . . . . . . . . . . 123

5.3.2 Evaluation Design and Execution . . . . . . . . . . . . . . . . 123

5.3.3 Data Collection and Analysis . . . . . . . . . . . . . . . . . . . 124

5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.4.1 The Initial Evaluation Results . . . . . . . . . . . . . . . . . . . 124

5.4.2 The Secondary Evaluation Results . . . . . . . . . . . . . . . . 131

5.5 Threats to Validity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

5.6 Conclusion and Future Directions . . . . . . . . . . . . . . . . . . . 134

5.7 Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

116



5.1 Introduction

5.1 Introduction

With the growing digitalization and the increasing reliance on software systems, ethics in
software engineering has gained signi�cant attention. This is because of the social and ethical
implications these systems have on individuals and society. Software systems can undermine
ethical values, leading to issues such as restrictions on personal freedom and violations of
privacy. Such issues, therefore, reinforce the need to focus on software systems and archi-
tectures from an ethical standpoint. As pointed out in [ 6], it is essential to focus on ethical
considerations, such as stakeholder, ethical concern, ethical value, and ethical decision, at the
early stages of system design (e.g.,when making architecture design decisions).

With these premises, stakeholders play a critical role in incorporating an ethical perspective in
software systems, as they are the primary source for value and requirements elicitation [ 21].
Accordingly, it is important to account for the plurality of values in design decision-making,
especially when there are various stakeholders who software systems may directly or indirectly
impact. For instance, consider the case of facial recognition technology in Access Control
Systems used at airports [ 112]. In such cases, there is a tendency to overlook the needs of
speci�c groups, such as people of color or those with disabilities, as the focus is primarily
on security bene�ts. This can result in discrimination and potential biases against these
individuals. Thus, it is crucial to equip software designers with instruments that facilitate the
inclusion of a wide range of stakeholders and their values by focusing on software systems'
ethical and social implications. These instruments should enable designers to explore various
potential stakeholders of the system, either affecting or being affected by it, and prompt
designers to explore different aspects and scenarios in which they can be affected by the
system from an ethical perspective.

To this end, we introduced two ethics-driven instruments, namely a stakeholder map and a
value model [8]. The stakeholder map outlines the three overarching stakeholder roles that may
directly or indirectly receive bene�t/harm from the system. The value model is a classi�cation
of values usually considered in software design and a representation of relations among values.
In this work, we evaluate these instruments with a retrospective study examining the effects
of utilizing them on stakeholder inclusion and value diversity within the context of an Access
Control System (ACS) [49] (Section 5.2). The selection of the ACS as the case of our evaluative
re�ective study is justi�ed by its critical role in controlling users' access to resources and
services, which can have signi�cant ethical implications, such as privacy violations and threats
to autonomy [ 127]. Speci�cally, this study investigates the ethical considerations associated
with the ACS and evaluates which considerations could have been supported if the instruments
had been employed during the system design process. We conducted two focus group sessions
involving pertinent stakeholders (Section 5.3). Results indicate that the instruments effectively
facilitated the identi�cation of stakeholders with different roles, their ethical concerns and
values, and ethical decision making (Section 5.4). We further discuss threats to the validity of
our results (Section 5.5), and we conclude the paper with future directions (Section 5.6).
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5.2 Background

In this Section, we introduce the Access Control System that we used as the case of the retro-
spective study, as well as the two ethics-driven instruments we created in our previous study
[8].

5.2.1 An Access Control System

An ACS supports checking entries via controlled gates ( e.g.,doors equipped with a lock mech-
anism) to restricted access areas [ 126]. We selected, as our case, an ACS implementing an
approach enabling the communication between an IoT infrastructure ( e.g.,Near Field Com-
munication (NFC) readers and tags, relays, led, alarms) and an access management platform
to authenticate users [49].

In practice, this system has been successfully deployed and evaluated in a �tness center in
L'Aquila, Italy. The gym comprises seven rooms, each equipped to offer various activities like
training, rehab, pilates, and dance to its clients (see Figure 5.1). Clients can enroll in different
courses through a variety of subscription plans and offers. The company sought to leverage
these subscriptions to automatically determine whether clients had access to speci�c rooms
within the facility.

The ACS architecture aligns with the conventional access control framework [ 160] and its
components (see Fig. 5.2), reported in italic in this section. Access is initiated by the user
through an NFC tag, which is typically integrated into a wearable bracelet. This NFC tag
interacts with the Policy Enforcement Point (PEP) located within an NFC reader positioned at
the gate. Subsequently, the PEP transmits the access request to the Policy Decision Point (PDP) ,
which assesses the request's compliance with the authorization policy. This evaluation involves
querying a repository of policies and then providing a response to the PEP. The PEP will then
grant or deny access to the user for the speci�ed resource, i.e., a room. A Policy Information
Point (PIP) can optionally be used to enrich the authorization request, e.g.,with user rights.
Lastly, the Policy Administration Point (PAP) manages the authorization policies. We refer
to [ 49] for the detailed ACS architecture. In practical terms, if authorization is granted, the
system emits a beep through a speaker, displays an authorization message, and activates a
green led. Furthermore, it enables one of the relay's channels to control the door lock. In case
authorization is denied, the NFC reader produces a distinct sound, displays an error message,
and causes the red led to blink, thus denying access.
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Figure 5.1: An overview of the ACS in the �tness center in L'Aquila, Italy

Figure 5.2: An overview of the ACS architecture and its components adapted from [ 49]

5.2.2 Ethics-driven Instruments

Our Systematic Literature Review of software engineering ethics (SE ethics) [ 8] led to the
creation of two ethics-driven instruments (see Figure 5.3, 5.4) described below.

The Stakeholder Map. It visualizes three overarching stakeholder roles: system users,
system development organization , and indirect stakeholders , each comprising various role
types, as depicted in Figure 5.3 1. For example, the role of “system development organization”,

1Based on the stakeholder role de�nitions provided in [ 8], we associated the role types/stakeholders
identi�ed during the initial evaluation with each stakeholder role. The elicited stakeholders before and
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in the ACS, includes role types such as “IoT experts” and “architects”. The stakeholder map
focuses on three key aspects: (i) the different relations of stakeholders with the system, i.e.,
using it, building it, or being impacted by it, (ii) the system's implications on stakeholders, i.e.,
bene�ts and harms, and (iii) the ways in which stakeholders receive bene�ts and harms from
the system, i.e., directly or indirectly. This map helps software designers in the system design
process, to identify a comprehensive range of stakeholders.

Figure 5.3: a stakeholder map

after instrument introduction in the evaluation are represented by solid and dotted circles, respectively.
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The Value Model. It categorizes ethical values commonly used in system design, along
with the relations among these values, as depicted in Fig. 5.4 2. This model is based on the
Schwartz value structure [ 159, 156], a widely used structure for classifying values in social
sciences and ethics [157]. Software designers can utilize this model by following a series of
steps. First, they should identify the relevant value categories that align with the system's
goal(s), and explore sub-values w.r.t. the relevant stakeholders, assessing whether they are
supported or undermined by the system. The next step involves determining the relationships
among those values, including any con�icts or congruencies. To this aim designers should
consider the positions of the values within two orthogonal dimensions 3. For instance, “safety”
can be considered a pertinent value for gym members, in line with the system's goal. By
examining its position in the value model, it becomes apparent that it con�icts with the value
of “freedom”, as they belong to non-adjacent categories (in openness to change vs. conservation
dimension). The model provides designers with a guideline to identify the relevant ethical
values and relations among them. This enables them to effectively manage potential con�icts
and reinforce the values that align with the system's goal(s).

2In accordance with [ 8], the value model functioned as a guiding framework for participants during the
initial evaluation. The values identi�ed during the evaluation aligned with those already represented in the
model, with no new values introduced. These identi�ed values before and after instrument introduction
are represented by solid and dotted circles, respectively.

3These two dimensions are (i) self-enhancement vs. self-transcendence and (ii) openness to change vs.
conservation.
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Figure 5.4: a value model

122



5.3 Methodology

5.3 Methodology

In this section, we describe our research objective and questions, the evaluation design and
execution, as well as the data collection and analysis.

5.3.1 Research Objective and Questions

The objective of this study is to explore the effects of the two ethics-driven instruments in
supporting ethical considerations in the case of the ACS represented in Sect. 5.2.1. To achieve
the research objective, we drive the study with the following research questions (RQ4s):

RQ4a- How could the proposed instruments affect the identi�cation of stakeholders with
different roles and their ethical concerns?

RQ4b- How could the instruments affect the identi�cation of ethical values and the potential
relations among them?

RQ4c- How could the instruments enable decision-making to support ethical considerations?

5.3.2 Evaluation Design and Execution

We conducted a retrospective study through a small-scale evaluation of the ACS [ 49] case.
Following the guidelines proposed by Robson [ 145], we designed the evaluation in two steps:
initial evaluation and secondary evaluation (the asked questions can be found in Appendix A).
In the former we used the focus group research method to explore the effects of the instruments
on supporting ethical considerations. In the latter we also employed a focus group to evaluate
the �ndings from the initial evaluation.

Initial Evaluation. The focus group study was conducted in March 2023 as an online ses-
sion involving four participants who had actively contributed to the design and development
of the ACS. The session began with an introduction to the study objective and fundamental
concepts in the context of SE ethics. The session was organized as a semi-structured discussion
in two parts, lasting a total of three hours. In par t 1, participants were asked predetermined
questions categorized based on our RQs. In par t 2, participants were introduced to the
ethics-driven instruments and were asked questions regarding their usage.

The session served a twofold aim. First, understanding the current state of the ACS in terms of
ethical considerations, such as stakeholders and ethical values. Second, using the instruments
to uncover ethical considerations that could have been supported in the design of the ACS but
were overlooked.
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Secondary Evaluation. The focus group study was conducted in May 2023 as an online
session lasting one and a half hours. It included two participants from the initial focus group
and three additional participants who were end users of the ACS and members of the �tness
center exposed to the case.

This evaluation aimed to discover the opinions and expectations of system users, regarding the
ethical aspects of the ACS. The results from this phase served as an indicator of the effectiveness
of the instruments in identifying ethical considerations related to the system.

5.3.3 Data Collection and Analysis

Focus group sessions in both evaluations were video-recorded and transcribed for further
analysis.

We analyzed the transcript of each session by using transcript coding as our qualitative data
analysis method. Following the approach suggested by Miles and Huberman [ 120], we created
an initial list of codes based on the RQs, including stakeholders, ethical concerns, ethical
values, value relations, and ethical decisions. Throughout the analysis process, we further
expanded and re�ned this code list.

5.4 Results

In this section, we outline our research �ndings, by discussing the possible relation with the
components making the architecture of the ACS (Sect. 5.2.1).

5.4.1 The Initial Evaluation Results

Finding 1. In par t 1 of the session, participants discussed those individuals or groups who
were explicitly considered in the design of the ACS, such as the business owner (the ACS con-
tractor) and the building owner . During the stakeholder identi�cation process, only individuals
with direct relationships with the system were considered, e.g., those involved in the ACS
implementation, infrastructure, and usage. The participants recognized the end users of the
ACS as one of the most crucial stakeholder, being the primary bene�ciaries of the system
(refer to the stakeholders marked with solid circles in Fig. 5.3). In par t 2 of the session, as the
ethics-driven instruments were introduced, the participants noted that certain stakeholders
had been overlooked during the ACS design process. These stakeholders included individuals
who could have a signi�cant impact on the ethical implications of the system by, e.g.,estab-
lishing ethical standards and providing oversight and regulation, such as policy designersand
�re safety experts. Policy designers could be directly involved in designing and implementing
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the PDP and policy repositories. Additionally, some could be indirectly in�uenced by the
system's ethical implications, such as the entire society and the families of end users (refer to
the stakeholders marked with dotted circles in Fig. 5.3). The only part of the system in which
the involvement of the end users and relatives ( e.g.,visiting the facility) maybe required is the
PEP since it serves as the external interface of the ACS with the users. Table 5.1 reports the
identi�ed stakeholders.

Finding 1 (RQ4a): We observed that utilizing the ethics-driven instruments had the effect of
broadening the participants' perspectives on the ethical implications associated with the system
and its various interactions with stakeholders. As a result, the stakeholders that were previously
disregarded, often due to their indirect or less visible relations to the system, came now into
focus. This highlights the role of the instruments in considering a diverse range of stakeholders
in the ACS design process.

Finding 2. During par t 1, participants examined the possible ethical issues associated with
the ACS concerning the stakeholders involved. One of the most prominent raised concerns
was possible privacy violations . All participants were cognizant of this issue and acknowledged
its signi�cance in the context of software systems. They also identi�ed other ethical concerns,
such as avoiding identi�ability and avoiding malicious activities (see Table 5.2)4 When the
system evaluates an authorization request, the PIP can enhance it with additional informa-
tion such as user rights, and schedules, while the PAP is responsible for administering the
authorization policies. They may be both affected by privacy issues, thus their design must
consider these possible threats. In par t 2, the participants brainstormed the system's ethical
implications for different stakeholders. They discussed different scenarios to determine how
ethical values in relation to the system could potentially be supported or undermined. They
raised ethical concerns regarding the ACS, which they had never thought about or considered
their impacts on stakeholders. For example, the risk of violating dignity of gym members,
e.g.,when they are publicly denied access to gym services (by raising the alarm) due to late
payment of membership fees. It could lead to feelings of embarrassment and shame. Moreover,
they raised ethical concerns focused on indirect system's stakeholders, e.g., noise pollution
affecting the gym's neighbors, the potential threats to the sense of togethernessexperienced
by gym members and their families (see Table 5.3). Such implications emphasize the need to
consider system users and indirect stakeholders when designing the components of the PEP. It
is essential to properly control and con�gure the loudness of speakers to prevent any violation
of dignity when a user is denied entrance and to ensure there are no disturbances to the gym's
neighbors.

4To enhance readability, ethical concerns identi�ed in part 1 are presented in Table 5.2, while those
identi�ed in part 2 are summarized in Table 5.3.

125



Chapter 5. Stakeholders Inclusion and Value Diversity in Software Systems

Table 5.1: The list of the stakeholders identi�ed in the two parts of the session

Stakeholder (Part1)

The business owner:The person or group who is responsible for making decisions about the implemen-
tation and use of the access control system (ACS).
The building owner: Individual or organization that owns the physical building where the gym is
located.
The �nal users of the system: Individuals who require access to speci�c areas of the gym, including gym
members, staff members, and even guests visiting the gym for a speci�c purpose.
Software development stakeholders: The individuals involved in the system design and implementation,
including designers, developers, architects, IoT experts, and network designers.
Data maintainers: Individuals who are responsible for ensuring the accuracy, completeness, and
security of the data used by the system.
The electricians/the electrical team: Individuals responsible for installing, maintaining, and repairing
the electrical components of the ACS.

Stakeholder (Part2)

Researchers:Those who inspect the existing literature to gain insight into how ACSs should be designed.
Domain experts/Policy designers: Those who are specialists and have knowledge of the system's reg-
ulations, such as GDPR. They can be consulted to address queries such as “Are we performing tasks
correctly?”, “Is deleting the log suf�cient?”, or “Are we violating any legal requirements or law?”.
Families or relatives of the gym members/neighbors of the gym: Those who can be indirectly affected by
the access control system.
Fire safety experts:Those who possess knowledge and experience in �re safety, testing, and inspection,
particularly in emergency situations.
Different groups of system users:The system may have diverse groups of users, including individuals
and groups from different religions or cultures, transgender individuals, and other groups with unique
characteristics.
The entire society:A group of individuals involved in constant social interaction sharing the same social
territory and cultural expectations.
The business competitors:In the event of a company failing to uphold user values, such as through a
violation or breach, they risk losing their customers to competing businesses that can capitalize on this
loss and offer similar services.
Third parties: Those who are external to the company and are not directly involved in the business's core
operations. They can offer valuable insights into integrating the system with other external systems,
thereby enhancing its functionality.

Finding 2 (RQ4a): We observed that using the instruments signi�cantly enhanced the partic-
ipants' ability to comprehend the possible and far-reaching rami�cations of the system from
an ethical perspective. It facilitated a thorough exploration of the system's capacity to impact
various stakeholders, both directly and indirectly. By providing a structured framework, the
instruments guided participants in uncovering the ethical concerns of the involved stakeholders
and encouraged a more inclusive analysis.
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Table 5.2: The list of the ethical concerns identi�ed in the �rst part of the session

Ethical concern (Part1)

Violating privacy: During the COVID pandemic, the system barred gym entry to anyone with a tempera-
ture over 38°C, displaying a message on the screen. But, this could potentially reveal users' con�dential
health information. To prevent this, the system could show a false reason, like an expired subscription,
instead of the real cause.
Avoiding malicious activities: The system can offer protection to users from potential harm caused by
others by preventing unauthorized individuals from entering the gym.
Avoiding identi�ability: Access control systems usually allow individuals to view information such as
whether someone is inside a room or when they entered. However, this presents a privacy concern that
needs to be addressed to prevent identity disclosure. In the system, only the administrator has access
to users' entrance logs. Occasionally, family members of gym members may inquire about the presence
of their spouse or children to monitor their activities, as they may claim to be at the gym while actually
being elsewhere. With our system, users do not need to worry about such violations.
Facilitating �nancial success: Ensuring the safety and security of users is a crucial aspect of upholding
ethical principles for any gym business. By demonstrating a commitment to this principle, the business
can earn a favorable reputation among users and attract more subscriptions. When users feel that their
ethical concerns and values are taken into consideration, they are more likely to choose the gym over
others, which can result in increased revenue and pro�ts for the business owner.
Supporting mental well-being: Mental well-being of gym members can be supported by establishing a
calm and peaceful atmosphere in the gym, particularly in activities like yoga classes. When individuals
enter the class and set up their mats during the �nal relaxation stage, it could disrupt the experience
for others and trigger irritation and anxiety. To avoid such issues, limiting access to the class during a
designated period before the activities begin is recommended. This approach helps promote a pleasant
environment that enhances the overall mental well-being of all members.
Supporting fairness: Indoor cycling and gym bikes have varying levels of quality, with newer models
being superior. However, some individuals tend to monopolize the best equipment, leaving others with
bad options. To address this issue, the gym owner has suggested restricting access to equipments to
only 10 minutes before classes begin. This ensures fair equipment usage for all users.

Finding 3. During par t 1, the participants discussed several During par t 1, the participants
discussed several values related to the system, including privacy , security, welfare, and fairness
(indicated by solid circles in Fig 5.4). Although not explicitly stated, they acknowledged their
reliance on use cases to identify these values, guided by the functionalities requested by the
business owner. Given the relations among ethical values, speci�ed in the two parts of the
session and listed in Table 5.4, the participants focused only on the tension between security
and privacy , and the congruity between fairness and well-being/welfare . They emphasized
that de�ning these relations was not straightforward and required reasoning, as there was
no clear-cut solution. During par t 2, following the introduction of the instruments, the
participants identi�ed several new values concerning the system (refer to the values marked
with dotted circles in Fig. 5.4). Furthermore, they elucidated the relationships among these
values, including tensions between values, such as togetherness and ownership and property ,
freedom and safety, freedom and control , safety and anonymity , cultural values , and congruity
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Table 5.3: The list of the ethical concerns identi�ed in the second part of the session

Ethical concern (Part2)

Noise pollution: The system can produce noise upon people entering the gym, which can be problem-
atic, particularly at night, as it may cause disturbance to nearby residents.
Controlling: There may be instances where the gym owner or staff notices that a gym member has
registered for a class but did not attend. This situation can make him feel like he is being judged or
controlled, even though no one is monitoring his every move. This perception can make him feel like
he is not in full control of his choices and actions.
Security risks: In the event of an emergency, individuals may become trapped inside or outside of the
gym and feel helpless if the system does not allow them to take appropriate action.
Freedom restriction: During a �re emergency at the gym, individuals may be needed to pass through
rooms for which they do not have a subscription to reach the nearest security exit.
Violating physical and emotional well-being: Restrictions at the gym may prevent family members
from entering to provide assistance to a sick member during a lesson or retrieving a forgotten item,
potentially causing undue stress and emotional problems.
Violating dignity: Gym members who fail to renew their membership on time may feel a loss of dignity,
as the system prompts them to make a payment and restricts access if they do not comply. This process
draws attention to the fact that the payment was not made on time, potentially causing embarrassment
and shame.
Threatening togetherness: The system at the gym may threaten togetherness in situations where a
member's family wishes to enter to witness their child's activity and show support but is restricted from
doing so.
Religious discrimination: In a scenario where the access control system schedules gym activities or
classes in con�ict with religious observances or holy days, it could signi�cantly impact members
of speci�c religious groups, hindering their ability to engage fully in gym activities. This situation
constitutes a form of religious discrimination.
Violating cultural and spiritual values: In situations where a group of individuals culturally oppose
monitoring, perhaps due to religious beliefs or lack of documentation, they may view it as a violation of
their cultural and spiritual values.
Supporting usability: The owner had a requirement to implement a system that would make it easier for
users to access the facility and decrease the workload of the employees. To achieve this, gym members
are allowed to use their own tags to enter and exit the room, eliminating the need for employees to
constantly check the computer for subscription end dates. This results in improved usability for the
system and reduced workload for the employees.
Supporting trust: Users are more likely to trust a system when they can observe that it operates
ef�ciently, provides suf�cient functionalities, and does not retain sensitive information. Therefore,
implementing these features can enhance the trust users have in the system.
Supporting autonomy: The system noti�es gym members when their memberships/subscriptions are
expiring, allowing them to stay informed without seeking information from the secretary or administra-
tion. This autonomy helps them plan and avoid being rejected at the desk by choosing not to attend
until the next billing cycle if they cannot pay.

between cultural values and control (see Table 5.4). The ACS components are all tied to the
above-mentioned value relations, highlighting the need for their consideration when designing
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the components.

Finding 3 (RQ4b): We observed that the instruments played a crucial role in elevating the
participants' perspectives by not only expanding their awareness of affected values but also
prompting a deeper understanding of the intricate relationships among these values. By focusing
on stakeholders' ethical concerns, participants gained valuable insights into the complex task of
identifying and balancing different ethical values within the context of the ACS.

Table 5.4: The list of the potential value relations speci�ed in the two parts of the
session

Value relation (Part1)

Con�ict between security and privacy: While ensuring the security of individuals, it is important to be
mindful of the privacy of users and their data.
Congruency between fairness and mental welfare: When a user is consistently given an older bike in
the �tness area because they come from a different class, while others have enough time to choose the
newer ones, it creates an unfair situation that can lead to negative emotions. This inequality may have
a detrimental impact on the user's mental health.

Value relation (Part2)

Con�ict between togetherness and ownership and property: The owner of the gym, who has the right
of ownership, may desire to have the authority to determine who can enter the premises without
necessarily considering the togetherness of the gym members and their families.
Con�ict between freedom and safety: Users may have to compromise some of their safety in order to
gain greater freedom within the context of the ACS.
Con�ict between freedom and control: While it is necessary to control the entrances of various rooms
within the gym, users still desire the freedom to move around the facility.
Con�ict between safety and privacy/anonymity: If the police require the gym to monitor all individuals
entering the premises due to safety regulations, it may compromise other aspects for gym members,
such as privacy and anonymity.
Con�ict between cultural values: While it is important to acknowledge cultural values, it may not always
be feasible to satisfy all of them. Considering the prevailing culture in the region where the gym is
situated can aid in determining which values to prioritize. However, applying the same approach in
diverse settings may lead to challenges. In such cases, it is necessary to make compromises among
cultural values.
Congruency between cultural values and control: By implementing an access control system, we aim to
regulate access and exert control for a speci�c group of individuals in order to preserve certain cultural
values.

Finding 4. Table 5.5 reports the list of the ethical decisions identi�ed in the two parts of the
session. During par t 1, participants focused primarily on privacy-related design decisions,
such as implementing separate internal and external storage for keeping data. A scenario
was derived where a user might require authorization from the PEP following another user.
If the PEP includes output devices, e.g.,a display, the system must ensure that the PEP can
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provide information regarding a possible denial without causing ethical harm to the users. This
highlights the importance of considering privacy concerns when designing the PDP, PIP, and
PAP, even though the PEP could also be exposed. Thus, an important design decision is about
how long the reason for the denial of entrance should be displayed on the screen. Alternatively,
this private information could even be sent to the user con�dentially, e.g.,by email. During
par t 2, the participants put forward various design decisions aimed at supporting different
ethical aspects. They suggested, e.g.,a solution to reduce noise pollution at night, which could
have a positive impact on the well-being of neighbors (see Table 5.5). When designing the PIP
for the ACS, it is crucial to consider all the decisions above, as the PIP's role is to enrich the
authorization with additional data.

Finding 4 (RQ4c): We observed that the instruments served as catalysts, elevating the partici-
pants' awareness about the vital role of ethical values in the ACS design decision process. This
heightened awareness empowered the participants to actively incorporate ethical considerations
into their decision-making, fostering a sense of responsibility in navigating the intricate ethical
dimensions of ACS design.

Table 5.5: The list of the ethical decisions identi�ed in the two parts of the session

Ethical decision (Part1)

Ed-1: Storing sensitive user data externally, separate from internal data that could potentially be linked
to user identities through building access logs. Access information is maintained externally, including
the logs, which should be removed annually for security purposes.

Ethical decision (Part2)

Ed-2: Designing the system that generates minimal noise, such as using biometric scanners, can foster
a peaceful and supportive environment for individuals residing in the same building or nearby area.
This can have a positive impact on their mental health and overall well-being.
Ed-3: Reducing the amount of personal information that we need to collect. This can help to protect
user privacy, as there is less data that could potentially be misused in the case of a data breach.
Ed-4: Categorizing system users based on their gender, cultural background, or religious af�liation and
providing tailored services to align with their cultural values.
Ed-5: Providing customization options in the system to support cultural values in different contexts
is certainly a good practice. However, it is important to keep in mind that releasing the system in
a simulation environment and forcing it to face different cultural and ethical violations may not
necessarily be the best approach. This is because it cannot fully capture the complexity of real-world
cultural contexts.

Further, we observed that using the instruments enabled the participants to propose rec-
ommendations grounded in an understanding of the system's ethical implications on the
stakeholders. These recommendations can be regarded as potential considerations for future
design decisions within the context of the ACS. In the following, we present these recommen-
dations:
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• Conducting an ethical assessment using a framework/model can be crucial in evaluating
the system's ethical implications. This can provide insight into potential ethical issues
and con�icting values and help determine appropriate responses by the system.

• Establishing generic policies using a speci�c language that can articulate general invari-
ant constraints.

• Using an ethical model to guide the design and development of the software system in a
responsible and ethical manner.

• Concretizing ethical considerations during the design phase, especially in requirements
and use cases, can effectively help identify potential violations. This can serve as a good
starting point for improving the ethical perspective of the system.

• Deploying the system in various contexts can be useful in identifying potential ethical
violations, especially those that may be associated with cultural factors.

5.4.2 The Secondary Evaluation Results

During this session, our main focus was on examining the potential ethical implications of
the ACS, discovered in the initial evaluation. We delved into the opinions and perspectives of
system's users (e.g.,gym members) regarding these implications. By analyzing the session's
transcript, we found that participants acknowledged the existence of most of them within
the context of the ACS. They speci�cally emphasized the relevance and importance of the
following implications:

• Noise pollution: The gym in our speci�c location is situated in an isolated area, away
from residential properties, and there is a hospital approximately 600 meters away.
Given this setting, an access control system is unlikely to cause signi�cant problems or
disruptions to the surrounding neighborhood. However, it is important to consider that
in densely populated areas with numerous nearby buildings, the ACS may introduce
potential disturbances.

• Controlling: In relation to the system, we experienced a sense of being judged and
controlled based on our understanding of how it operates. An illustration of this is when
we utilize the gym's mobile app to enroll in a class, as the system administrator can
track our preferences, such as attending the 7 pm guided sessions. It's worth noting that
individuals may have different levels of awareness regarding data gathering and may
experience varying degrees of feeling judged and controlled.

• Violating physical and emotional well-being: The accessibility of the gym during emer-
gencies is a signi�cant concern, as it can have a detrimental impact on the gym mem-
bers' physical and emotional well-being. The presence of closed doors or obstacles that
impede immediate access is viewed as problematic in such situations.

131



Chapter 5. Stakeholders Inclusion and Value Diversity in Software Systems

• Violating dignity: The experience of embarrassment is subjective and can be in�uenced
by individual emotions and perspectives. If someone typically attends the gym with a
friend, forgetting to renew a gym membership and subsequently being denied entry
by the ACS can be particularly embarrassing. The presence of available staff, such as a
receptionist, proves helpful in resolving access issues and reducing potential embarrass-
ment. However, when staff is absent, especially during the early morning, it may lead
to more embarrassing situations. Additionally, to avoid the embarrassment of being
denied access, receiving an email reminder one or two weeks prior to the membership
expiration would be preferable.

• Threatening togetherness:Limitations that prevent family members from accessing the
gym can disrupt the feeling of togetherness. While granting access to parents supporting
their children's activities is bene�cial, it's important to consider such restrictions during
the subscription process. Personal experiences illustrate the dif�culties that arise when
only one parent has access, especially when tasks like preparing the child after swim-
ming lessons become challenging. Such severe restrictions can lead to dissatisfaction
and subscription cancellations. Finding a balance that allows for family involvement
while maintaining necessary constraints is key to ensuring a positive experience for
parents and their children.

• Violating cultural and spiritual values: The ACS offers a user-friendly solution, particu-
larly for individuals struggling with technology. Using a physical bracelet as an access
device enhances accessibility and transparency compared to relying on software or
mobile apps. The wearable nature of the bracelet makes it well-suited for people of
different ages and cultural backgrounds, including older individuals with diverse cul-
tural habits. Moreover, this system can help prevent potential con�icts with gym staff or
owners regarding membership renewals. Being rejected by an electronic device is often
perceived as less aggressive than dealing with a staff member. Furthermore, in speci�c
countries, the cultural value of unrestricted gym access may clash with the presence of
an ACS. It is crucial to consider the impact on cultural values when implementing such
systems.

• Supporting usability: Without an ACS, entering the gym becomes challenging, especially
when there is no receptionist available. The ACS is crucial as it enables self-veri�cation
and ensures a smoother experience. Manual veri�cation with the receptionist can
result in queues and delays, particularly during busy times. Additionally, relying solely
on human veri�cation increases the risk of unauthorized access. Implementing an
ACS eases the workload of employees and provides valuable insights into customer
preferences, allowing the gym to offer improved services based on attendance data.

• Supporting trust: We favor an ACS that does not necessitate our sensitive information,
as it is unnecessary for a gym or similar establishments. Having a system that does not
store or utilize our sensitive data makes us feel more con�dent and trusting.

• Supporting autonomy: While we appreciate receiving noti�cations about our member-
ship status, we have concerns regarding the level of autonomy granted to us. We are
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uncertain if the ACS includes a feature that allows us to make membership payments.
Even if we receive a noti�cation regarding our membership expiration, we still have
to visit the reception to �nalize the payment process personally. Consequently, our
autonomy as members remains unful�lled in this regard.

There were also instances where participants expressed that certain implications are not
deemed as signi�cant in relation to the ACS. For instance, they believed that the system's
security risks are not highly impactful since the system does not store sensitive information.
Additionally, they believed that the system does not impose restrictions on their freedom , and
any limitations they experience are primarily due to the gym's security measures. Furthermore,
participants raised the ethical concern of identi�ability , i.e., the state of being identi�able,
which had not been previously mentioned. They considered it as the most signi�cant implica-
tion that requires to be taken into account during the design process. All the components of
the ACS are clearly tied to the highlighted ethical concerns. However, since the user interaction
happens through the PEP, it is crucial to design it in a way that instills a sense of trust in the
end user.

Finding 5 (RQ4a): We observed that the opinions of the system's users regarding its ethical
implications align closely with those revealed using the instruments. This suggests that the
instruments have the potential to assist software designers in identifying ethical implications of
the system that are important from the standpoint of stakeholders with different roles.

5.5 Threats to Validity

This section presents potential threats to validity and concludes the study.

Construct validity. It refers to the extent to which the study captures and measures the
theoretical constructs it aims to assess [ 149]. A potential threat to this validity is related to the
mediator's bias in data collection. We mitigated it by proposing predetermined questions in
the two focus group sessions.

Internal validity. It refers to the extent to which the data collected in a research study is reliable
and unbiased, which can support valid conclusions [ 133]. A potential threat to this validity is
related to the reliability of the data collected from the two focus groups. To mitigate it, we used
Atlas.ti [ 67] to code and cluster notable quotes to reduce bias and ensure reliable results. Three
researchers were also involved in the data analysis process to reduce bias and ensure reliable
results.

External validity. It refers to the generalizability of study �ndings beyond the sample and
setting [ 133]. A potential threat to this validity is related to the experience and background
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of participants involved in the secondary evaluation. To mitigate it, we conducted the focus
group involving participants with different experiences.

Conclusion validity. It refers to the degree to which conclusions drawn from a study are
accurate and justi�ed based on the data collected and analyzed [ 133]. A potential threat to
this validity is related to the credibility of the �nal �ndings. To mitigate it, we involved all
researchers in discussing the study �ndings and draw precise conclusions.

5.6 Conclusion and Future Directions

This study highlights the dual nature of software systems, bringing substantial bene�ts to
individuals' lives while also posing potential social and ethical challenges that may compromise
ethical values. Emphasizing the signi�cance of considering all relevant stakeholders and
their values during the system design process, we introduced two ethics-driven instruments
(i.e., a stakeholder map and a value model) to evaluate their impact on supporting ethical
considerations, illustrated through the case of an ACS. The retrospective study revealed that
these instruments effectively facilitated the identi�cation of stakeholders with different roles,
their ethical concerns, values, and ethical decision-making. To further advance this line of
inquiry, future research could explore a broader array of studies to comprehensively assess the
effectiveness of the instruments. Another direction involves utilizing these two instruments
right from the initial phases of software system design.
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In this concluding chapter, we present (i) a review of the research questions that form the
foundation of this study, (ii) a summary of the research contributions, (iii) an overview of the
implications arising from our �ndings, and (iv) the closing remarks on future work and outlook
implied by our investigation.

6.1 Thesis Research Questions Answered

In this section, we discuss how our thesis answers the research questions presented in Sec-
tion 1.3.

RQ1: What is the state of the art of SE ethics?

In our research reported in Chapter 2, we investigated the current landscape of SE ethics. This
investigation involved conducting a systematic literature review (SLR) that encompassed 85
primary studies. Our focus during this review was on identifying key stakeholders, their ethical
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concerns, ethical values, the relationships between these values, methods for eliciting values
from stakeholders, and the process of integrating stakeholders' requirements and values into
software design and development.

Our analysis has revealed a series of challenges, which encompass issues like overlooking the
identi�cation of indirect stakeholders, dif�culties in their recognition, insuf�cient attention to
their concerns, and the necessity for a structured stakeholder classi�cation process. The review
underscores the signi�cance of taking into account the concerns of all involved stakeholders
in order to uncover ethical values. It also explores various methods for eliciting these values
from stakeholders, emphasizing the necessity to customize and re�ne these methods for
effective value extraction. Furthermore, the review delves into the importance of focusing
on the relationships between values, including con�icts, tensions, and congruencies among
values. Additionally, we identi�ed room for improvement in addressing speci�c ethical values,
such as social order and accuracy, and in resolving con�icts between these values, as well as
in effectively integrating ethical values into software design. These �ndings offer valuable
insights for both future research and practical applications, promoting a more comprehensive
integration of ethical considerations within the domain of software engineering.

In accordance with these �ndings, we have proposed a systematic approach for categorizing
stakeholders signi�cantly in�uenced by software systems from an ethical perspective ( i.e.,
system users, software development organization , and indirect stakeholders ). Additionally, we
have introduced a model for the classi�cation of ethical values within the realm of software
development, based on an identi�ed list of ethical values commonly employed in the design of
software systems. To provide structure to these values, we have adopted the Schwartz value
structure. This value model serves as a valuable tool for software engineers, enabling them to
systematically organize and comprehend these values, identify intricate relationships among
them, and pinpoint potential con�icts during the software design and development phases.

This research not only provides valuable insights into SE ethics but also extends its contribu-
tions to ethical considerations in related domains, including Arti�cial Intelligence (AI). In a
broader sense, this research has the potential to foster the development of a digital sphere
marked by an increased emphasis on ethical awareness.

RQ2: What ethical aspects need to be considered in software archi-
tecture design?

In Chapter 3, we delve into the ethical aspects that require attention within the domain of
software architecture design. Given the pervasive role played by software systems and their
signi�cant social and ethical impacts on individuals and society, it becomes essential to identify
and prioritize ethical aspects in software architecture design. Through an exploratory study
involving the experiences of software architects, we acquired a more profound comprehension
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of the ethical aspects that need to be considered in software architecture design. Drawing from
the feedback provided by software architects, we identify a list of such aspects, which includes:
(i) awareness of architects about ethical issues, (ii) recognizing stakeholders who may have
ethical concerns, (iii) identifying ethical values during architecture design, (iv) dif�culties that
architects face from the ethical point of view, and (v) quantifying and validating ethical values.

RQ3: How can we create awareness among software architects about
ethical considerations when architecting systems?

In Chapter 4, we introduce an innovative card-based game called “Ethics-Aware DecidArch”.
This game has been developed based on the insights derived from our focus group study,
which extensively discussed ethical considerations in the �eld of software architecture design
(as detailed in Chapter 3). The primary aim of this game is to stimulate software architects
to actively consider ethical aspects. By conducting a thorough analysis of qualitative data
and insights gathered from a participant survey, this research provides valuable insights into
the game's effectiveness in creating awareness among software architects regarding ethical
considerations when architecting software systems. Speci�cally, the results indicate that
Ethics-Aware DecidArch game effectively supported software architects and heightened their
awareness in the following ways: (i) facilitating their re�ection on various solutions to address
ethical concerns, (ii) assisting them in making ethical decisions while articulating the reasoning
behind their choices, and (iii) prompting contemplation of the operationalization of ethical
values and the trade-offs inherent in these values. The demonstrated impacts of the game
underscore its potential as a powerful tool for enhancing ethical awareness within the software
architecture community.

RQ4: How can the proposed ethics-driven instruments support eth-
ical considerations in the context of the case of an access control
system?

In Chapter 5, we investigate the role of the suggested ethics-driven instruments, namely
a stakeholder map and a value model, in fostering ethical considerations within the case
of an Access Control System (ACS). Through a retrospective study designed to assess the
real-world effects of these instruments in improving stakeholder inclusion and encouraging
a diversity of values, we have observed that these instruments signi�cantly contribute to
the consideration of various ethical aspects in the context of the ACS. The outcomes of our
investigation emphasize the pivotal role these instruments play in identifying stakeholders with
diverse roles, comprehending their ethical concerns, identifying ethical values, recognizing
value relations, and facilitating ethical decision-making.
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RQ: How can ethically responsible systems be designed to support
ethical values?

After addressing the various sub-research questions in our thesis, we can now turn our attention
to the fundamental research inquiry that underpins our study. The task of designing ethically
responsible systems necessitates the integration of ethical considerations into the system
design process, ensuring their alignment with ethical values. Our research journey, as detailed
in Chapter 2, has provided insights into the current landscape of ethical considerations within
the domain of software systems and the associated challenges. Our investigations in Chapter 2
and the subsequent �ndings in Chapter 3 have revealed the existence of a range of ethical
aspects that must be taken into account during software architecture design. These aspects
include the awareness of architects regarding ethical issues, the diversity of stakeholders with
their ethical concerns, the incorporation of ethical values into the architecture design process,
the ethical challenges faced by architects, and the methodologies for quantifying and validating
these ethical values. These �ndings provoke discussions and actions to address the ethical
aspects surrounding systems and serve as a starting point for exploring methodologies and
strategies to embed ethical values in system design. In accordance with these �ndings, we have
proposed two ethics-driven instruments in Chapter 2, namely, a stakeholder map and a value
model. The stakeholder map aids software designers in identifying a comprehensive range of
stakeholders, while the value model offers guidelines for identifying relevant ethical values
and their relationships. These instruments serve as practical tools for incorporating the ethical
values of various stakeholders into system design. Furthermore, in Chapter 4, we introduced
the “Ethics-Aware DecidArch” game, a card-based tool designed to enhance awareness among
software architects regarding ethical considerations in the realm of system architecture. Lastly,
in Chapter 5, we evaluated the effectiveness and applicability of the above-mentioned ethics-
driven instruments in a real-world case ( i.e., an access control system). Our evaluation revealed
that these instruments facilitate identifying stakeholders with diverse roles, comprehending
their ethical concerns and values, and facilitating the ethical decision-making processes, all
of which are essential in the pursuit of designing ethically responsible systems that uphold
ethical values.

6.2 Research Contributions

In this section, we brie�y outline the main research contributions of each chapter.

In our research reported in Chapter 2, we investigated the current landscape of SE ethics. Our
focus during this investigation was on identifying key stakeholders, their ethical concerns,
ethical values, the relationships between these values, methods for eliciting values from stake-
holders, and the process of integrating stakeholders' requirements and values into software
design and development. In alignment with these �ndings, the chapter proposes a systematic
approach for categorizing stakeholders signi�cantly in�uenced by software systems from an
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ethical perspective, and introduces a model for the classi�cation of ethical values within soft-
ware development. This value model, based on an identi�ed list of ethical values commonly
employed in software system design, serves as a valuable tool for software engineers, enabling
them to systematically organize and comprehend these values, identify relationships among
them, and pinpoint potential con�icts during the software design and development phases.
Overall, this research with discovering such �ndings in this area not only provides valuable
insights into SE ethics but also extends its contributions to ethical considerations in related
domains, including Arti�cial Intelligence (AI), with the potential to foster increased ethical
awareness in the digital sphere.

Chapter 3 contributes by exploring ethical considerations within the domain of software archi-
tecture design. Through an exploratory study involving the experiences of software architects,
the chapter offers a deeper understanding of the ethical dimensions relevant to software archi-
tecture design. Overall, the chapter advances ethical considerations in software architecture
design and aids researchers in gaining a deeper comprehension of the intricate ethical aspects
inherent in software architecture. It provides insights into the various dimensions of ethical
concerns encountered by software architects and underscores the importance of addressing
these concerns in the design process.

The contribution of Chapter 4 lies in the introduction of the “Ethics-Aware DecidArch” game.
It successfully prompts software architects to actively consider ethical aspects during software
architecture design. Moreover, it enhances awareness among software architects by facilitating
re�ection on various solutions to address ethical concerns, assisting in ethical decision-making
with clear articulation of reasoning, and promoting consideration of operationalizing ethical
values and associated trade-offs. The demonstrated impacts of the game underscore its poten-
tial as a potent tool for raising ethical awareness within the software architecture community.
This chapter thereby contributes to advancing ethical considerations in software architecture
design by providing a practical and engaging tool for software architects to integrate ethics
into their decision-making processes.

The contribution of Chapter 4 lies in the investigation of the ef�cacy of suggested ethics-
driven instruments, speci�cally a stakeholder map and a value model, in promoting ethical
considerations within the context of an Access Control System (ACS). Through a retrospective
study aimed at assessing the real-world impacts of these instruments on stakeholder inclusion
and the diversity of values, it was observed that these instruments signi�cantly enhance the
consideration of various ethical aspects within the ACS framework. The outcomes underscore
the pivotal role played by these instruments in identifying stakeholders with diverse roles,
understanding their ethical concerns and values, recognizing value relations, and facilitating
ethical decision-making processes. These instruments equip practitioners with practical tools
to identify stakeholders, comprehend their ethical concerns and values, and facilitate ethical
decision-making, thereby promoting ethically responsible software design and development.
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6.3 Research Implications

In this section, we offer a concise overview of how the insights from our thesis can be harnessed
by software researchers and practitioners to advance software architecture design.

In Chapter 2, we present an outline of the current state of the art of SE ethics. Based on
the insights gleaned from this chapter, the research implications on both researchers and
practitioners are as follows:

• Promoting interdisciplinary collaboration with other �elds. Providing insights into SE
ethics, including ethical considerations and challenges in this area, can help researchers
facilitate interdisciplinary collaboration with other �elds ( e.g.,philosophy, law, and
social sciences) by serving as a common ground for discussion and cooperation. When
researchers and professionals from various disciplines recognize the importance of
ethical aspects in software engineering, it encourages them to work together to address
shared concerns. Ethical considerations often transcend the boundaries of individual
�elds, making it crucial for experts to exchange knowledge and insights to foster ethical
practices in software design and development.

• Equipping future software professionals to address ethical issues. Offering insights
into SE ethics can help researchers in shaping educational materials for upcoming
software professionals. This knowledge empowers students and aspiring software
professionals with the essential ethical awareness to tackle ethical issues throughout
their careers. By incorporating these insights into educational curricula, institutions can
help cultivate a generation of software professionals who are well-prepared to navigate
and resolve ethical dilemmas in their work, ultimately building ethically responsible
systems.

• Fostering ethical software development practices. Providing ethical insights can help
practitioners promote ethical software development practices by raising awareness and
highlighting the signi�cance of ethical considerations in the �eld of software engineer-
ing. When software professionals and organizations have a deeper understanding of
ethical considerations, they are more likely to integrate ethical principles into their
development processes. This, in turn, encourages the adoption of ethical software
development practices, such as conducting ethical impact assessments, considering the
implications of systems on various stakeholders, and making decisions that prioritize
ethical values.

In Chapter 3, we delve into the ethical considerations that demand deliberate attention within
software architecture design. Based on the insights derived from this chapter, the implications
of the research on both researchers and practitioners are as follows:

• Deepening the understanding of complex ethical aspects. Drawing from the experi-
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ences of software architects, researchers can gain a deeper comprehension of the intri-
cate ethical aspects entwined with software architecture. This profound understanding
lays a robust foundation for further academic research, fostering the development of
more re�ned ethical frameworks and principles in the �eld of software engineering.

• Empowering ethical decision-making. Based on the experiences of software architects,
practitioners can acquire the practical knowledge necessary to make ethical decisions.
The insights and understanding gained from the focus group's �ndings offer a concrete
foundation for individuals involved in designing software architecture, enabling them to
assess ethical concerns, weigh the implications of various design choices, and ultimately
make informed decisions that align with ethical values.

In Chapter 4, we introduce an innovative card-based game known as “Ethics-Aware DecidArch”.
This game is rooted in the �ndings of our focus group study, as detailed in Chapter 3, which
explored ethical aspects in the realm of software architecture design. Drawing from the insights
gathered in this chapter, the implications of the research on both researchers and practitioners
are as follows:

• Exploring the complex dynamics of ethical decision-making. The game can contribute
to investigating the complex dynamics of ethical decision-making within software
architecture design by providing a practical tool for software architects to engage with
ethical considerations. As they actively participate in the game and make decisions
related to software architecture design, it allows for the exploration of the multifaceted
ethical dimensions and the intricate dynamics involved in making ethical choices. The
game effectively simulates real-world scenarios, enabling players to grapple with ethical
dilemmas and weigh the implications of their decisions. This hands-on experience
can offer valuable insights into the challenges and complexities of ethical decision-
making within the context of software architecture, enhancing the understanding of
these dynamics for both researchers and practitioners.

• Encouraging thinking to put ethical values into practice. The game's potential to
encourage thinking about how to put ethical values into practice and the trade-offs
involved, provides opportunities for in-depth research into the different ethical choices
in software architecture. By actively engaging with the game, practitioners are prompted
to contemplate the practical implementation of ethical values in software architecture
design. This process involves considering the trade-offs and potential consequences
associated with various ethical decisions. The game serves as a tool for them to develop
a deeper understanding of the practical challenges and considerations when integrating
ethical values into their work.

Finally, in Chapter 5, we delve into the assessment of how the proposed ethics-driven instru-
ments can contribute to support ethical considerations in the context of an Access Control
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System. Based on the insights derived from this chapter, the implication of the research on
both researchers and practitioners are as follows:

• Enhancing the navigation of ethical considerations in software architecture design.
The evaluation of the proposed ethics-driven instruments helps researchers and prac-
titioners navigate the complex landscape of ethical considerations. It provides them
with practical tools to identify stakeholders, understand their ethical concerns and val-
ues, and facilitate ethical decision-making, ultimately promoting ethically responsible
software design and development.

6.4 Conclusions, Future Work, and Outlook

The results of our study unveil various promising avenues for future research. In Chapter 2, we
delineated the current landscape of SE ethics and identi�ed several pertinent gaps. Notably,
there is limited focus on ethical values in the context of software systems, which warrants
in-depth examination. Additionally, our analysis has demonstrated that ethical values can
often be interconnected, giving rise to complex relationships and trade-offs during the system
design process. The insights from this chapter illuminate the following research directions for
further investigation:

• Providing a comprehensive list of ethical values commonly used in software design,
along with their de�nitions. This research direction aims to advance the integration of
various ethical values into the �eld of software engineering. This direction is prompted
by the recognition of limited consideration of ethical issues surrounding software sys-
tems and the complex relationships among ethical values during the design process.

• Proposing methods and techniques for resolving value con�icts. This research direc-
tion aims to offer systematic approaches to resolve value con�icts tailored to speci�c
contexts in software design, ensuring harmony with stakeholder perspectives. This
research may include conducting a literature review, analyzing case studies and em-
pirical studies, developing a comprehensive framework, identifying common con�ict
scenarios, involving stakeholders, testing and validating the proposed framework and
iteratively re�ning it.

Our study in Chapter 3, provides an initial glimpse into the ethical issues faced by software
architects, highlighting the need for systematic integration of ethical considerations into the
software architecture design. While our �ndings offer valuable insights, there is a clear call for
further research in this area, as outlined below:

• Systematically identifying ethical considerations and issues. This direction aims to
methodically identify ethical considerations and promote their integration into estab-
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lished methodologies, fostering a culture of ongoing adaptation to ethical principles
throughout the software design process. This direction may entail constructing strategic
frameworks, providing practical tools for guidance, learning from real-world scenar-
ios through case studies, embracing diverse stakeholder perspectives, and proactively
assessing ethical implications.

• Evaluating design requirements from an ethical standpoint in software architecture
design. This research direction underscores the recognition that a more thorough explo-
ration is required to comprehensively assess requirements from an ethical standpoint
and the associated trade-offs in the design of software architecture.

In Chapter 4, our comprehensive analysis of the survey data and game session transcripts
highlights the game's remarkable success in achieving our study objectives. It effectively
facilitates discussions on stakeholders, their ethical values and concerns, value trade-offs,
ethical decision-making and reasoning behind such decisions. This outcome has led to the
identi�cation of several promising directions for future research in this �eld, as detailed below:

• Proposing strategies to orient discussions around ethical considerations during ar-
chitecture design decision-making. This research direction emphasizes the need for
intentional efforts in guiding discussions around ethical considerations during the
decision-making process of architecture design. Rather than relying on chance, re-
searchers can aim to develop systematic strategies to ensure that ethical considerations
are not only part of the conversation but are actively integrated into the decision-making
process.

• Providing a comprehensive list of various types of ethical reasoning. The goal of this
direction is to showcase the aspects of diverse solutions that stakeholders prioritize
and provide rationale to facilitate ethical decision-making. This research direction
re�ects a commitment to capturing the richness of ethical reasoning and enhancing
comprehension in the design decision-making process.

• Developing a systematic approach to making ethical values concrete in software ar-
chitecture design. This research direction involves developing a systematic method or
framework to translate abstract ethical values into concrete constructs during software
architecture design. This direction aims to bridge the gap between high-level ethical val-
ues expressed by stakeholders and their practical integration into the decision-making
process of software design.

• Creating a list highlighting the most frequently occurring value con�icts in software
architecture design. This research direction would help architects to be aware of the
common value con�icts faced during software architecture design. The intention is
to provide insights that can inform decision-making processes, enabling architects to
anticipate such con�icts and balance competing values more effectively.
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• Utilizing the game to train novice architects. This research direction aims to provide
novice architects with a practical and interactive tool to develop skills in ethical discus-
sions, decision-making, reasoning, and managing value trade-offs within the context of
software architecture. In essence, the research aims to leverage the game's effectiveness
for practical training applications in the �eld.

Finally, in Chapter 5, our research has demonstrated the instrumental effectiveness of our
proposed ethics-driven instruments ( i.e., a stakeholder map and a value model). They have
served the purpose of facilitating the identi�cation of various stakeholders with different roles,
elucidating their ethical concerns and values, and promoting ethical decision-making within
the context of Access Control Systems. To advance this research, future work could include:

• Conducting a broader range of studies to thoroughly evaluate the ef�cacy of the
instruments across different contexts and scenarios. This may lead to the re�nement
and adaptation of these instruments for wider application and the development of
practical guidelines for architects to systematically address ethical issues in software
design.

• Using the instruments right from the initial phases of software system design. This
direction may lead to proactively incorporating ethical considerations in the early
phases of design, fostering a principled and ethically conscious approach in the software
design process.

In conclusion, our study reveals numerous fruitful paths for further research in SE ethics.
These encompass exploring complex interactions between ethical values, designing practical
frameworks for ethical value integration, ef�cient methods for addressing value con�icts, etc.
These endeavors strive to foster increased awareness of ethics and a sense of responsibility
within the �eld of software engineering.
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