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Chapter 1

Introduction

1.1 Stochastic networks

This thesis belongs to queueing theory — a domain of mathematics that specialises in
modeling real-life service systems such as mobile, computer and manufacturing net-
works, and pursues the goal of explaining, predicting and controlling the behavior of
these systems. Modeling and analysis tools of queuing theory come mainly from prob-
ability theory and operations research.

In a service system, some participants (servers) deliver a certain type of service to others
(customers) according to some rule (service discipline). Depending on a particular appli-
cation, these notions can read differently. For example, in a computer network, servers
are links, customers are packets of data, and the service discipline is called a transmis-
sion protocol. There are simple models that involve a single waiting line, or a queue.
More complicated models that consist of a number of queues interacting through the
service discipline and/or customer routing are called stochastic networks, where “sto-
chastic” refers to the random components of the model.

A probabilistic approach to modeling of real-life service systems is very natural. Indeed,
when we deal with human behavior, there is always room for uncertainty. For example,
call centers do not know when exactly in the course of the day they will receive calls and
how long answering them will take. This can be modeled as a random arrival process of
customers to the system and random service times. Assumptions on their distributions
can be made on the basis of empirical data. The service discipline and the behavior
of servers can involve randomness as well. For example, in a wireless network, access
points can be viewed as servers in the sense that they provide connection to the Internet
for their clients. A new client connects at random to one of the access points with the
strongest signal, and when this access point goes down (the client has no control over
this, i.e. it happens at a random epoch from the client’s point of view), he has to pick a
new connection.

There are different ways to characterize the behavior of a stochastic network depend-
ing on the purpose of the analysis. Sometimes average characteristics are sufficient, but
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2 Chapter 1

here we are interested in a more detailed description — in how the state of the sys-
tem evolves over time. The state of the network could be simply the population size,
or it can include additional variables such as residual service times of the customers
present. Generally, a Markovian description of the system state is preferable, i.e. a suf-
ficiently rich description enabling one to make predictions based solely on the current
system state, without use of any earlier history. The theory of Markov processes is well
developed and suggests powerful analysis tools (see Norris [81], Meyn and Tweedie
[78], Nummelin [82], Brémaud [24], Ethier and Kurtz [40]). From such processes, one
expects more regularity. In particular, they often allow approximations by solutions to
differential equations (note that solutions to differential equations can be restored from
the latest value available just as Markov processes). Typically, the state of the network
exhibits jumps: for example, when a customer arrives to or departs from the system.
Such jumps are conventionally assumed to be right-continuous with finite left limits,
so that the processes associated with the network are (random) elements in a special
functional space called the Skorokhod space. We discuss the connection between Markov
processes and differential equations in more detail in Section 1.2, and the Skorokhod
space — in Section 1.5.

For fundamental models and results in queueing theory, we refer to the textbooks by
Asmussen [5], Adan and Resing [2], Baccelli and Brémaud [7], Borovkov [14], Cohen
[30], Khinchin [61], Takács [102].

In the present work, we especially focus on impatience of customers, which means that
they may leave the system before their service has been completed. In different con-
texts there are different reasons for abandonments: in streaming media, to provide an
acceptable quality of service, the data has to be transmitted within a given time interval,
see [85]; in health care, patients may die while waiting for an organ transplant, see [101].
In general, impatience of customers comes naturally in overloaded systems as a reaction
to long waiting times. The overload regime is another focus of this thesis. For a survey
on overloaded and critically loaded queueing systems with impatient customers, we
refer to Ward [111].

1.2 Fluid limits

It is usually the case in queueing theory that elegant exact analysis and tractable results
are only possible for models of a relatively simple design and/or under restrictive (e.g.
exponential) stochastic assumptions. Very often one faces a dilemma: on one hand, sim-
ple models and simple stochastic assumptions are not really practically relevant; but on
the other hand, generalizations complicate the analysis significantly. In such situations,
considering approximations could help, in particular fluid limit approximations.

Strictly speaking, by a fluid limit approximation of a stochastic network, we mean a
fluid limit of the stochastic process keeping track of the state of the network.

Fluid limits of a stochastic process arise as a result of scaling of this process in a certain
fashion, which is called a fluid scaling, or a law-of-large-numbers scaling. A (vague) defi-
nition of a fluid scaling could read as: in a fluid scaled process, jumps whose size is of



1.2 Fluid limits 3

order 1/r occur at a rate of order r. Then the scaling parameter r is taken to ¥, and the
limit processes are called fluid limits.

To illustrate the idea, we give two basic examples, where the definition of fluid scaling
given above is justified by the compression of space and speeding up time by a factor
r > 0.

Example 1.1 (FLLN, the functional law of large numbers). Let fXngn2N be a sequence
of i.i.d. random variables with a finite mean EX1 = a. Consider the summation process
and its fluid scaled version:

S(t) := åbtc
i=1 Xi, S r

(t) := S(rt)/r, t 2 R+.

By Chen and Yao [26], the linear function

S(t) := at, t 2 R+,

is the fluid limit of the summation process S(�) in the sense that

S r
(�)! S(�) a.s., u.o.c. as r ! ¥,

where the abbreviation “u.o.c.” stands for uniform convergence on compact sets.

Example 1.2 (GI/G/1 queue). Consider a single server queue where interarrival times
of customers are i.i.d. with mean 1/l, and their service times are i.i.d. with mean 1/m,
independent from the arrival process. Customers are served in the order of arrival.
Denote by Q(l, t) the number of customers at the queue at time t 2 R+ given that at
t = 0 there are l customers. In this example, we take the initial condition as the scaling
parameter and consider the fluid scaled processes

Q l
(t) := Q(l, lt)/l, t 2 R+. (1.1)

By Chen and Yao [26], the a.s.-u.o.c. limit of the processes (1.1) is given by

Q(t) := maxf1 + (l� m)t, 0g, t 2 R+. (1.2)

Remark 1.1. The notation GI/G/1 was proposed by Kendall [59], where the first factor
GI indicates that interarrival times are generally distributed and independent, the sec-
ond factor G stands for generally distributed service times, and the last factor 1 means
that there is a single server. If the interarrival or service time distribution is exponential,
the corresponding factor should be replaced by M (stands for Markovian). We work
with M/G/1 queues in Chapter 4.

In the above examples, the fluid limit allows to see the system from afar, providing a car-
icature of the original stochastic process. The general philosophy of rescaling processes
is to strip away unessential details to be able to see some key features. Sometimes, to
obtain non-trivial and insightful fluid limits, one has to do more work than just zooming
out. Instead of a fixed model, one might need to consider a sequence of models with,
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for example, more and more patient customers (see Chapters 2 and 5), or where, instead
of speeding up time, one should let the system capacity and the arrival rates grow large
(see Chapter 3). There are also heavy-traffic fluid scalings that assume the load intensity
to approach the value critical for the system stability (see Whitt [115]).

The convergence to fluid limits does not have to be in the strong a.s. sense. More often,
when the fluid scaling involves a sequence of systems, weak convergence results are
proven. In Section 1.5, we discuss how they can be proven.

We now give a simple example where a fluid scaling different from the space-time scal-
ing is required.

Example 1.3 (M/M/¥ queue). Consider a system with infinitely many servers, Pois-
son arrivals of customers at rate l, and their service times being distributed exponen-
tially with parameter m, mutually independent and independent from the arrival pro-
cess. Service of a customer starts immediately upon his arrival at any server that is not
occupied.

If we scale this system in space and time by the initial state like in Example 1.2, the
point-wise a.s. limit of the processes (1.1) will be the indicator function

Ift = 0g, t 2 R+, (1.3)

which is not right-continuous. So fluid limits in the Skorokhod topology do not exist.
In addition, the limit (1.3) does not provide much insight.

Now, instead of zooming out, consider a sequence of M/M/¥ queues such that, in
queue l, the initial condition is l and the arrival rate is ll. The mean service time is 1/m
in all queues. Denote the queue length process of queue l by Ql

�(�). By Robert [95], the
scaled processes

Q l
�(�) := Ql

�(�)/l

converge in distribution, u.o.c. to the fluid limit

Q�(t) := l/m + (1� l/m)e�mt, t 2 R+. (1.4)

Remark 1.2. Again, the notation M/M/¥ is due to Kendall [59]. To accommodate
interarrival times that are generally (but identically) distributed and independent, the
first factor M should be replaced by GI, and if the arrival process is general (no i.i.d.
assumption) — by G. If service times are i.i.d. and generally distributed, the second
factor M should be changed into G. In Chapter 3, we work with M/G/¥ and G/G/¥
queues.

It may seem that, since fluid limits average stochastic processes over long time intervals
or over large populations of customers, they should be deterministic. This is indeed the
case for the majority of stochastic models arising in queueing, but not for all of them.

Example 1.4. Consider a queue that is served by two servers. At time t = 0, there are
at least two customers in the system, and there are more arriving according to a Poisson
process of rate l. If a customer is served by server i, his service time has an exponential
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distribution with parameter mi, i = 1, 2. All service times are mutually independent
and do not depend on the arrival process. The service discipline is the following. At
t = 0, each server is serving a customer. Further, upon completing a service, the server
picks the next customer from the queue, but if the queue is empty at that moment, the
server abandons the system forever. We assume that, when the queue is served by both
servers, it is stable, and when one of the servers leaves, the queue blows up, i.e.

m1, m2 < l < m1 + m2.

We scale the queue length process in the same way as in Example 1.2. In this case, the
fluid scaled processes (1.1) converge a.s., u.o.c. to the random fluid limit Q(�) whose
trajectories are depicted in Figure 1.1. There are three possible scenarios:

A1,2 = fboth servers leaveg,
Ai = fonly server i leavesg, i = 1, 2,

that occur with probabilities

PfA1,2g =
2m1m2

l(m1 + m2)
,

PfAig =
mi(l� m3�i)

l(m1 + m2)
, i = 1, 2.

The second segment of the fluid limit has slope l on the event A1,2, and slope l� m3�i
on the event Ai, i = 1, 2.

Figure 1.1: Random fluid limit in Example 1.4

The last example might seem artificial, but it is in fact a part of a more general model
introduced by Kovalevski et al. [62]. In [62], the servers do not leave forever but switch
to another queue and then switch back after long time intervals, which can be viewed
as processor sharing. Chapter 4 studies another queueing system with a random fluid
limit — a polling model that arises naturally in many applications. There are only a
few examples of this phenomenon in the literature, but they prompt the following con-
clusion (first noticed by Robert [95]): under passage to the fluid dynamics, randomness
gets preserved at those system states where transition rates are discontinuous.

The ideas of rescaling processes originated from hydrodynamic studies of many-particle
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systems and gained steady popularity in queueing theory in the 90’s. There are two
basic applications of fluid limits in analysis of stochastic networks, which we discuss in
the next two sections.

1.3 Motivation 1: fluid limits for stability

With stability of a Markov process, we mean that the time the process needs to come
back (or close) to where it started has a finite mean. The formal term is “positive re-
currence” if the state space is countable, and “positive Harris recurrence” in case of an
uncountable state space.

As fluid limits emerged in queueing theory, they were mainly used as a tool for in-
vestigating stability of stochastic networks, and turned out to be a very efficient and
universal tool. In this section, we briefly review how the idea developed, and discuss in
what sense fluid limits should be (un)stable to guarantee (in)stability of the underlying
system. For a comprehensive and rigorous treatment of the topic, we refer to Bramson
[23].

Development of the idea The natural (and necessary) stability conditions for a sto-
chastic network with a conservative service discipline (one that does not allow idling
of servers if the system is non-empty) are that the intensity of traffic offered to each
server is less than its processing capacity. The necessity of these conditions was proven,
for example, by Rybko [98] under the assumption that arrivals are Poisson and service
requirements are of phase-type. For a long time, these conditions were hypothetically
considered to be sufficient as well. Kelly [55] and Massey [73] found wide classes of
stochastic networks that have product-form stationary distributions, and hence satisfy
the hypothesis. The first counterexamples to the hypothesis appeared in the literature
in the early 1990’s and were, in fact, deterministic, see [65] and [25]. The first stochastic
counterexample was provided by Rybko and Stolyar [99]: they studied a two-station-
two-customer-class network that is stable under the natural stability condition if the
service discipline is FCFS, and transient if certain priority disciplines are used. Later,
Bramson [19] came up with examples of two-station stochastic networks for which the
natural conditions fail to guarantee stability even if the discipline is FCFS. In fact, the
FCFS discipline it the very cause of instability in his examples, where customers re-enter
the same station multiple times, and so the queue at this station is building up while the
other station is idling.

Coming back to the work of Rybko and Stolyar [99], another main innovation of that
paper was the way of proving stability. Instead of the stochastic network itself, they first
looked at its formal deterministic analogue which they defined by a set of differential
equations imitating the transition rates in the original system. They showed that the
natural conditions imply, in a sense, stability of the deterministic analogue, and then
they translated the proof onto the original stochastic model. So the role of the simpler
deterministic model was to provide insight about the more involved stochastic model.
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It was also mentioned that the original model, when properly scaled, might approach
its deterministic analogue, but it was not proven.

In the subsequent works by Dai [31] and Stolyar [100], the approach of [99] was ex-
tended to multiclass-multistation stochastic networks with a wide range of service dis-
ciplines allowed, and it was also simplified. Dai [31] and Stolyar [100] did not carry out
the parallel analysis of the stochastic network and its deterministic analogue. Instead,
they proved that the deterministic model is the fluid limit of the stochastic model. From
this convergence and additional integrability assumptions, they concluded that the sta-
bility of the fluid limit implies the stability of the original system. In such a form, the
approach became popular in the literature.

Stability of fluid limits Traditionally, for investigating stability, the norm of the sys-
tem initial state is taken as the fluid scaling parameter, like in Example 1.2. We will
assume such a scaling throughout the rest of this section. Also, for simplicity, we will
assume that the state space is R+. Consequently, all fluid limits considered below start
from 1.

By Dai [31] and Stolyar [100], the stability of fluid limits was defined as follows:

(D.1) there exists a finite constant time T such that, for any fluid limit X(�), we have
X(T) = 0 a.s. for all t � T,

or equivalently, although formally weaker,

(D.2) there exists an # 2 (0, 1) and, for any fluid limit X(�), a finite constant time TX
such that X(TX) � # a.s.

In fact, in both [31] and [100], and in all papers mentioned so far in this section, fluid
limits are deterministic processes. In this case, by [100], (D.1) and (D.2) are equivalent
to:

(D.3) for any fluid limit X(�), we have inft2R+ X(t) < 1.

However, for random fluid limits, the conditions (D.1) and (D.2) are too restrictive: they
are sufficient but far from necessary for stability of the underlying Markov process.
In this situation, Kumar and Meyn [64] proved that the following milder condition is
enough:

(R.1) fluid limits are uniformly Lp-stable, p > 0, i.e. sup X(�) E(X(t)) p ! 0 as t ! ¥,
where the supremum is taken over all fluid limits.

Foss and Kovalevskii [42] also worked in this direction and proposed another notion of
fluid limit stability (implying stability of the underlying Markov process) which is more
general than (D.1) and (D.2) and which operates with stopping times. Their later work
with Topchii [62] uses this notion as well:

(R.2) for all fluid limits X(�), there exist stopping times tX which are uniformly inte-
grable and such that, for some # 2 (0, 1) and for all X(�), we have X(tX) � #
a.s.,
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or equivalently,

(R.3) for all fluid limits X(�), there exist stopping times etX which are uniformly inte-
grable and such that, for some # 2 (0, 1) and for all X(�), we have EjX(etX)j � #.

Preceding the works mentioned above, Malyshev et al. (see [71] and the references
therein) had investigated stability of random walks on the integer lattice ZI

+. They op-
erated with second vector fields rather than fluid limits (the two approaches being closely
related though). In essence, the results of Malyshev et al. accommodate both determin-
istic and random (branching) fluid limits.

Instability via fluid limits A number of papers established instability of queueing
networks via fluid limit approximations. Meyn [77] and Dai [32] proved that if all fluid
limits are unstable (in different senses), then the underlying Markov process is tran-
sient. Note that to prove stability, one typically has to show that all fluid limits are sta-
ble, hence there should be at least one unstable fluid limit to make the original system
transient. So the condition of [77] and [32] seems far from necessary, and the following
result by Puhalskii and Rybko [86] looks more natural: a Markov process is transient if
there exists a (what they call) “essential” unstable fluid limit, while some of the other
fluid limits may be stable.

1.4 Motivation 2: fluid limits as approximations

As was discussed in the previous section, one can investigate stability of stochastic net-
works via their fluid limit approximations. Now, directly as approximations, fluid lim-
its work best for systems that blow up (because of overload or because their capacities
grow large). The reason is that, for such systems, fluid limits are typically bounded
away from zero. Returning to Example 1.3 (M/M/¥ queue), the fluid limit (1.4) is
non-zero everywhere, and so

Ql
�(�) � lQ�(�)

is a reasonable estimate of the queue length process for l big enough. In Example 1.2,
the fluid limit (1.2) stays away from zero if we assume overload (l > m), and for large l
and t of order l, the approximation

Q(l, t) � l Q(t/l) = l + (l� m)t

makes sense. On the other hand, if l < m, the fluid limit (1.2) gets absorbed at zero after
a finite time and this guarantees stability of the queue, but the candidate approximation
l Q(t/l) becomes in this case an indeterminate form 0�¥ and is of no use. In other
words, when the fluid limit turns zero, too much information is stripped away to be
able to estimate the value of the original process.

This thesis focuses on the approximation aspect of fluid limits, and hence considers
densely populated systems.
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Trajectory-wise approximations Typically fluid limits are characterised as solutions
to (systems of) integral/differential equations that arise as the limits under fluid scal-
ing of dynamic equations satisfied by the original stochastic processes. In Example 1.2
(GI/GI/1 queue), formula (1.2) of the fluid limit emerges from the following basic equa-
tion for the queue length process: for t 2 R+,

Q(l, t) = l + max
n

n � 0 : ån
i=1 ti � t

o
�max

n
n � 0 : ån

i=1 si �
Z t

0
IfQ(l, s) > 0g ds

o
,

where ftigi2N are the i.i.d. inter-arrival times with mean 1/l, and fsigi2N are the i.i.d.
service times with mean 1/m.

Since passing to the fluid dynamics averages the original stochastic process in a way, an
initial guess on the fluid limit equations can be made based on the following heuristics.
Suppose that the underlying process is I-dimensional. If the drift (the product of the
average jump size and the total jump rate) of the original stochastic process at state
x = (x1, . . . , xI) is b(x) = (b1, . . . , bI)(x), then it is natural to expect that the fluid limit
equation will look as follows:

x0(�) = b(x(�)). (1.5)

Addressing Example 1.2 (GI/GI/1 queue) again, the growth rate of the queue length
due to arrivals is always l. If we additionally assume overload, the queue never emp-
ties, and its decay rate due to departures is always m. Hence, the fluid limit should
satisfy

Q 0(�) = l� m,

which is in accordance with (1.2).

These heuristics can be made rigorous in most cases, making the fluid limits solutions to
deterministic differential equations. This explains the popularity of fluid limit approx-
imations, since the analysis of differential equations is often more tractable, and also
more efficient from a computational point of view.

Philosophically, even if the fluid limit is random, it is still a simpler process than the
original one and would be welcomed as an approximation. But in practice, there are
only few examples when a precise characterisation of a random fluid limit is obtained;
in Chapter 4 we present one of them.

Uniqueness of fluid limits The question of uniqueness of a fluid limit can be viewed
as a matter of definition. One can “force” a fluid limit to be unique by imposing more
requirements on it. The additional requirements should of course have prototypes that
hold for the original process. So one should balance between the work it costs to derive
the fluid limit properties from their stochastic analogs and the actual purposes of the
analysis. To be used directly as approximations, fluid limits require the most precise
description possible, in particular uniqueness is desired. At the same time, in heavy-
traffic approximations, one does not care about uniqueness of fluid limits, but rather
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about their uniform convergence to the set of invariant solutions of the fluid limit equa-
tions, see [21, 117].

Fixed-point approximations for stationary distributions Stationary measures of sto-
chastic networks (distribution, queue length, blocking probabilities, etc.) are among the
most often used performance measures. Sometimes, even if formulas defining those
measures are known, the actual values might be problematic to compute in practice:
due to high dimensionality or because the available formulas are implicit and difficult
to invert. In this case, taking limits of the available expressions under proper fluid scal-
ings might simplify them and eliminate the computational problems. For example, in
Kelly [56], loss networks are studied, which were, in fact, one of the first applications of
fluid limits as approximations. Although explicit expressions for blocking probabilities
in [56] are known, they involve summations over a large number of states, which grows
rapidly with the network capacity. A large-capacity fluid scaling provides a simple
product-form approximation, also known as the Erlang fixed point.

Computationally impractical formulas for stationary distributions is not the worst-case
scenario, however. For complicated networks (in terms of policies or too general sto-
chastic assumptions), expressions for the stationary distribution are difficult to derive
in the first place. In such situations fluid limits might still be of help. Intuitively, under
passing to the fluid dynamics, the stationary distribution of a stochastic process should
turn into an invariant solution, or a fixed point, of the fluid limit equations. For now we
assume that the fixed point is unique. This intuition is sometimes wrong, but even in
case it is correct, it is usually difficult to make it rigorous.

Typically, the proof of this type of results consists of two steps, both being highly non-
trivial in general:

� asymptotic stability of the fixed-point, i.e. convergence of solutions of the fluid
limit equations to the fixed point in a long time run;

� interchange of limits (the limit under the fluid scaling and the long-time limit).

For the first step of this scheme, the method of Lyapunov functions is considered rather
common. The following proposition (see e.g. Hartman [50]) applies it to the general
fluid limit equation (1.5).

Proposition 1.1 (Asymptotic stability via Lyapunov functions). Suppose that the func-
tion b(x) is defined in an open set S � RK and is continuous there, and that for any x(0) 2 S,
there exists a unique solution x(�) to equation (1.5). Suppose also that there exists a function
L(x) that is continuously differentiable in S and such that

� L(x) is non-negative in S, L(x)! ¥ as kxk ! ¥;

� the derivative of L(x) with respect to (1.5), defined by

dL(x)/dt := åI
i=1 bi(x) ¶L/¶xi(x),

is non-positive in S.
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If there exists a unique x� such that dL(x�)/dt = 0, then it is the unique fixed point of (1.5)
and any other solution x(t) of (1.5) converges to x� as t! ¥.

In Chapter 5 we discuss how difficult it can be to find a Lyapunov function. In Chapter 3,
we develop a new method of proving asymptotic stability of the fixed point that derives
recursive asymptotic bounds for fluid limits.

As for the second step — the interchange of limits — one possible strategy is to prove
the fluid limit result for the system running in the stationary regime. Then, on the one
hand, the fluid limit is a stationary process whose distribution at each time instant is the
limit under the fluid scaling of the stationary distribution of the original model. On the
other hand, by the first step, the fluid limit converges to the fixed point over time. This
is the approach of Chapter 3 of this thesis and [53].

As was mentioned before, fluid limit approximations of stationary distributions do not
always work. The fluid limit equations might have multiple fixed points, and it might be
unclear how the latter are related to the original stochastic model. Examples of multiple
fixed-points are quite rare though; we give one in Chapter 3. Another thing that can go
wrong is the interchange of limits; Kang and Ramanan [53] construct an example where
it does not hold.

Precision estimate For the FLLN (Example 1.1), which is the fluid limit of a random
walk, it is well-known how to estimate the deviation between the pre-limit and the limit.
Namely, the functional central limit theorem (FCLT) states that, if the random walk steps
Xi have a positive and finite variance s2, then we have the weak convergence

p
r(S r � S)(�)) sW(�),

where W(�) a standard Brownian motion.

There is also a functional law of iterated logarithm (FLIL) — a corollary of the FCLT that
estimates the maximum error of the FLLN in a finite interval:

supt2[0,T] jS(t)� S(t)j = O(
p

T log log T) a.s.

Similar precision estimates can be derived for other processes as well. The limits in
FCLT type of results are called diffusion limits. Typically, they are represented by Brown-
ian motions; also Ornstein-Uhlenbeck processes are quite common. To derive diffusion
limits, one assumes the stochastic primitives forming the process (i.e. the inter-arrival
and service times, etc.) to have finite second moments.

If the stochastic primitives have moments of a higher order, even further refinements
are possible, i.e. such that take into account the fluid limit approximation of the process
and the diffusion approximation of the error of the fluid approximation. For light-tailed
distributions, an exponential rate of convergence to the fluid limit can be shown.

For some basic queueing models, different types of error estimates in fluid limit ap-
proximations, and also approximations beyond diffusion limits, are given in Chen and
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Yao [26]. See [90, 88] for diffusion approximations of Jackson networks and bandwidth-
sharing networks, respectively; heavy-traffic diffusion approximations of various queue-
ing models are developed in [114, 116, 83, 84, 67] and [112, 113, 87].

1.5 Methods of proving convergence to fluid limits

Although it is often easy to guess differential/integral equations satisfied by the fluid
limits, the justification of this guess can be challenging. In this section we outline the
three traditional techniques of proving convergence of Markov processes to their fluid
limits: the C-tightness criterion (applied in Chapters 2, 3 and 5), the martingale repre-
sentation (applied in Chapter 2) and convergence of generators. These standard meth-
ods are rather universal, but by no means exhaustive. There are specific models that
assume specific tools, see e.g. Chapter 4, where the analysis is based on an embedded
branching process.

To begin with, we discuss the “working” function space in queueing theory (and in this
thesis as well).

Skorokhod space As we already mentioned, time evolution of a stochastic network
is considered to be a right-continuous process with well-defined left limits (the French
abbreviation càdlàg is also used). This assumption comes naturally: suppose, for exam-
ple, that there is a discontinuity at time epoch t due to a customer arrival. It means that
the new customer is present in the system starting from the moment t, and immediately
prior to t there has been one customer less.

In what follows, we assume that the state space S of the stochastic network is endowed
with metric r : S� S! R+, and denote the space of càdlàg functions f : R+ ! S by

D(R+, S).

The space D(R+, S) is called Skorokhod when endowed with the Skorokhod J1 metric.
We will not give its cumbersome definition since we are not using it anywhere in the
thesis, but we will discuss the main idea. In this metric, two càdlàg functions are close
if they have jumps at close time epochs and the magnitudes of the corresponding jumps
are close: fn(�) ! f (�) as n ! ¥ if, for any T > 0, there exists a sequence of strictly
increasing bijections gn : R+ ! R+ such that

supt2[0,T] jgn(t)� tj ! 0 and supt2[0,T] r( fn(gn(t)), f (t)) = 0. (1.6)

The topology induced on D(R+, S) by the Skorokhod J1 metric is much richer than the
topology of uniform convergence on compact sets, since the latter requires the corre-
sponding jumps occur exactly at the same times. For example, the convergence

fn(�) := (1 + 1/n) If� 2 [0, 1 + 1/n)g ! If� 2 [0, 1)g =: f (�)
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takes place in the Skorokhod metric but does not hold uniformly. Indeed, take the time
changes gn(t) := (1 + 1/n) t, t 2 R+. Then

supt2[0,T] jgn(t)� tj = T/n and supt2[0,T] r( fn(gn(t)), f (t)) = 1/n,

implying that the definition (1.6) holds; but, for a T > 1 and all n big enough,

supt2[0,T] j fn(t)� f (t)j = 1 + 1/n 6! 0.

However, the following equivalence holds, which we often exploit in the subsequent
chapters of the thesis.

Proposition 1.2. If the limit is continuous, then the convergence takes place in both the Sko-
rokhod J1 and uniform metrics.

For more background on Skorokhod spaces, we refer to Billingsley [9], Ethier and Kurtz
[40] and Whitt [115]. Now we proceed with three traditional methods of proving con-
vergence to fluid limits.

C-tightness criterion For establishing existence and continuity of weak fluid limits
(these two properties combined are referred to as C-tightness of the family of the fluid
scaled processes), the conditions of compact containment and oscillation control are quite
popular. They read as (1.7) and (1.8) in the following proposition, see e.g. Ethier and
Kurtz [40].

Proposition 1.3 (C-tightness). Let the metric space (S, r) be complete and separable, and
let fXn(�)gn2N be a sequence of stochastic processes with sample paths in D(R+, S). Then
fXn(�)gn2N is relatively compact in D(R+, S) in the sense of convergence in distribution and
the limit processes are a.s. continuous if the following two conditions hold:

� for any rational t � 0 and any # > 0, there exists a compact set K#,t � S such that

limn!¥PfXn(t) 2 K#,tg � 1� #; (1.7)

� for any T > 0 and # > 0, there exists a d > 0 such that

limn!¥Pfw(Xn, T, d) � #g � 1� #, (1.8)

where, for a function x(�) 2 D(R+, S),

w(x, T, d) := supfr(x(t), x(s)) : s, t 2 [0, T], js� tj < dg

is its modulus of continuity.

After the existence of fluid limits is established, one needs to derive equations char-
acterising them from the fluid scaled equations for the original stochastic process. In



14 Chapter 1

order to do that, it might be necessary to switch from the weak convergence to a.s.-
convergence (by Skorokhod’s representation theorem) and elaborate on trajectory-wise
convergence in the particular state space S, like in [47, 121] and Chapter 3. Sometimes
it is enough to have the weak convergence and combine it with laws of large numbers
and the continuous mapping theorem (weak convergence being preserved by mappings
that are continuous at the limit), like in Chapters 2 and 5.

Martingale representation Often rewriting of the dynamics equation for the original
stochastic process in a certain “smart” way allows to see clearly that, under the fluid
scaling, it differs from the guessed fluid limit equation by a negligible term. To illustrate
the idea, we will assume the state space to be countable, for example ZI

+.

In what follows, bold notations are for state vectors. Denote by X(�) the stochastic pro-
cess under consideration and by q(x, y) its jump rate from state x to state y. Define also
b(x) = åy 6=x(y� x)q(x, y). By Darling and Norris [33], in the representation

X(t) = X(0) +
Z t

0
b(X(s))ds + M(t), (1.9)

the process M(�) is a zero mean martingale. By suitable martingale inequalities and
laws of large numbers, one can show that, under the fluid scaling, M(�) vanishes and
b(�) converges to the drift b(�). Hence (1.9) converges to the integral version of the fluid
limit equation (1.5), that is

x(t) = x(0) +
Z t

0
b(x(s))ds.

The final step of the proof could be a general result like [90, Lemma 1] that claims that
convergence of integral equations guarantees existence of a solution to the limit equa-
tion and convergence of the pre-limit solutions to the limit solution. This approach is
used, for example in [36]. More examples where such a martingale representation is
efficient can be found in Darling and Norris [33] and Robert [95]. In Ethier and Kurtz
[40], the method is developed for uncountable state spaces.

Convergence of infinitesimal generators The local dynamics of Markov processes is
characterised by their infinitesimal generators, which are operators mapping functions
on the state space S into other functions. Namely, for a time-homogeneous Markov
process X(�), its generator A is (formally) given by

A f (x) = limt!0
Ef f (X(t))jX(0) = xg � f (x)

t
, x 2 S.

In order for Markov processes to converge in distribution, their generators should con-
verge on a class F of test functions, which we do not specify here; i.e. (with obvious
notation)

Xn(�)) X(�) if supx2S jAn f (x)� A f (x)j ! 0, f 2 F . (1.10)
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The drawback of this approach is that it is restricted to the cases when there exist explicit
formulas for the generators. On the other hand, if the exact formulas are known, the
proof of the RHS of (1.10) is usually straightforward (often via Taylor expansion). For
more details on the theory behind the method, we refer to Ethier and Kurtz [40]; for
examples of its application, see [37, 76, 89].

1.6 Overview of the thesis

Here we provide a summary of the subsequent chapters of this thesis. They all develop
fluid limit approximations, but the models they consider are very different and thus the
analysis techniques vary greatly from one chapter to another. Each chapter corresponds
to a paper.

� Chapter 2 is based on [43] M. Frolkova, S. Foss, and B. Zwart. Fluid limits for
an ALOHA-type model with impatient customers. Queueing Systems, 72:69–101,
2012.

� Chapter 3 is based on [92] M. Remerova, J. Reed, and B. Zwart. Fluid limits for
bandwidth-sharing networks with rate constraints. Accepted for publication in
Mathematics of Operations Research, 2013.

� Chapter 4 is based on [93] M. Remerova, S. Foss, and B. Zwart. Random fluid limit
of an overloaded polling model. Advances in Applied Probability, 46:76–101, 2014.

� Chapter 5 is based on [91] M. Remerova and B. Zwart. Fluid limits of a PS-queue
with multistage service. In preparation, 2013.

Chapter 2: An ALOHA-type model with impatient customers ALOHA protocols are
random multiple-access protocols. They are designed for networks with star configura-
tions where multiple client nodes talk to the hub node at the same frequency. Con-
sequently, if there are two or more client nodes talking simultaneously, they are all
in conflict, preventing each other from being heard by the hub. The common idea of
ALOHA protocols is “try to send your data and, if your message collides with another
transmission, try resending later”.

We study a generalisation of the conventional centralised time-slotted ALOHA model
where impatience of users is allowed, which we assume to be caused by the overload
regime. We apply to the (multidimensional) population process a time-space fluid scal-
ing that lets users become more and more patient. Our first result is a description of
fluid limits as solutions to a system of deterministic differential equations. The most
challenging part of the proof of this result is to eliminate problems at zero. They arise
because of the centralised protocol, which assumes that each time slot each user tries
to transmit with probability one over the total population. The second main result of
Chapter 2 is convergence of fluid limits over time to the unique fixed point. We prove it
by means of a Lyapunov function.
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Chapter 3: Bandwidth-sharing networks with rate constraints In a bandwidth-sharing
network, elastic flows compete for service on several links. Link capacities are redis-
tributed among the flows as their population changes, and bandwidth allocations are
chosen in such a way that the network utility is always maximised. This setting was
introduced by Massoulié & Roberts [97, 75], and nowadays is considered classical.

In Chapter 3, we modify the classical bandwidth-sharing setting by imposing constraints
on processing rates of individual flows. We study the behavior of the model under the
large capacity scaling, and with that we mean that the rate constraints, flow sizes and
their patience times remain of a fixed order while the network capacity and arrival rates
grow large. Note that this scenario is standard in practice. Under general stochastic as-
sumptions, we characterise fluid limits of a process that contains full information about
the system state, including residual flow sizes and their residual patience times. In par-
ticular, we extend the fluid limit result of Reed and Zwart [88] for Markovian stochastic
assumptions. We also prove a new type of result for bandwidth-sharing networks: con-
vergence of the network stationary distribution to the fixed point of the fluid limit equa-
tions under the fluid scaling (we need stricter stochastic assumptions here). Moreover,
we show that, in many cases, the fixed point solves a strictly concave optimization prob-
lem, and thus can be computed in a polynomial time, which is a surprisingly efficient
way to approximate such a complicated stochastic model.

Chapter 4: Random fluid limit of an overloaded polling model For many basic queue-
ing systems, fluid limits are deterministic functions. In Chapter 4, we study a cyclic
polling model under conditions that lead to a random fluid limit. These conditions are
zero initial state and overload. We allow a wide class of service disciplines, which we
call “multigated” and which assume a random number of iterations of conventional
gated service. Exhaustive policy is in this class as well. Such disciplines ensure that the
system population evolves as a multitype branching process. This provides us with our
main tool — the Kesten-Stigum theorem that characterises long-time behavior of su-
percritical (or “overloaded”) branching processes. The scaling regime we apply in this
chapter is simply zooming out, and the fluid limit we obtain has a rather interesting
structure. Firstly, the fluid limit oscillates frequently often in the neighborhood of zero.
Secondly, all its trajectories can be mapped by a linear time-space scaling into the same
deterministic function. An additional contribution of this chapter is that we develop a
method of proving finiteness of moments of the busy period in an M/G/1 queue. It is
inspired by a technical moment condition of the Kesten-Stigum theorem.

Chapter 5: A processor-sharing queue with multistage service This chapter consid-
ers a Markovian processor-sharing queue where service of each customer consists of
several stages with independent service requirements. As in Chapter 2, the system is
overloaded and customers are impatient. We develop fluid limit approximations of the
per-stage population process and characterise them as solutions to a system of deter-
ministic differential equations. We also establish relations between our fluid limits and
measure-valued fluid limits in Gromoll et al. [47] for a processor-sharing queue with
single-stage service. This allows us to prove that all fluid limits stabilise to the unique
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fixed point over time. Additionally, we discuss Lyapunov functions for processor shar-
ing. Existence of Lyapunov functions for models that combine impatience and routing
(note that multistage service corresponds to tandem routing) is an open problem. We
suggest partial solutions.

1.7 Notation

Here we list the notations common for all of the subsequent chapters.

To define x as equal to y, we write x := y or y =: x. We abbreviate the left-hand side
and right-hand side of an equation as “LHS” and “RHS”, respectively.

The standard sets are: the natural numbers N := f1, 2, . . .g, integers Z := f0,�1,�2, . . .g
and non-negative integers Z+ = f0g [N, the real line R := (�¥, ¥) and non-negative
half-line R+ := [0, ¥).

By e we denote the base of the natural logarithm.

The following operations are defined on x, y 2 R:

x _ y := maxfx, yg, x ^ y := minfx, yg,
x+ := x _ 0, x� := (�x) _ 0,
bxc := maxfn 2 Z : n � xg.

The upper limit and lower limit are lim and lim, respectively.

All vector notations are boldface. Unless stated otherwise, the coordinates of an I-
dimensional vector are denoted by the same symbol (regular instead of bold) with sub-
scripts 1, . . . , I added. Overlining, tildes, sub- and superscripts of vectors remain in
their coordinates as well. For example: Qr

(t) = (Qr
1, . . . , Qr

I)(t), z� = (z�1 , . . . , z�I ),
Li = Li,1, . . . , Li,I .

By 0 we denote the vector whose coordinates are all zeros, and by 1 the vector with
all coordinates equal 1. In RI , we work with two norms: the supremum norm kxk :=
max1�i�I jxij, and the L1-norm kxk1 := åI

i=1 jxij. The vector inequalities hold coordinate-
wise. The coordinate-wise product of vectors of the same dimensionality I is denoted
by

x� y := (x1y1, . . . , xI , yI).

For metric spaces S1 and S2, C(S1, S2) stands for the space of continuous functions
f : S1 ! S2. For a metric space S, D(R+, S) stands for the space of functions f : R+ ! S
that are right-continuous with left limits. We endow D(R+, S) with the Skorokhod J1-
topology. For a function f (�) defined on (a subset of) R, f 0(t) denotes its derivative
at t.

The complement of an event E is denoted by E, and its indicator function by IfEg. The
indicator function IA(�) of an arbitrary set A is defined by IA(x) := Ifx 2 Ag.
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The signs), d
= and �st, �st stand for weak convergence, equality in distribution and

stochastic order, respectively. Recall that, for real-valued r.v.’s X and Y, X�stY if, for all
t 2 R, one has PfX > tg � PfY > tg.



Chapter 2

An ALOHA-type Model
with Impatient Customers

2.1 Introduction

ALOHA-type algorithms are intended to govern star networks in which multiple client
machines send data packets to the hub machine at the same frequency. Thus, collisions
of packets being transmitted simultaneously are possible (clients know nothing about
each other’s intentions to transmit data and can not prevent collisions). Such algorithms
assume the following acknowledgment mechanism. If data has been received correctly
at the hub, which is possible only if no collisions occurred during its transmission, then
a short acknowledgment packet is sent to the client. If a client has not received an ac-
knowledgment after a short wait time, then it retransmits the packet after waiting a ran-
domly selected time interval with distribution specified by the ALOHA protocol that
governs the network.

The pioneering ALOHA computer network, also known as the ALOHAnet, was devel-
oped at the university of Hawaii under the leadership of Norman Abramson (see [1],
where Abramson first proposed the ALOHA multi-access algorithm). The goal was
to use low-cost commercial radio equipment to connect users on Oahu and the other
Hawaiian islands with the central computer on the main Oahu campus. The ALOHA-
net became operational in 1971, providing the first demonstration of a wireless data
network. Nowadays the ALOHA random access techniques are widely used in WiFi,
mobile telephone networks and satellite communications.

To give an example, we describe the conventional centralised time-slotted ALOHA
model. Here “slotted time” means that users enter the system and abandon it, initi-
ate and finish transmissions at times n = 1, 2, . . .. The arrival process forms an i.i.d.
sequence fA(n)gn2N; all service times are assumed to equal 1. “Centralised model”
means that the total number of users in the system is always known. Let Q(n) denote
the total number of users at time n. For any n, at the beginning of the n-th time slot,
which is the time interval [n, n + 1), each of the Q(n) customers present in the system
starts his transmission with probability p(n) (and does not with probability 1� p(n)) in-

19
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dependently of the others. If two or more users attempt transmissions simultaneously,
then the transmissions collide, and hence fail, causing the users to remain in the system
in order to retransmit later. After a successful transmission the user leaves immediately.
Note that, for any time slot, given there are m customers each starting his transmission
with probability p, the probability of a successful transmission equals mp(1 � p)m�1

and is maximised by p = 1/m. So we assume that p(n) = 1/Q(n). In such a setting,
the population process fQ(n)gn2Z+ forms a Markov chain that is positive recurrent if
EA(1) < e�1 (the system is stable) and transient if EA(1) > e�1 (the system is unsta-
ble). Stability conditions for other ALOHA-type models can be found in [13, 39, 48, 79].

In this chapter, we extend the framework described above allowing impatience of users.
A user might abandon at the end of each time slot with a probability that is fixed with re-
spect to time, independently of his previous history and decisions of other users. To dis-
tinguish between different levels of patience, we allow multiple classes of users. Within
a class, all users have the same abandonment probability. We assume that impatience
of users is caused by the overload regime EA(1) > e�1.

The results of the chapter concern fluid limits for the multiclass population process,
where the fluid scaling combines zooming-out with letting users become more and more
patient. For any initial state, the fluid limit is unique and solves a system of determin-
istic differential equations. We also show that the fluid limit equations have a unique
fixed point. We suggest a quadratic Lyapunov function to prove that fluid limits with
different initial states stabilise to the fixed point with time.

One of the possible generalisations of the model treated here is to allow interference of
transmissions only if the distance between the corresponding client machines is small,
and this is a subject of our future research. Such an extension of the network topology
was proposed by Bordenave et al. in [12]. They do not take impatience into account and
develop fluid limits to determine whether the stochastic model is stable or not.

The chapter is organised as follows. In Section 2.2, we present a detailed description of
the stochastic model. In Section 2.3, we introduce and analyse a fluid model, which is a
system of deterministic differential equations that are analogous to dynamic equations
for the stochastic model. In Section 2.4, we specify the fluid scaling and state our main
result — convergence of the fluid scaled population processes to solutions of the fluid
model. The subsequent sections contain the proofs of the results stated in Sections 2.3
and 2.4. Namely, in Section 2.5, we establish existence and uniqueness of fluid model
solutions. In Section 2.6, we show that the fluid model has a unique and asymptotically
stable fixed point. In Section 2.7, we prove the result of Section 2.4, and in Section 2.8
some auxiliary statements.

2.2 Stochastic model

This section contains a detailed description of the stochastic model under study. In par-
ticular, it derives the dynamic equation for the system workload. All stochastic primi-
tives introduced here are defined on a common probability space (W,F , P) with expec-
tation operator E.
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Stochastic assumptions and the protocol We consider an ALOHA-type service sys-
tem with impatient customers. The system includes the waiting room where customers
arrive to, and the server. Time is slotted, i.e. arrivals and abandonments may occur only
at time instants n = 1, 2, . . .. Time slot n is the time interval [n, n + 1). We assume that
there are I < ¥ classes of customers.

The arrival process is denoted by fA(n)gn2N, where A(n) = (A1(n), . . . , AI(n)) and
Ai(n) is the number of class i customers arriving at time n. The coordinates of the
vectors A(n) are allowed to be dependent, and the vectors A(n) themselves are i.i.d.
copies of a random vector A = (A1, . . . , AI). We assume that

l = (l1, . . . , lI) := EA 2 (0, ¥)I .

Let Qi(n) be the number of class i customers present in the system at time n. As can be
seen from the further description, Qi(n) coincides with the workload at time n due to
class i customers. Hence, fQ(n) = (Q1(n), . . . , QI(n))gn2Z+ denotes both the popula-
tion process and the workload process.

Each customer brings a packet that takes exactly a single time slot to be transmitted
to the server. He also sets a deadline for transmission: once the deadline expires, the
customer leaves the system even if his packet has not been transmitted yet. In this case,
we say that the customer has abandoned the system due to impatience. Patience times
of class i customers have a geometrical distribution with parameter pi and take values
greater than or equal to 1. Introduce also the vector

p = (p1, . . . , pI)

of impatience parameters. Patience times of different customers are mutually indepen-
dent.

We now describe how a transmission occurs. At the beginning of time slot n, each
customer, independently of the others, starts transmission with probability 1/kQ(n)k1
(and does not with probability 1� 1/kQ(n)k1). If there is one customer transmitting,
then the transmission is going to be successful. Otherwise a collision happens. At the
end of the time slot, customers learn the result. If a customer has succeeded to send his
packet, he immediately leaves the system. If a customer has failed his transmission or
chose not to transmit during this time slot, then, given he is from class i, with probabil-
ity pi he leaves due to impatience, and with probability 1� pi he stays in the system to
try to (re)transmit his packet later.

Throughout the chapter we assume the following.

Assumption 2.1. The input process is non-trivial: PfkAk1 � 2g > 0.

Assumption 2.2. The mean amount of work arriving to the system per time slot exceeds the
stability threshold for the corresponding model with no impatience of customers: klk1 > e�1.

Remark 2.1. The results of the chapter can be generalised to the case when patience
times are not simply geometrical random variables but finite mixtures of those. It suf-
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fices, for all i = 1, . . . , I, to split customer class i into ki new classes, where ki is the
number of mixture components in the patience time distribution for class i customers.

Population dynamics The sequence fQ(n)gn2Z+ forms a time-homogeneous Markov
Chain. Its dynamics can be described as follows: given a history fQ(m)g0�m�n up to
time n with Q(n) = x, we have, for i = 1, . . . , I,

Qi(n + 1)
d
= xi + Ai � Dt

i(x)� Da
i (x), (2.1)

where

� Dt
i(x) represents the number of class i customers who are present in the system at

time n but will leave at the end of time slot n because of a successful transmission:

Dt
i(x) = I fBi (x) = 1gÕj 6=i I

�
Bj (x) = 0

	
,

with Bi(x) having the binomial distribution B (xi, 1/kxk1) if x 6= 0 and Bi(0) = 0;

� Da
i (x) represents the number of class i customers who are present in the system at

time n but will abandon at the end of time slot n due to impatience rather than a
successful transmission: given x�Dt(x) = y,

Da
i (x) = eBi(y)

with eBi(y) having the binomial distribution B (yi, pi);

� the random elements A and Bi (x), eBj (y), i, j 2 f1, . . . , Ig, are mutually indepen-
dent.

Remark 2.2. The number Dt
i(x) of successful transmissions by class i customers at

a time slot may take only values 0 and 1. Moreover, kDt(x)k1 � 1.

2.3 Fluid model

In the present section, we define a deterministic analogue of the stochastic model de-
scribed in the previous section. As time and space are appropriately normalised, we
expect that the difference equation (2.1) can be approximated by a differential equa-
tion where the rate of increase is due to arrival rates, and the rate of decrease due to
service completions and abandonments. In the single class case, one may expect such
a differential equation to look like (we omit the class index) z0(t) = l � e�1 � pz(t),
since the throughput of ALOHA is e�1. In the multiclass case, this naturally extends
to z0i(t) = li � e�1zi(t)/kz(t)k � pizi(t), i = 1, . . . , I. This will be made rigorous in
Section 2.4. We now proceed more formally.

Definition 2.1. Denote by G(R+, RI
+) the class of continuous functions z : R+ ! RI

+
such that z 6= 0 for all t 6= 0.
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Definition 2.2. For a z0 2 RI
+, a solution to the integral equation

z(t) = z0 + t l� e�1
Z t

0
m(z(s)) ds� p�

Z t

0
z(s) ds, t 2 R+, (2.2)

that belongs to G(R+, RI
+) is called a fluid model solution (FMS) with initial state z0. The

function m : RI
+ ! RI

+ is given by

m(x) =

�
x/kxk1 if x 6= 0,
l/klk1 if x = 0.

Remark 2.3. For a function z(�) 2 G(R+, RI
+), equation (2.2) is equivalent to the Cauchy

problem

z0(t) = l� p� z(t)� e�1m(z(t)), t > 0, (2.3)

z(0) = z0.

Remark 2.4. Although m(0) does not appear in (2.3), it needs to be defined for further
use in Section 2.7. We assign to m(0) the value of l/klk1, which is the limit of m(�)
along FMS’s trajectories as they approach 0. Indeed, the only point where a fluid model
solution can take the value of 0 is t = 0. Let z(�) be an FMS starting from z(0) = 0.
For the moment suppose that z(�) is continuously differentiable at t = 0. Then (2.3) and
Taylor’s expansion give, for small t 2 (0, ¥),

z0(t) = l� p� z(t)� e�1 tz0(0) + o(t)

åI
i=1 z0i(0)t + o(t)

, (2.4)

where o(t) 2 R, o(t) 2 RI , and o(t)/t ! 0, o(t)/t ! 0 as t ! 0. The continuity
of z0(�) at t = 0 and Assumption 2.2 guarantee that åI

i=1 z0i(0) > 0, so we pass to the

limit as t ! 0 on both sides of (2.4) and get z0(0) = l � e�1z0(0)/
�

åI
i=1 z0i(0)

�
. The

last equation has a unique solution z0(0) =
�
1� e�1/klk1

�
l, which implies existence

of the limit limt!0 m(z(t)) = l/klk1. Later on (see Section 2.5, Property 2.2), we prove
that, for any function z : R+ ! RI

+ that is continuous with kz(t)k > 0 for all t 6= 0 and
that solves (2.3), there exists the derivative z0(0) =

�
1� e�1/klk1

�
l, and hence exists

the limit limt!0 m(z(t)) = l/klk1.

In the remainder of the section, we discuss properties of FMS’s.

Existence and uniqueness of FMS’s If the initial state is non-zero, existence and unique-
ness of an FMS follow by the classical results from the theory of ordinary differential
equations. Otherwise the proof is rather involved. The outline follows below; see Sec-
tion 2.5 for the full proof.

Theorem 2.1. For any initial state, a fluid model solution exists and is unique.

One-dimensional case. Equation (2.2) turns into z(t) = z0 +
�
l� e�1� t� p

R t
0 z(s)ds, and
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its unique solution is given by z(t) = z0e�p t +
�
(l� e�1)/p

� �
1� e�p t�.

Multidimensional case, non-zero initial state. Uniqueness follows easily by the Gronwall
inequality (see for example Hartman [50]).

Proposition 2.1 (Gronwall inequality). Suppose that functions u(�) and v(�) are non-
negative and continuous in [a, b], and that there exists a constant C � 0 such that v(t) �
C +

R t
a v(s)u(s)ds, a � t � b. Then v(t) � C exp

R t
a u(s)ds, a � t � b. In particular, if

C = 0, then v(�) � 0 in [a, b].

Since the first order partial derivatives of the function m(�) are bounded on all sets

RI
d :=

n
x 2 RI

+ : kxk � d
o

, d > 0, (2.5)

this function is Lipschitz continuous on all such sets. Let c(d) be a Lipschitz constant for
m(�) on RI

d with respect to the supremum norm, i.e. km(x)�m(x)k � c(d)kx� yk for
all x, y 2 RI

d. Suppose that z(�) and ez(�) are two FMS’s with the same non-zero initial
state. They are continuous and non-zero at every point, and hence, for each t 2 (0, ¥),
there exists a d(T) > 0 such that z(t), ez(t) 2 RI

d(T), 0 � t � T. We put 4z(�) =

z(�)� ez(�) and4m(z) = m(z)�m(ez). Then

�4z(t) = e�1
Z t

0
4m(z(s)) ds + p�

Z t

0
4z(s) ds,

and, for t 2 [0, T], we have

sups2[0,t] k4z(s)k �
�

e�1c(d(T)) + kpk
� Z t

0
supu2[0,s] k4z(u)k ds.

By the last inequality and the Gronwall inequality, we have sups2[0,t] k4z(s)k � 0,
0 � t � T. Since T is arbitrary, z(�) and ez(�) coincide on R+.

Existence of an FMS with a non-zero initial state can be shown by applying the Peano
existence theorem (the proof is postponed to Section 2.5).

Multidimensional case, zero initial state. The technique used in the previous case does
not work here because it is based on the continuity properties of the function m(�) that
fail as 0 comes into play. So a different approach is required. We introduce a family
of integral equations depending on parameters (#, p) 2 R+ � RI

+ that includes (for
(#, p) = (0, p)) an equation equivalent to the Cauchy problem (2.3) with z0 = 0. We
show that each equation of this family has a solution. If # > 0, then uniqueness of an
(#, p)-solution is straightforward to show. In order to prove uniqueness of a (0, p)-
solution, we derive a proper estimate for it via solutions with other parameters. The
whole idea of this proof is adopted from Borst et al. [15].

Invariant FMS Recall that a constant solution to a system of differential/integral equa-
tions is called an invariant solution, or a fixed point. Now we characterise the (unique)
invariant solution of the fluid model equation (2.3).
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Theorem 2.2. Suppose Assumption 2.2 holds. Then there exists a unique invariant solution of
the fluid model equation (2.3), which is given by

z�i =
li

x + pi
, i = 1, . . . , I, (2.6)

where x solves

åI
i=1

pili
x + pi

= klk1 � e�1; (2.7)

and any fluid model solution z(t) converges to z� as t! ¥.

Theorem 2.2 asserts global asymptotic stability of the invariant FMS z�; we prove it by
means of a Lyapunov function in Section 2.6.

2.4 Fluid limit theorem

In this section, we characterise the asymptotic behaviour under a fluid scaling of the
population process of the stochastic model introduced in Section 2.2, justifying the
heuristics given in the previous section. First we specify the fluid scaling. Let r be
a positive number. Consider the stochastic model from Section 2.2 with the impatience
parameters pi replaced by pi/r, i = 1, . . . , I. Denote the population process of the rth

model by Qr(�), and scale it by r both in space and time,

Q r
(t) := Qr (brtc) /r, t 2 R+. (2.8)

The fluid-scaled population processes (2.8) take values in the Skorokhod space D(R+, RI).
We refer to weak limits of the processes (2.8) along subsequences r ! ¥ as fluid limits.

Now we formulate the main theorem of this chapter and highlight the basic steps of the
proof; the detailed proof will follow in Section 2.7.

Theorem 2.3. Suppose Assumptions 2.1 and 2.2 hold and that Q r
(0) ) z0 as r ! ¥, where

z0 is a random vector. Then the fluid limit exists and coincides a.s. with the unique FMS with
initial state z0. In particular, if the limit initial state z0 is deterministic, the corresponding fluid
limit is a deterministic function.

The first and the most difficult step of the proof of Theorem 2.3 shows that the fluid-
scaled population is bounded away from zero outside t = 0. Together with a mar-
tingale representation, this allows us to prove that the fluid-scaled population satisfies
an integral equation that differs from the fluid model equation (2.2) by negligible terms
(for r large enough). Then we establish C-tightness of the family of the fluid-scaled pro-
cesses by applying Proposition 1.3 and show that fluid limits a.s. satisfy the fluid model
equation (2.2).
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2.5 Proof of Theorem 2.1

We split the proof into two parts, for a non-zero and zero initial state.

2.5.1 Non-zero initial state

Here we have to prove the existence result only, see Section 2.3 for the proof of unique-
ness. First we derive bounds for an FMS using the following lemma.

Lemma 2.1. Let S be either a finite interval [0, T] or the half-line R+, and let a real-valued
function x(t) be continuous in S and differentiable in S n f0g. Suppose that a constant C is
such that x(t) � C for t 2 S n f0g implies x0(t) � 0. Then supt2S x(t) � maxfx(0), Cg.

Proof. Let # > 0. Suppose that x(t) 2 (max fx(0), Cg , max fx(0), Cg+ #]. Then, start-
ing from time t, the function x(t) is decreasing at least until it reaches level C. So
supt2S x(t) � max fx(0), Cg+ #. Since # > 0 is arbitrary, supt2S x(t) � max fx(0), Cg .

Bounds for an FMS Let S be either a finite interval [0, T] or the half-line R+. Suppose
that a function z(�) is continuous, non-negative and does not hit zero in S, and that it
solves the fluid model equation (2.3) in S. Then kz(t)k1 = åI

i=1 zi(t) and the derivative
kz(t)k01 exists for all t 2 S. Summing up the coordinates of equation (2.3), we get

klk1 � e�1 � p�kz(t)k1 � kz(t)k01 � klk1 � e�1 � p�kz(t)k1, t 2 S,

where p�= min1�i�I pi and p�= max1�i�I pi. Then Lemma 2.1 applied to x(�) = kz(�)k01
and C = (klk1 � e�1)/p�, and x(�) = �kz(�)k01 and C = (klk1 � e�1)/p�, implies that

supt2S kz(t)k1 � max
�
kz(0)k1,

klk1 � e�1

p�

�
=: u (z(0)) , (2.9)

inft2S kz(t)k1 � min
�
kz(0)k1,

klk1 � e�1

p�

�
=: l (z(0)) . (2.10)

By Assumption 2.2, we have u (z(0)) > 0 for any non-negative z(0), and l (z(0)) > 0 for
any non-negative and non-zero z(0).

Equation (2.3) and inequality (2.9) imply that z0i(t) � li � e�1u�1(z(0))zi(t)� pizi(t),
i = 1, . . . , I. Then, by Lemma 2.1, we get

supt2S zi(t) � max
�

zi(0),
li

e�1u�1 (z(0)) + pi

�
=: ui (z(0)) . (2.11)
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Similarly, if z(0) 6= 0, then inequality (2.10) and Lemma 2.1 yield, for i = 1, . . . , I,

inft2S zi(t) � min
�

zi(0),
li

e�1l�1 (z(0)) + pi

�
=: li (z(0)) . (2.12)

Remark 2.5. If z(0) 6= 0, then the bound (2.12) and the fact that z0i(0) = li > 0 for
zi(0) = 0 imply,

for all d > 0, inft2S,t�d min1�i�I zi(t) > 0.

Existence of an FMS with a non-zero initial state The key tool used in this proof is
the Peano existence theorem (see e.g. Hartman [50]).

Proposition 2.2 (Peano). Suppose that a function f : R�RI ! RI is continuous in the rect-
angle B =

�
(t, x) : t0 � t � t0 + a, max1�i�I jxi � x0

i j � b
	

. Let M � sup(t,x)2B kf(t, x)k
and a = minfa, b/Mg. Then the Cauchy problem

x0(t) = f
�
t, x(t)

�
,

x(t0) = x0

has a solution in the interval [t0, t0 + a] such that x(t) 2 B.

First note that it suffices to show existence of a non-negative solution to (2.3). By Re-
mark 2.5, it will not hit zero at t 2 (0, ¥), and hence will be an FMS.

Further note that it suffices to consider only initial states with all coordinates positive.
Indeed, if z(0) is non-zero, there exists a rectangle B = fmax1�i�I jzi � zi(0)j � bg that
does not contain zero, and, consequently, the mapping f(�) = e�1m(�) + p is continu-
ous in B. Let M = supz2B kf(z)k and a = b/M. By the Peano theorem, there exists
a solution to (2.3) in the interval [0, a]. If zi(0) > 0, then, by continuity of z(�), there
exists a ti � a such that zi(t) � zi(0)/2, t � ti. If zi(0) = 0, then z0i(0) = li > 0, and
there exists a ti � a such that zi(t) = lit(1 + o(1)) � lit/2, t � ti. Therefore, with
b = min1�i�I ti, we have inft�b kz(t)k1 > 0 and zi(b) > 0 for all i.

Suppose now that zi(0) > 0 for all i. We show that there exists a constant a� > 0 such
that any non-negative solution z(T)(�) to (2.3) that is defined in an interval [0, T] can
be continued onto [0, T + a�] remaining non-negative (a� does not depend on T and
z(T)(�)). This will complete the proof. Define the rectangle

B� =
�

0 < li (z(0)) /2 � zi � ui (z(0)) + li (z(0)) /2, 1 � i � I
	

and the constants

M� = supz2B� kf(z)k,
b� = min1�i�I li (z(0)) /2,
a� = b�/M�.

Consider T = 0. Let B0 = fmax1�i�I jzi � zi(0)j � b�g, then M� � supz2B0
kf(z)k be-
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cause B0 � B�. By the Peano theorem, there exists a solution to (2.3) in the interval
[0, a�], and it is non-negative because B0 � RI

+. Consider T > 0 and a non-negative
solution z(T)(�) to (2.3) defined in [0, T]. By the bounds (2.11) and (2.12), we have
li (z(0)) � z(T)

i (T) � ui (z(0)) for all i. Let BT = fmax1�i�I jzi � z(T)
i (T)j � b�g,

then M� � supz2BT
kf(z)k because BT � B�. By the Peano theorem, in the interval

[0, a�], there exists a solution x(T)(�) to the Cauchy problem

x0(t) = l� p� x(t)� e�1m(x(t)),

x(0) = z(T)(T),

and it is non-negative because BT � RI
+. Then

z(T+a�)(t) :=
�

z(T)(t), t 2 [0, T],
x(T)(t� T), t 2 [T, T + a�]

is a non-negative solution to (2.3) in [0, T + a�].

2.5.2 Zero initial state

This proof is based on the ideas of Borst et al. [15]. We introduce a family of auxiliary
integral equations parametrised by (#, p) 2 R+ �RI

+. By further Lemma 2.2, the equa-
tion with parameters (0, p) is equivalent to the fluid model equation with zero initial
condition. By Property 2.1, each auxiliary equation has a solution. By Property 2.3, for
any p 2 RI

+, a solution to the equation with parameters (0, p) is unique.

Lemma 2.2. (Equivalent description of the fluid model) For any initial state z0, the set
of fluid model solutions coincides with the set of functions z(�) 2 G(R+, RI

+) that solve the
following system of integral equations: for i = 1, . . . , I, t 2 R+,

zi(t) = z0
i exp

 
�pit�

Z t

0

e�1

kz(s)k1
ds

!

+ li

Z t

0
exp

 
�pi(t� s)�

Z t

s

e�1

kz(x)k1
dx

!
ds.

(2.13)

Proof. As we differentiate equations (2.13), the fluid model equation (2.3) follows. We
now show that (2.3) implies (2.13). Let z(�) be an FMS with initial state z0 and consider
the following Cauchy problem with respect to u(�): for i = 1, . . . , I,

u0i(t) = li �
�

pi +
e�1

kz(t)k1

�
ui(t), t > 0,

ui(0) = z0
i .

(2.14)

If (2.14) has a continuous solution, it must be unique. Indeed, suppose that u(�), eu(�)
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are two continuous solutions to (2.14). Let Q(�) = u(�)� eu(�). Then, for i = 1, . . . , I,

w0i(t) = �
�

pi +
e�1

kz(t)k1

�
wi(t), t > 0,

wi(0) = 0.

Lemma 2.1 applied to x(�) = wi(�) and C = 0, and x(�) = �wi(�) and C = 0, i = 1, . . . , I,
implies that Q(�) � 0.

Finally, z(�) is a solution to (2.14) by (2.3). Differentiating of the RHS of (2.13) implies
that it is a solution to (2.14), too. Since (2.14) has a unique continuous solution, z(�)
coincides with the RHS of (2.13).

Auxiliary fluid model solutions and their properties For each (#, p) 2 R+ � RI
+

we introduce the operator F(#,p) : G(R+, RI
+) ! G(R+, RI

+) defined by: for t 2 R+,
i = 1, . . . , I,

F(#,p)
i (u)(t) = # + li

Z t

0
exp

 
�pi(t� s)�

Z t

s

e�1

ku(x)k1
dx

!
ds.

Definition 2.3. Let (#, p) 2 R+ �RI
+. A function from G(R+, RI

+) solving the integral
equation

z(t) = F(#,p)(z)(t), t 2 R+, (2.15)

is called an (#, p)-fluid model solution (for short, we write “(#, p)-FMS ”).

Further we establish a number of properties of the auxiliary fluid model solutions de-
fined above, including the existence and uniqueness of an (#, p)-FMS for any (#, p) 2
R+ �RI

+.

For p 2 RI
+, put

pu = max1�i�I pi, pl = min1�i�I pi,

pu = (pu, . . . , pu), pl = (pl, . . . , pl).

Property 2.1. In what follows, z(#,p)(�) denotes an (#, p)-FMS.

(i) For any (#, p) 2 R+ �RI
+, there exists an (#, p)-FMS.

(ii) If # > 0, then an (#, p)-FMS is unique.

(iii) If p1 = . . . = pI , then a (0, p)-FMS is unique and given by

z(0,p)
i (t) =

8>><>>:
li
klk1

�
klk1 � e�1� t if p1 = 0,

li
klk1

klk1 � e�1

p1
(1� e�p1t) if p1 > 0,

(2.16)
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(iv) If # > d � 0, then z(#,p)(t) � z(d,p)(t), t 2 R+.

(v) A (0, p)-FMS admits the bounds z(0,pu)(t) � z(0,p)(t) � z(0,pl)(t), t 2 R+.

Proof. (i) for # > 0. Put z0(�) � # := (#, . . . , #), and, for n � 0, zn+1(�) = F(#,p)(zn)(�).
Then z1(t) � # = z0(t), t 2 R+. The operator F(#,p) is monotone, that is, u(t) � v(t) for
all t 2 R+ implies F(#,p)(u)(t) � F(#,p)(v)(t) for all t 2 R+. Also F(#,p)(u)(t) � # + tl
for all u(�) 2 G(R+, RI

+) and all t 2 R+. Hence, for each t 2 R+, the sequence
fzn(t)gn2Z+ is non-decreasing and bounded from above, and there exists the point-
wise limit of zn(�) as n ! ¥; denote it by z(�). Now we show that z(�) is an (#, p)-
FMS. Take an arbitrary t 2 R+. For all n 2 Z+, we have zn(�) � #, which im-
plies 1/kzn(�)k1 � 1/(K#). Then the dominated convergence theorem guarantees thatR t

s e�1/kzn(x)k1dx !
R t

s e�1/kz(x)k1dx as n ! ¥, s 2 [0, t]. Since exp
�
�pi(t� s)�R t

s e�1/kzn(x)k1dx
�
� 1, s 2 [0, t], by the previous argument and the dominated con-

vergence theorem, we obtain F(#,p)(zn)(t) ! F(#,p)(z)(t) as n ! ¥. So, indeed, z(�)
satisfies equation (2.15) for all t 2 R+.

(ii) Let z(�) and ez(�) be two (#, p)-FMS’s. Take an arbitrary t 2 (0, ¥). Since pi(t� s) +R t
s e�1/kz(x)k1dx � (kpk+ (eK#)�1)T, 0 � s � t � T, and the same is true for ez(�),

by Lipschitz continuity of exp(�) on compact sets, there exists a constant a(T) such that,
for t � T,

kz(t)� ez(t)k � a(T)e�1
Z t

0

Z t

s

���1/kz(x)k1 � 1/kez(x)k1

��� dx ds

� a(T)Te�1T
Z t

0

���1/kz(x)k1 � 1/kez(x)k1

��� dx.

Then, by Lipschitz continuity of 1/k�k1 on the set RI
# (defined by (2.5)) and by the Gron-

wall inequality, z(�) and ez(�) must coincide in all finite intervals [0, T], and hence they
coincide on R+.

(iii) Due to Lemma 2.2, (0, p)-FMS’s are defined by the Cauchy problem

z0(t) = l� p1z(t)� e�1z(t)/kz(t)k1, t > 0,
z(0) = 0.

Summing up its coordinates, we get the Cauchy problem

kz(t)k01 = (klk1 � e�1)� p1kz(t)k1, t > 0,
kz(0)k1 = 0,

which admits a unique solution

kz(t)k1 =

� �
klk1 � e�1� t if p1 = 0,

(klk1 � e�1)(1� e�p1t)/p1 if p1 > 0.

In the case of # = 0 and p1 = . . . = pI , equation (2.15) implies that z(�)/kz(�)k1 �
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l/klk1. Then the unique (0, p)-FMS is given by (2.16).

(i) for # = 0, and (v) In order to prove the existence, consider the sequence z0(�) :=
z(0,pu)(�), zn+1(�) := F(0,p)(zn)(�), n 2 Z+. By the reasoning analogous to that in the
case of # > 0, the point-wise limit of this sequence is a (0, p)-FMS. Further consider the
sequence z0(�) := z(0,p)(�), zn+1(�) := F(0,pu)(zn)(�), n 2 Z+. It is non-increasing in
n, and its point-wise limit is a (0, pu)-FMS. Then z(0,pu)(t) � z0(t) = z(0,p)(t) for all
t 2 R+. Similarly, the second bound holds.

(iv) Consider the sequence z0(�) := z(d,p)(�), zn+1(�) := F(#,p)(zn)(�), n 2 R+. It is
non-decreasing in n, and its point-wise limit is the (#, p)-FMS. Then z(#,p)(t) � z0(t) =

z(d,p)(t) for all t 2 R+.

We proceed with properties of (0, p)-FMS’s at t = 0 (cf. Remark 2.4).

Property 2.2. For any (0, p)-FMS z(0,p)(�), its right derivative at t = 0 is well defined and
(z(0,p))0(0) = (1� e�1/klk1)l. Also the limit limt!0 z(0,p)(t)/kz(0,p)(t)k1 = l/klk1
exists.

Proof. Here are three possibilities: either pu � pl > 0 or pu > pl = 0, or pu = pl = 0.
We prove the property in the first case, the other two cases can be treated similarly. By
Property 2.1, (iii) and (v), for i = 1, . . . , I, t 2 R+,

li
klk1

klk1 � e�1

pu (1� e�put) � z(0,p)
i (t) � li

klk1

klk1 � e�1

pl (1� e�plt).

Then, for any sequence tn ! 0, n! ¥,

limn!¥
z(0,p)

i (tn)

tn
� li
klk1

�
klk1 � e�1

�
limn!¥

1� e�pltn

pltn

=
li
klk1

�
klk1 � e�1

�
.

Similarly, limn!¥z(0,p)
i (tn)/tn � (li/klk1)

�
klk1 � e�1� . Hence, the derivative exists.

The second result follows from Taylor’s expansion, as was discussed in Remark 2.4.

Finally, we show uniqueness of a (0, p)-FMS by estimating it via the auxiliary FMS’s
with other parameters.

Property 2.3. Fix a p 2 RI
+. For short, z# denotes an (#, p)-FMS.

(i) For # > 0 and the function j#(t) :=
R t

0 Ke�1/kz#(s)k1ds,

kz#(t)� z0(t)k1 � # (K + kpk1 + j#(t)) , t 2 R+. (2.17)

(ii) If # > 0, #! 0, then #j#(t)! 0 for any t 2 (0, ¥).
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(iii) A (0, p)-FMS is unique.

Proof. (i) Let # � 0. By differentiating equation (2.15), we get, for i = 1, . . . , I,

(z#
i )
0(t) = li �

�
pi +

e�1

kz#(t)k1

�
(z#

i (t)� #) , t > 0,

z#
i (0) = #.

Then integrating over [0, t] yields

z#
i (t)� # = lit�

Z t

0

�
pi +

e�1

kz#(s)k1

�
(z#

i (s)� #) ds, t 2 R+,

which, after taking the sum in all coordinates, can be rewritten as

åI
i=1 z#

i (t) + åI
i=1

Z t

0
piz#

i (s)ds

= (klk1 � e�1)t + #K + #kpk1t + #j#(t), t 2 R+.

The last equation implies that, for # > 0,

åI
i=1

�
z#

i (t)� z0
i (t)

�
+ åI

i=1

Z t

0
pi

�
z#

i (s)� z0
i (s)

�
ds

= #K + #kpk1t + #j#(t), t 2 R+.
(2.18)

Due to Property 2.1, (v), for # > 0, both sums in the LHS of (2.18) have non-negative
summands. By omitting the second sum, we obtain the bound (2.17).

(ii) Suppose that pu > 0 (the other case can be treated similarly). Property 2.1, (iv)
and (v), together with kz#(�)k1 � K#, implies that, for # > 0,

j#(t) =
Z t

0

Ke�1

kz#(s)k1
ds �

Z t

0

Ke�1

maxfK#, kz(0,pu)(s)k1g
ds.

By (2.16), kz(0,pu)(s)k1 � I# if and only if

s � f (#) :=
1

pu ln
klk1 � e�1

klk1 � e�1 � K#pu .

We have f (#) > 0 for # small enough and f (#)! 0, #! 0. Put b = Ke�1/(klk1 � e�1),
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then

#j#t = e�1 f (#) + #bpu
Z t

f (#)

1
1� e�pus ds

= e�1 f (#) + #bpu
�

t� f (#) +
1

pu ln
�

1� e�put
��

�
�

b#

f (#)

��
f (#) ln

�
1� e�pu f (#)

��
.

In the very RHS of the last equation, convergence of the first two summands to 0 as
# ! 0 is clear. The first multiplier of the last summand tends to a finite constant, and
the second multiplier tends to 0.

(iii) Suppose that z0(�) and ez 0(�) are two (0, p)-FMS’s. For any t 2 (0, ¥), by (i) and (ii),
kz0(t)� ez 0(t)k1 � kz0(t)� z#(t)k1 + kz#(t)� ez 0(t)k1 ! 0 as # ! 0. Hence, z0(�) andez 0(�) must coincide in R+.

2.6 Proof of Theorem 2.2

Existence and uniqueness The function f (x) = åI
i=1 pili/(x + pi) is continuous and

strictly decreasing in (0, ¥), and takes all values between klk1 and 0 as x goes along
(0, ¥). Then, by Assumption 2.2, there exists a unique z� satisfying (2.6)-(2.7), and all
its coordinates are positive. Invariant FMS’s are defined by the equation

l� p� z� � e�1z�/ kz�k1 = 0. (2.19)

In order to prove the first part of the theorem, we have to check that (2.6)-(2.7) is a solu-
tion to (2.19), and that, if there is a solution to (2.19), then it is necessarily (2.6)-(2.7).

By plugging (2.6)-(2.7) into (2.19) multiplied by kz�k1, we obtain, for i = 1, . . . , I,�
li �

pili
x + pi

�
åI

j=1

lj

x + pj
� e�1li

x + pi

=
lix

x + pi
åI

j=1

lj

x + pj
� e�1li

x + pi

=
li

x + pi

�
åI

j=1

ljx
x + pj

� e�1
�

=
li

x + pi

�
åI

j=1 lj �åI
j=1

lj pj

x + pj
� e�1

�
= 0.

So, indeed, (2.6)-(2.7) is an invariant FMS.

Suppose now that z� is a solution to (2.19). By solving coordinate i of (2.19) with respect
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to z�i , we get

z�i =
li

pi + e�1/kz�k1
, i = 1, . . . , I.

Plug the last relation into the sum of the coordinates of (2.19), then

åI
i=1

pili

pi + e�1/kz�k1
= klk1 � e�1,

Hence, z� satisfies (2.6) with x = e�1/kz�k1.

Stability By Remark 2.5 and Property 2.1, (iii) and (v), any FMS at any time t > 0 has
all coordinates positive. Then it suffices to show convergence to the invariant point for
FMS’s that start in the interior of RI

+. This, in turn, follows from Proposition 1.1 with
the open set E = (0, ¥)I , equation (2.3) and the Lyapunov function

L(z) = åI
i=1

y2
i

z�i
, where yi := zi � z�i .

By plugging yi’s into (2.3), we get, for all i,

z0i = �piyi + e�1 z�i
kz�k1

� e�1 yi + z�i
ky + z�k1

.

Then,

L0(z) = åI
i=1

2yiz0i
z�i

= �åI
i=1

2piy2
i

z�i
� 2e�1

ky + z�k1kz�k1
S(y),

where

S(y) := åI
i=1

y2
i

z�i /kz�k1
�
�
åI

i=1 yi

�2
.

We have to check that L0(z) is non-positive on (0, ¥)I , or equivalently, that S(y) is non-
negative in RI . The latter indeed holds by convexity of the quadratic function:

�
åI

i=1 yi

�2
�
�
åI

i=1
z�i
kz�k1

yi
z�i /kz�k1

�2

�åI
i=1

z�i
kz�k1

�
yi

z�i /kz�k1

�2
�åI

i=1
y2

i
z�i /kz�k1

.

2.7 Proof of Theorem 2.3

The proof is organised as follows. Section 2.7.1 contains a representation of the pop-
ulation process before and after the fluid scaling. In Section 2.7.2, we formulate two
auxiliary results (Lemmas 2.3 and 2.4), and then show that the family of the fluid-scaled
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processes is C-tight and that fluid limits are a.s. FMS’s. Proofs of Lemmas 2.3 and 2.4
are given in Sections 2.7.3 and 2.7.4, respectively.

We assume that all stochastic models of this section are defined on the same probabilty
space (W,F , P) with expectation operator E.

2.7.1 A representation of the population process

Throughout the proof, unless otherwise stated, we use the following representation of
the population dynamics:

Qr(n + 1) = Qr(n) + A(n + 1)�Dt (n, Qr(n))�Dr,a (n, Qr(n)) , (2.20)

where, for x 2 ZI
+ and i = 1, . . . , I,

Dt
i(n, x) = I

�
åi�1

j=1 pj(x) � U(n) < åi
j=1 pj(x)

�
pi(x) =

�
B (xi, 1/kxk1) (f1g) Õj 6=i B

�
xj, 1/kxk1

�
(f0g), x 6= 0,

0, x = 0,

Dr,t
i (n, x) = åxi�Dt

i (n,x)

j=1 xr
i (n, j),

and

� fU(n)gn2Z+ is an i.i.d. sequence, and U(0) is distributed uniformly over [0, 1],

� B(xi, 1/kxk1) is the binomial distribution with parameters xi and 1/kxk1,

� fxr
i (n, j)gj2N, n 2 Z+, i = 1, . . . , I, are independent i.i.d. sequences of Bernoulli

r.v.’s, and Pfxr
i (n, 1) = 1g = pi/r = 1�Pfxr

i (n, 1) = 0g,

� the sequences fA(n)gn2N, fU(n)gn2Z+ and fxr
i (n, j)gj2N, n 2 Z+, i = 1, . . . , I,

are mutually independent and also do not depend on the initial condition Qr(0).

For short, we put

h(x) =

�
0, x = 0,
(1� 1/x)x�1 , x � 1.

Then, in particular,

pi(x) = h
�
kxk1

�
mi
�
x
�
,

E
h
Dt (i, Qr(i))

���Qr(i)
i

= h (kQr(i)k1) m (Qr(i)) ,

E
h
Dr,a (i, Qr(i))

���Qr(i)
i

=
p
r
�
�

Qr(i)� h (kQr(i)k1) m (Qr(i))
�

.

We now transform the workload dynamics into an integral equation that, as we show
later, differs from the fluid model equation (2.2) by the terms that vanish as r ! ¥. For
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any n 2 Z+, we have

Qr(n) = Qr(0) + ån
i=1 A(i)�ån�1

i=0 Dt (i, Qr(i))�ån�1
i=0 Dr,a (i, Qr(i))

= Qr(0) + nl�ån�1
i=0 h (kQr(i)k1) m (Qr(i))

� p
r
�ån�1

i=0

�
Qr(i)� h (kQr(i)k1) m (Qr(i))

�
+ Mr(n), (2.21)

where the sequence fMr(n)gn2Z+ forms a zero-mean martingale since

Mr(n) = ån
i=1 (A(i)�EA(i))

�ån�1
i=0

�
Dt (i, Qr(i))�E

h
Dt (i, Qr(i))

���Qr(i)
i�

�ån�1
i=0

�
Dr,a (i, Qr(i))�E

h
Dr,a (i, Qr(i))

���Qr(i)
i�

.

Introduce the fluid-scaled version of the martingale fMr(n)gn2Z+ analogous to that of
the workload process:

Q r
(t) = Qr�brtc

�
/r, M r

(t) = Mr�brtc
�
/r.

Then equation (2.21) turns into the integral equation

Qr
(t) = Qr

(0) +
brtc

r
l

�
�

1� p
r

�
�
Z brtc/r

0
h
�

rkQ r
(s)k1

�
m
�

Q r
(s)
�

ds

� p�
Z brtc/r

0
Q r

(s) ds + M r
(t),

(2.22)

where
1 = (1, . . . , 1) 2 RI .

Finally, we rewrite equation (2.22) as

Q r
(t) = Q r

(0) + tl� e�1
Z t

0
m
�

Q r
(s)
�

ds� p�
Z t

0
Q r

(s)ds + Gr(t), (2.23)

where

Gr(t) = Mr
(t) + Gr,1(t) + Gr,2(t) + Gr,3(t),

Gr,1(t) = (brtc/r� t)l,

Gr,2(t) = e�1
Z t

0
m
�

Q r
(s)
�

ds

�
�

1� p
r

�
�
Z brtc/r

0
h
�

rkQ r
(s)k1

�
m
�

Q r
(s)
�

ds,
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Gr,3(t) = p�
Z t

brtc/r
Q r

(s) ds.

2.7.2 C-tightness and limiting equations

We first discuss convergence Gr(�) ) 0 as r ! ¥ in D(R+, RI). By the FLLN and
Proposition 1.2, Gr,1(�) ) 0 as r ! ¥. Weak convergence to zero of the three other
summands in Gr(�) follows from Lemmas 2.3 and 2.4.

Lemma 2.3. Let Assumptions 2.1 and 2.2 hold. Then

(i) for any d > 0 and # > 0, there exists a g = g(d, #) > 0 such that

lim r!¥P fjr(gr) � drg � 1� #,

where
jr(gr) := inffn � 0 : kQr(n)k1 � grg,

(ii) for any # > 0 and D > d > 0, there exists a C = C(#, d, D) > 0 such that

lim r!¥Pfinfd�t�DkQ
r
(t)k1 � Cg � 1� #, (2.24)

(iii) Gr,2(�)) 0 in D(R+, RI) as r! ¥.

Lemma 2.4. Suppose Q r
(0) ) z0 as r ! ¥. Then Gr,3(�) ) 0 and Mr

(�) ) 0 in
D(R+, RI).

Now we are in a position to prove the theorem. The proof consists of two steps. First,
we establish C-tightness of a family of the scaled processes Q r

(�) such that Q r
(0)) z0

as r ! ¥. Second, we show that all weak limits of such a family a.s. coincide with the
FMS starting from z0.

C-tightness We prove the C-tightness by applying Proposition 1.3, i.e. we show that
asymptotically the scaled processes Q r

(�) live on a compact set and have small oscilla-
tions.

The compact containment condition (1.7) follows easily by the upper bound

Q r
(t) � Q r

(0) + åbrtc
n=1 A(n)/r ) z0 + t l.
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Now we establish the oscillation control (1.8). By (2.23), we have, for all s, t and i,

Q r
i (t)�Q r

i (s) = li(t� s)� e�1
Z t

s
mi(Q r

(x)) dx

� pi

Z t

s
Q r

i (x) dx + Gr
i (t)� Gr

i (s).

Since mi(�) � 1, it follows for s, t 2 [0, T], js� tj < d that

jQ r
i (t)�Q r

i (s)j � (li + e�1)d + pid sup0�x�T kQ
r
i (x)k+ 2 sup0�x�T kG

r
i (x)k,

where, again by (2.23),

sup0�x�T kQ
r
i (x)k � kQ r

(0)k+ klkT + sup0�x�T kG
r
i (x)k.

The last two bounds put together give the following upper bound on oscillations of the
scaled process Q r

(�):

w(Q r, T, d) := supfkQ r
(t)�Q r

(s)k : s, t 2 [0, T], js� tj < dg
� (klk+ e�1)d + kpkd(kQ r

(0)k+ klkT)

+ (2 + kpkd) sup0�x�T kG
r(x)k.

By Lemmas 2.3 and 2.4, and Proposition 1.2, sup0�x�T kGr(x)k ! 0 as r ! ¥ for any
T > 0; and also Q r

(0) ! z0. Then there exists a d > 0 such that the oscillation control
condition (1.8) holds.

Fluid limits as FMS’s Now we show that, if a sequence fQ q
(�)gq!¥ converges weakly

in D(R+, RI), then its limit eQ(�) a.s.

(i) is continuous,

(ii) does not vanish at t 2 (0, ¥),

(iii) satisfies the fluid model equation (2.2).

Then, by the uniqueness of FMS’s, eQ(�) a.s. coincides with the FMS starting from z0.

(i) Continuity of eQ(�) follows by the C-tightness.

(ii) By Lemma 2.3, for any # > 0 and n � 1, there exists a constant C(#, 1/n, n) > 0 such
that

lim q!¥Pfinf1/n�t�n kQ
q
(t)k1 � C(#, 1/n, n)g � 1� #.

Since inf1/n�t�n kx(t)k is a continuous mapping in D(R+, RI), one can choose a con-
stant eC(#, 1/n, n) 2 (0, C(#, 1/n, n)] being a continuity point for the distribution of
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inf1/n�t�n keQ(t)k1. Then

1� # � limq!¥ Pfinf1/n�t�n kQ
q
(t)k1 � eC(#, 1/n, n)g

= Pfinf1/n�t�n keQ(t)k1 � eC(#, 1/n, n)g
� Pfinf1/n�t�n keQ(t)k1 > 0g.

By taking the limit as # ! 0 in the last inequality, we obtain Pfinf1/n�t�n keQ(t)k1 >
0g = 1 for any n � 1, which, in turn, implies that

PfkeQ(t)k1 > 0 for all t 2 (0, ¥)g = 1. (2.25)

(iii) Fix a t 2 R+. We introduce the mappings j1
t , j2

t : D(R+, RI)! RI defined by

j1
t (x) = x(t)� x(0)� tl + p�

Z t

0
x(s) ds,

j2
t (x) = e�1

Z t

0
m(x(s)) ds.

By Proposition 1.2, the mapping j1
t is continuous at any continuous x(�). By mi(�) � 1,

i = 1, . . . , I, and the dominated convergence theorem, the mapping j2
t is continuous

at any continuous x(�) that differs from zero everywhere except points forming a set
of zero Lebesgue measure. Then, by the continuity of eQ(�), (2.25) and the continuous
mapping theorem, we have

j1
t (Q q

) + j2
t (Q q

)) j1
t (eQ) + j2

t (eQ) as q! ¥.

On the other hand, by (2.23),

j1
t (Q q

) + j2
t (Q q

) = Gq(t)) 0 as q! ¥.

Hence, for any t 2 R+,

Pfj1
t (eQ) + j2

t (eQ) = 0g = PfeQ(�) satisfies (2.2) at tg = 1.

Let Wt denote either of the events (they coincide) in the last equality. Then, again due to
the continuity of eQ(�) and (2.25),

PfeQ(�) satisfies (2.2) in R+g = Pf
\

Wt over all rational t 2 R+g = 1.

2.7.3 Proof of Lemma 2.3

We split the proof into four parts. In the first two parts, we show that Assumptions 2.1
and 2.2 imply (i), and that (i) implies (ii), both for the single-class case. In the third part,
we show that the total population kQ(�)k1 of a multiclass model is bounded from below
by that of a single-class model with suitable parameters. Then (i) and (ii) hold for the
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multiclass case, too. In the last part, we show that (ii) implies (iii).

Assumptions 2.1 and 2.2 imply (i), single class case For every g from an interval
(0, g�], we construct a Markov chain (see fVg(n)gn2Z+ below) that, for all r large enough,
is a lower bound for the population process until the latter first hits the set [gr, ¥). Then
we choose a g so as to have (i) with fVg(n)gn2Z+ in place of fQr(n)gn2Z+ , and this
completes the proof.

Throughout the proof, d and # are fixed.

Without loss of generality, we assume that, for all r, a.s. Qr(0) = 0. Indeed, for all n and
x � y,

a.s. x� Dt(n, x)� Dr,a(n, x) � y� Dt(n, y)� Dr,a(n, y). (2.26)

Property (2.26) says that the process fQr(n)gn2Z+ admits path-wise monotonicity: the
bigger the initial value Qr(0) is, the bigger all the other values Qr(n), n � 1, are.

Further we make preparations needed to construct the lower-bound Markov chains. Let

h� = e�1 + (l� e�1)/2, B(k, 1/k)(f1g) � h� for k � N. (2.27)

Let fB(n)gn2N be a sequence of i.i.d. r.v.’s with the binomial distribution B(N, p).

We apply the following statement (see Section 2.8 for the proof) with a = (l� e�1)/4.

Statement 2.1. For any a > 0, there exists a g� = g�(a) and a family of r.v.’s fqgg0�g�g�

with the following properties:

(i) the family fqgg0�g�g� is uniformly integrable;

(ii) for any g 2 [0, g�], Eqg � a;

(iii) qg ) q0 as g! 0;

(iv) for any g 2 (0, g�], there exists an rg such that, for all r � rg, qg �st Br
g, where Br

g is a
r.v. with the binomial distribution B(bgrc, p/r).

For g 2 (0, g�], let fqg(n)gn2N be an i.i.d. sequence with qg(1)
d
= qg, and assume that

this sequence does not depend on fB(n)gn2N.

Now we construct the lower-bound Markov chains. For r large enough, Qr(n) < N
implies that

Qr(n + 1)�Qr(n)
a.s.
� A(n + 1)� 1�åN

i=1 xr(n, i) (2.28)

�st A(1)� 1� B(1),
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and N � Qr(n) < gr implies that

Qr(n + 1)�Qr(n)
a.s.
� A(n + 1)� IfU(n) � h�g �åbgrc

i=1 xr(n, i) (2.29)

�st A(1)� IfU(0) � h�g � qg.

Introduce the two i.i.d. sequences:

x(n) = A(n)� 1� B(n), n � 1, (2.30)
yg(n) = A(n)� IfU(n� 1) � h�g � qg(n), n � 1, (2.31)

and the two auxiliary Markov chains:

Vr
g(0) = 0,

Vr
g(n + 1) =

8>>>><>>>>:
(Vr

g(n) + x(n + 1))+ if Vr
g(n) < N,

(Vr
g(n) + yg(n + 1))+ if N � Vr

g(n) < gr,

Vr
g(n) + A(n + 1)� Dt

�
n, Vr

g(n)
�

�Dr,a
�

n, Vr
g(n)

�
if Vr

g(n) � gr,

Vg(0) = 0,

Vg(n + 1) =

�
(Vg(n) + x(n + 1))+ if Vg(n) < N,
(Vg(n) + yg(n + 1))+ if Vg(n) � N.

Put yr
g(gr) and yg(gr) to be the first hitting times of the set [gr, ¥) for the processes

fVr
g(n)gn2Z+ and fVg(n)gn2Z+ , respectively. Then yr

g(gr) = yg(gr) for all r.

The processes fVr
g(n)gn2Z+ and fQr(n)gn2Z+ are related in the following way: Vr

g(n) =
x, Qr(n) = y, where x � y, implies Qr(n + 1) �st Vr

g(n + 1). Indeed, due to inequalities
(2.26), (2.28) and (2.29),

Qr(n + 1) = y + A(n + 1)� Dt (n, y)� Dr,a (n, y)
a.s.
� x + A(n + 1)� Dt (n, x)� Dr,a (n, x)8<:
�st (x + x(n + 1))+ = Vr

g(n + 1), if x < N,
�st (x + y(n + 1))+ = Vr

g(n + 1), if N � x < gr,
= Vr

g(n + 1), if x � gr.

Then we get jr(gr) �st yr
g(gr) = yg(gr) as a consequence of the following result (see

Section 2.8 for the proof).

Statement 2.2. Suppose fX(n)gn2Z+ and fY(n)gn2Z+ are Markov chains with a common
state space S, where S is a closed subset of R, and deterministic initial states X(0) � Y(0).
Suppose also that, for any x � y and any z,

PfX(n + 1) � z
��X(n) = xg � PfY(n + 1) � z

��Y(n) = yg.



42 Chapter 2

Then there exist Markov Chains f eX(n)gn2Z+ and feY(n)gn2Z+ defined on a common proba-
bility space, distributed as fX(n)gn2Z+ and fY(n)gn2Z+ , respectively, and such that eX(n) �eY(n) a.s. for all n.

Now our goal is to choose a g 2 (0, g�] so as to have

lim r!¥P fyg(gr) � drg � 1� #. (2.32)

To track the moments when the process fVg(n)gn2Z+ reaches level N from below and
above, we recursively define the hitting times

tg(0) = 0, tg(i) = inffn � ng(i� 1) : Vg(n) � Ng, i 2N,
ng(0) = 0, ng(i) = inffn � tg(i) : Vg(n) < Ng, i 2N.

By convention, the infimum over the empty set is ¥. So, if either tg(i) = ¥, or ng(i) =
¥, then tg(j) = ng(j) = ¥ for all j > i.

Note that the r.v. t(1) := tg(1) is a.s. finite and does not depend on g because, for
n � t(1), the process fVg(n)gn2Z+ is a reflected homogeneous random walk with i.i.d.
increments fx(n)gn2N, which are given by (2.30) and do not depend on g. By Assump-
tion 2.1, Pfx(1) > 0g > 0, then Et(1) < ¥. Further, for any i, if ng(i� 1) is finite, then
tg(i) is finite, too, and the difference etg(i) := tg(i)� ng(i� 1) is stochastically bounded
from above by t(1).

Let qg(i) = Pfng(i) < ¥
��ng(i� 1) < ¥g. Then there exists a constant eq < 1 such that,

for all i and g small enough, qg(i) � eq. (2.33)

Indeed, for all g 2 [0, g�], consider the random walks Yg(n) := ån
i=1 yg(i) (here y0(n),

n 2 N, are defined by (2.31) with g = 0). By Statement 2.1, the family fyg(1)g0�g�g�

is uniformly integrable, and yg(1) ) y0(1) as g ! 0, which, together with Ey0(1) �
(l� e�1)/4 > 0, implies that infn2Z+ Yg(n) ) infn2Z+ Y0(n) as g ! 0 (see Asmussen
[5, Chapter X, Theorem 6.1]). Also Ey0(1) > 0 implies that Pfinfn2Z+ Y0(n) � 0g =:
p0 > 0 (see Asmussen [5, Chapter VIII, Theorem 2.4]). Then, for all i, Pfng(i) =
¥
��ng(i� 1) < ¥g � Pfinfn2Z+ Yg(n) � 0g ! p0 > 0, and, for all i and g small

enough, qg(i) � 1� p0/2 =: eq < 1.

Let Kg = inffi 2 N : ng(i) = ¥g. By (2.33), the Kg’s are stochastically bounded from
above by a geometric r.v. uniformly in g small enough,

PfKg > ig � eq i, i � 0. (2.34)

Further, for i = 1, . . . , Ig, define the hitting times

eng(i) = inffn 2 Z+ : ån
j=1 yg(tg(i) + j) � grg.

Since Eyg(1) > 0, these r.v.’s are finite. We have yg(gr) � å
Kg

i=1(etg(i) + eng(i)). Indeed,
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if minfi 2N : ng(i)� tg(i) � eng(i)g = k, then k � Kg because ng(Kg) = ¥, and

yg(gr) � tg(k) + eng(k)

= (tg(1)� ng(0)) + (ng(1)� tg(1)) + � � �+ (tg(k)� ng(k)) + eng(k)

� etg(1) + eng(1) + � � �+ etg(k) + eng(k)

� etg(1) + eng(1) + � � �+ etg(Kg) + eng(Kg).

Now we are ready to complete the proof. By (2.34), there exist k0 and eg such that
PfKg > k0g � # for all g � eg. Put d0 = d/(2k0) and g = minfg�, eg, d0(l� e�1)/8g.
Then

Pfyg(gr) > drg � P
n
å¥

i=1(etg(i) + eng(i))IfKg � ig > dr
o

� P
n
åk0

i=1(etg(i) + eng(i))IfKg � ig > dr
o

+ #

�åk0
i=1(tr

i + sr
i ) + #,

(2.35)

where

tr
i := Pfetg(i)IfKg � ig > d0Rg,

sr
i := Pfeng(i)IfKg � ig > d0rg.

Since fKg � ig � fn(i� 1) < ¥g and t(1) is a.s. finite,

tr
i � Pfetg(i)Ifn(i� 1) < ¥g > d0rg

= Pfetg(i) > d0rjn(i� 1) < ¥gPfn(i� 1) < ¥g
� Pft(1) > d0Rg ! 0 as r ! ¥.

(2.36)

For i = 1, . . . , Kg, we have fåbd0rc
j=1 yg(tg(i) + j) � grg � feng(i) � d0rg. Then

sr
i = Pfeng(i) > d0rjKg � igPfKg � ig

� Pfåbd0rc
j=1 yg(tg(i) + j) < grjKg � ig

= PfYg(bd0rc) < grg ! 0 as r ! ¥

(2.37)

because a.s. Yg(bd0rc)/r ! d0Eyg(1) � d0(l� e�1)/4 > d0g.

Finally, (2.35)–(2.37) imply (2.32).

(i) implies (ii), single class case By (i), we can choose a g > 0 such that, for large r,
the process Qr(�) reaches level gr in time jr(gr) � dr with high probability. Now we
prove that, within the time horizon [jr(gr), Dr], there exists a minorant for Qr(�) that,
for large r, stays close to level gr with high probability. Then Qr(�) stays higher than,
for example, level gr/2.
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We now proceed more formally. Fix d, D and #. Take h� and N the same as in (2.27).
Take g and r.v. qg that satisfy (i) of Lemma 2.3, (ii) (with a = (l � e�1)/4) of State-

ment 2.1 and (iv) of Statement 2.1. Let fq(n)gn2N be an i.i.d. sequence with q(1)
d
= qg,

and assume that this sequence does not depend on fA(n)gn2N and fU(n)gn2Z+ . Let
fvr(n)gn2N and fy(n)gn2N be i.i.d. sequences with vr(n) = A(n) � IfU(n � 1) �
h�g �å

bgrc
i=1 xr(n� 1, i) and y(n) = A(n)� IfU(n� 1) � h�g � q(n). Define the auxil-

iary processes

Vr(n) =

8<: Qr(n), n < jr(gr),
bgrc, n = jr(gr),
minfbgrc, Vr(n� 1)+vr(n)g, n > jr(gr),

and

eVr(0) = 0, eVr(n) = �( eVr(n� 1) + vr(n))�, n 2N,

Y(0) = 0, Y(n) = �(Y(n� 1) + y(n))�, n 2N.

The processes Qr(�) and Vr(�) coincide within the time interval [0, jr(gr)� 1]. Starting
from time jr(gr), as long as Vr(�) stays above level N, it stays a minorant for Qr(�).
Indeed, for r large enough, given N � Vr(i) � Qr(i), i = jr(gr), . . . , n, if Qr(n) � bgrc,
then, by (2.26),

Qr(n + 1)
a.s.
= bgrc+ A(n + 1)� Dt (n, bgrc)� Dr,a (n, bgrc)
= bgrc+ vr(n + 1) � Vr(n + 1),

and, if Qr(n) < bgrc, then

Qr(n + 1) � Qr(n) + A(n + 1)� IfU(n) � h�g �åbgrc
i=1 xr(n, i)

� Vr(n) + vr(n + 1) � Vr(n + 1).

Further, by independence arguments, for r large enough, we have y(1) �st vr(1), and
min0�i�n Y(i) �st min0�i�n eVr(i). Since Ey(1) > 0, min0�i�n Y(i)/n! 0 a.s. Hence

min0�i�bDrc eVr(i)/r ) 0 as r ! ¥. (2.38)

Now we are ready to complete the proof. Put C = g/2 and define the events

Er = fminbdrc�n�bDrc Qr(n) < rCg,
Ar = fjr(gr) � drg,
Br = fmin0�i�bDrc Vr(jr(gr) + i) � 3gr/4g.

Then PfErg � PfEr \ Ar \ Brg+ PfArg+ PfBrg, where
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� Er \ Ar \ Br � f3gr/4 � minbdRc�n�bDrc Qr(n) < gr/2g with the RHS event
being empty,

� limr!¥PfArg � #,

� by fVr(jr(gr) + n)gn2Z+

d
= f eVr(n) + bgrcgn2Z+ and (2.38), as r ! ¥,

PfBrg = Pfmin0�n�bDrc eV(n) < 3gr/4� bgrcg ! 0.

Hence, (ii) of Lemma (2.3) holds.

Single class bound for a multiclass class model Now we show that a model with
multiple classes of customers can be coupled with a suitable single-class model in such
a way that the population process of the single class model is majorised by the total
population of the multiclass model within the whole time horizon R+. This, in particu-
lar, implies that statements (i) and (ii) of the lemma, proven in the single class case, are
valid in the multiclass case, too.

For the multiclass model, we slightly modify the representation of the population pro-
cess suggested in Section 2.7.1. We only change the terms that represent impatient aban-
donments. For x 2 ZI

+, let

Dr,a
i (n, x) = åx1�Dt

1(n,x)+...+xi�Dt
i (n,x)

j=x1�Dt
1(n,x)+...+xi�1�Dt

i�1(n,x)
IfU(n, j) � pi/rg,

where fU(n, i)gi2N, n 2 Z+, are mutually independent i.i.d. sequences of r.v.’s dis-
tributed uniformly over the interval [0, 1]. We also assume that these sequences do not
depend on the random elements Qr(0), fA(n)gn2N and fU(n)gn2Z+ .

Consider a single-class model with

� initial condition eQr(0) = kQr(0)k1,

� arrival process eA(n) = kA(n)k1,

� reneging probability ep = max1�i�I pi,

and define its dynamics as follows:

eQr(n + 1) = eQr(n) + eA(n + 1)� eDt
�

n, eQr(n)
�
� eDr,a

�
n, eQr(n)

�
, (2.39)

where, for k 2 Z+,

eDt(n, k) = I fU(n) � h(k)g ,eDr,a(n, k) = åk� eDt(n,k)

i=1 I fU(n, i) � ep/rg ,

and the r.v.’s U(n), U(n, i), n 2 Z+, i 2N, are those defining the multiclass model.
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Then, in particular,Dt(n, x)


1
a.s.
= IfU(n) �åI

j=1 pj(x)g = eDt(n, kxk1),

IfU(n, j) � pi/rg � IfU(n, j) � ep/rg.
(2.40)

We show by induction that eQr(�) bounds kQr(�)k1 from below. Let Nr(n) = kQr(n)k1�eDt (n, kQr(n)k1), and suppose that eQr(n) � kQr(n)k1 a.s., then

kQr(n + 1)k1
a.s.
� kQr(n)k1 + A(n + 1)� eDt (n, kQr(n)k1)

�åNr(n)

i=1 IfU(n, i) � ep/Rg

= kQr(n)k1 + eA(n + 1)� eDt (n, kQr(n)k1)

� eDr,a (n, kQr(n)k1)
a.s.
� eQr(n) + eA(n + 1)� eDt(n, eQr(n))� eDr,a(n, eQr(n))

= Qr(n + 1),

where the first and last inequalities hold by (2.40) and (2.26) respectively, and the iden-
tity is due to representation (2.39).

(ii) implies (iii) By Proposition 1.2, it is enough to show that, for any D > 0 and all i,

sup0�s�D kG
r,2
i (s)k ) 0 as r ! ¥. (2.41)

Fix D and i. Recall that

Gr,2
i (t) = e�1

Z t

0
mr

i (s) ds�
�

1� pi
r

� Z brtc/r

0
hr(s)mr

i (s) ds, (2.42)

where mr
i (s) = mi(rQ r

(s)) and hr(s) = h(rkQ r
(s)k1). First, we estimate the subtractor

in (2.42). Since rkQ r
(�)k1 is integer-valued and non-negative, hr(�) � 1. Also mr

i (�) � 1.
Then, for t 2 [0, D], we have���� Z t

0
hr(s)mr

i (s) ds�
�

1� pi
r

� Z brtc/r

0
hr(s)mr

i (s) ds
����

=
Z t

brtc/r
hr(s)mr

i (s) ds +
pi
r

Z brtc/r

0
hr(s)mr

i (s) ds � 1 + piD
r

.

Take d < D, then

sup0�s�D kG
r,2
i (s)k � 1 + piD

r
+ sup0�t�D

���� Z t

0
mr

i (s)(e�1 � hr(s)) ds
����

� 1 + piD
r

+ (e�1 + 1)d + D supd�s�D je
�1 � hr(s)j. (2.43)
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Now we show that

xr(d, D) := supd�s�D ke
�1 � hr(s)k ) 0 as r ! ¥. (2.44)

For any s > 0, # > 0 and C(d, D, #) satisfying (2.24),

fxr(d, D) � sg � fxr(d, D) � s, infd�s�D kQ
r
(s)k1 � C(d, D, #)g

[ finfd�s�D kQ
r
(s)k1 < C(d, D, #)g

� fsups�R C(d,D,#) je
�1 � h(s)j � sg

[ finfd�s�D kQ
r
(s)k1 < C(d, D, #)g.

Here the first event in the very RHS is empty for r large enough, and hence

limr!¥Pfxr(d, D) � sg � limr!¥Pfinfd�s�D kQ
r
(s)k1 < C(d, D, #)g � #.

Since in the last inequality # > 0 is arbitrary, we have Pfxr(d, D) � sg ! 0 as r ! ¥
for any s > 0, which gives (2.44).

Finally, (2.43) and (2.44) imply (2.41).

2.7.4 Proof of Lemma 2.4

We prove the result in the single-class case. The same proof is valid for each coordinate
in the multiclass case.

Convergence of Gr,3(�) By Proposition 1.2, it suffices to show that, for any T > 0, as
r ! ¥,

mr(T) := sup0�t�T

Z t

brtc/r
Q r

(s) ds) 0. (2.45)

Since Q r
(�) is a constant function within the interval [brtc/r, t], we have

mr(T) = sup0�t�T Q r
(t)(rt� brtc)/r � sup0�t�T Q r

(t)/r

� Qr(0)/r2 + åbTrc
i=1 A(i)/r2,

which implies (2.45).

Convergence of Mr
(�) We represent the martingale fMr(n)gn2Z+ as a sum of three

other zero-mean martingales,

Mr(n) = Mr,1(n)�Mr,2(n)�Mr,3(n),
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Mr,1(n) = ån
i=1 A(i)� nl,

Mr,2(n) = ån�1
i=0 åQr(i)

m=1

�
xr(i, m)� p

r

�
,

Mr,3(n) = ån�1
i=0

�
Dt (i, Qr(i))� h (Qr(i))

�
+ ån�1

i=0 åQr(i)
m=Qr(i)�Dt(i,Qr(i))+1

�
xr(i, m)� p

r
h (Qr(i))

�
.

It suffices to show that, for any T > 0,

max1�n�brTc jMr,j(n)j/r ) 0 as r ! ¥, j = 1, 2, 3, (2.46)

so we fix a T > 0 for the rest of the proof.

For j = 1, (2.46) follows from the FLLN.

For all r and n, we have
jMr,2(n + 1)�Mr,2(n)j � 4. (2.47)

Then
Mr,2

(T) := jMr,2(brTc)j/r ) 0 as r ! ¥ (2.48)

by the following result (see Andrews [4]).

Proposition 2.3. Suppose that, for any n, fXn(l)gl2N is a martingale difference and that the
family fXn(l)gl,n2N is uniformly integrable. Then

1
n ån

l=1 Xn(l)) 0 as n! ¥.

By (2.47), (2.48) and Doob’s martingale inequality, for any #, s > 0,

Pfmax1�n�brTc jMr,2(n)j/r > #g � #�1EMr,2
(T)

= #�1E
h

Mr,2
(T)IfMr,2

(T) > sg
i

+ #�1E
h

Mr,2
(T)IfMr,2

(T) � sg
i

� #�14T PfMr,2
(T) > sg+ #�1s.

As we take r ! ¥ and then s! 0 in the last inequality, (2.46) with j = 2 follows.

Now we prove (2.46) for j = 3. The key tool of this proof is Markov’s inequality. We
have to show that, for any # > 0, as r ! ¥,

Pfmax1�n�brTc Mr,3(n)/r > #g ! 0, (2.49a)

Pfmin1�n�brTc Mr,3(n)/r < �#g ! 0. (2.49b)

By Taylor’s expansion, there exists an a� > 0 such that, for any a 2 [0, a�], r 2 [0, 1] and
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r.v. x(r) with Pfx(r) = 1g = r = 1�Pfx(r) = 0g, we have

Eea(x(r)�r) � ea2r, Eea(r�x(r)) � ea2r. (2.50)

Since Qr(n) � Qr(0) + å
brTc
i=1 A(i), 0 � n � brTc, and Qr(0)/r ) z0, and å

brTc
i=1 A(i)/r !

lT a.s., for any d > 0, there exists an M(d) > 0 such that

limr!¥Pfmax0�n�brTc Qr(n) > M(d)rg � d. (2.51)

Denote the event in (2.51) by Er(d) and put

a(d) = minfa�, #/(2M(d))g. (2.52)

We introduce the auxiliary martingale

eMr,d(n) = ån�1
i=0 å

eQr,d(i)
m=1 (xr(i, m)� p/r), n 2N,

where eQr,d(i) = maxfQr(i), M(d)rg.

Note that, on Er(d), we have eMr,d(n) = Mr,3(n), 1 � n � brTc. Hence

Pfmax1�n�brTc Mr,3(n)/r > #g

� Pfmax1�n�brTc eMr,d(n) > #rg+ PfEr(d)g

�åbrTc
n=1 Pf eMr,d(n) > #rg+ PfEN(d)g. (2.53)

By Markov’s inequality, (2.52) and (2.50), we have, for 1 � n � brTc,

exp(a(d)#r)Pf eMr,d(n) > #rg � E exp(a(d) eMr,d(n))

= E

�
E

�
Õn�1

i=0 Õ
eQr,d(i)
m=1 exp

�
a(d)(xr(i, m)� p/r)

����Qr(0), . . . , Qr(n� 1)

��
� E

�
exp

�
a2(d)(p/r)M(d)rn

��
� exp

�
a2(d)M(d)r

�
. (2.54)

By (2.51) and (2.52), bounds (2.53) and (2.54) imply that

limr!¥Pfmax1�n�brTc Mr,3(n)/r > #g � d,

where d > 0 is arbitrary. Hence, convergence (2.49a) holds. Convergence (2.49b) can be
treated similarly.
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2.8 Proofs of auxiliary results

Proof of Statement 2.1. There exists an r� > 0 such that, for all n 2 Z+, g 2 (0, 1] and
r � r�,

enPfBr
g � ng � E exp(Br

g) = (ep/r + 1� p/r)bgrc � exp((e� 1)p) =: m.

Take N� such that ån>N� mne�n � a/2, and g� = minf1, a/(4p)g. Fix g 2 (0, g�].
Since the binomial distributions B(bgrc, p/r) converge weakly to the Poisson distribu-
tion Pois(gp) as r ! ¥, there exists an rg � r� such that

PfBr
g = ng � 2Pois(gr)(fng), r � rg, n = 0, . . . N�.

For g 2 (0, g�], put
Pfqg � ng = me�n, n > N�, (2.55)

and

Pfqg = ng = min f2Pois(gr)(fng), 1�Pfqg � n + 1gg , n = N�, . . . , 0.

For g = 0, put (2.55) and

Pfq0 � 0g = 1� me�N��1,
Pfq0 = ng = 0, n = 1, . . . , N�.

Proof of Statement 2.2. Define

P(x, �z) = P
�

X(n + 1) � z
��X(n) = x

	
,

Q(y, �z) = P
�

Y(n + 1) � z
��Y(n) = y

	
.

Let fU(n); n � 0g be an i.i.d. sequence with U(0) distributed uniformly over [0, 1]. Then
put

eX(0) = X(0),eX(n + 1) = supfz 2 S : U(n) � 1� P( eX(n), �z)g,eY(0) = Y(0),eY(n + 1) = supfz 2 S : U(n) � 1� P(eY(n), �z)g.



Chapter 3

Bandwidth-Sharing Networks
with Rate Constraints

3.1 Introduction

Bandwidth-sharing policies as introduced by Massoulié and Roberts [97, 75] dynam-
ically distribute network resources among a changing population of users. Processor
sharing is an example of such a policy and assumes a single resource. Bandwidth-
sharing networks are of great research and practical interest. Along with the basic appli-
cation in telecommunications, e.g. Internet congestion control, they also have recently
been suggested as a tool in analyzing problems in road traffic, see Kelly and Williams
[58].

The main issues in bandwidth-sharing related research are stability conditions and per-
formance evaluation. A variety of results regarding the first topic may be found in
de Veciana et al. [34, 35], Bonald and Massoulié [10], Mo and Walrand [80], Massoulié
[74], Bramson [22], Gromoll and Williams [45], and Chiang et al. [27]. As for the second
topic, for special combinations of network topologies and bandwidth-sharing policies,
the network stationary distribution may be shown to have a product form and be in-
sensitive to the flow size distribution, see Bonald et al. [11]. In general however, ap-
proximation methods must be used, which is the subject matter of the present chapter.
Fundamental papers on fluid limit approximations for bandwidth sharing-networks are
Kelly and Williams [57] and Gromoll and Williams [46]. Some more results on fluid and
diffusion approximations are to be found in Egorova et al. [38], Borst et al. [15], Kang
et al. [54] and Ye and Yao [118, 119]. The latter works ignore the fact that generally
in practice the maximum service rate of an individual user is constrained, as has been
pointed out by Roberts [96].

To the best of our knowledge, Ayesta and Mandjes [6] were the first to deal with fluid
and diffusion approximations of bandwidth-sharing networks with rate limitations.
They consider two specific settings, first without rate constraints, and then they truncate
the capacity constraints at the rate maxima. Reed and Zwart [88] develop a different ap-
proach in the context of general bandwidth-sharing networks. They incorporate the rate
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constraints into the network utility maximization procedure that defines bandwidth al-
locations. Thus, users operating below the maximal rate are allowed to take up the
bandwidth that is not used by other rate constrained users, and bandwidth allocations
are Pareto optimal. An interesting feature of both [6] and [88] is the scaling regime. In
contrast to the other papers on bandwidth-sharing mentioned above, which mostly fo-
cus on the large-time properties of networks with fixed-order parameters, [6] and [88]
view networks on a fixed-time scale letting arrival rates and capacities grow large. This
large capacity scaling reflects the fact that overall network capacity and individual user
rate constraints may be of different orders of magnitude. For example, it is common
that Internet providers set download speed limitations for individual users which are
typically measured in megabits per second, while network capacities are measured in
gigabits or terabits per second.

The framework of [88] is rather comprehensive. In particular, it allows abandonments
of flows: each flow knows how long it can stay in the system and abandons as soon
as its service is finished or its patience time expires, whichever happens earlier. This
chapter builds upon [88] by relaxing its stochastic assumptions: we assume a general
distribution for interarrival times and a general joint distribution for the size and pa-
tience time of a flow (in particular, the flow size and patience time are allowed to be de-
pendent), while [88] assumes a Markovian setting with independent arrivals, flow sizes
and patience times. We study the behavior of bandwidth-sharing networks in terms of
measure-valued processes that are called state descriptors and that keep track of resid-
ual flow sizes and residual patience times. The first main result of the chapter is a fluid
limit theorem (it generalizes the fluid limit result of [88] to non-Markovian stochastic
assumptions). We show that the scaled state descriptors are tight with all weak limit
points a.s. solving a system of deterministic integral equations. We provide a sufficient
condition for these deterministic equations to have a unique solution. In terms of proof
techniques, these results are closely related to previous work on bandwidth-sharing
[46], processor-sharing with impatience [47], and bandwidth-sharing in overload con-
ditions [15, 38]. The rate constraints play a crucial role in adopting the techniques of the
cited papers. For example, [47] requires an additional assumption of overload to elim-
inate problems at zero. In our case however, due to the rate constraints, the network
never empties, and the load conditions become irrelevant.

Our second main result, which is a new type of result for bandwidth-sharing networks,
is convergence of the scaled network stationary distribution to the fixed point of the
deterministic limit equations, provided the fixed point is unique. There is a similar
result by Kang and Ramanan [53] for a call center model, but the techniques of [53]
are different than ours. Applying the approach of Borst et al. [15], we prove that in
many cases the fixed point can be found by solving an optimization problem with a
strictly concave objective function and a polyhedral constraint set, and thus is unique
and computable in polynomial time. We also construct an example with multiple fixed
points, which is a feature that is distinctive from earlier cited works. For this group of
results, we suggest novel proof ideas which we believe can be extended to models other
than bandwidth-sharing. In particular, we derive equations for the lower and upper
asymptotic bounds for fluid limits (see Theorem 3.4). For a wide class of networks,
these equations can be solved, and then asymptotic stability of the fixed point can be
shown. Another interesting idea is that, in the stationary regime, the properties of a
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network depend on newly arriving flows only, since all initial flows are gone after some
point (see Lemma 3.2). To guarantee existence of a unique stationary distribution, we
assume Poisson arrivals. Poisson arrivals also imply M/G/¥ bounds that we exploit
heavily in the proofs.

The structure of the chapter is as follows. Section 3.2 describes the stochastic bandwidth-
sharing model. Section 3.3 introduces deterministic integral equations mimicking the
stochastic network, we call them the fluid model. Also Section 3.3 states sufficient condi-
tions for a solution to the fluid model to be unique, and for a fixed solution to the fluid
model to be unique and asymptotically stable. Sections 3.4 and 3.5 discuss convergence
of the scaled state descriptor and its stationary distribution to the fluid model and its
fixed point, respectively. Sections 3.6, 3.7 and 3.8 contain the proofs of the statements
from Sections 3.3, 3.4 and 3.5. Section 3.9 proves auxiliary results. In the remainder of
this section, we list the notations that are specific for the current chapter.

Notation First we describe the space of measures where the state descriptor of a band-
width-sharing network takes values. For a measure x on R2

+ and a x-integrable func-
tions f : R2

+ ! R, define

h f , xi :=
Z

R2
+

f dx.

If x = (x1, . . . , x I) is a vector of such measures, put

h f , xi := (h f , x1i, . . . , h f , x Ii).

Let M be the space of finite non-negative Borel measures on R2
+ endowed with the

weak topology: xk w! x inM as k ! ¥ if and only if h f , xki ! h f , xi for all continuous
bounded function f : R2

+ ! R. Weak convergence of elements of M is equivalent to
convergence in the Prokhorov metric given by: for x, j 2 M,

dM(x, j) := inff# : x(B) � j(B#) + #, j(B) � x(B#) + #

for all non-empty closed B � R2
+g,

where B# := fx 2 R2
+ : infy2B kx� yk < #g.

For x,j 2 MI , define
dMI (x,j) := max1�i�I dM(xi, ji).

Equipped with the metric dMI (�, �), the spaceMI is separable and complete.

3.2 Stochastic model

This section contains a detailed description of the model under consideration. In par-
ticular, it specifies the structure of the network, the policy it operates under and the
stochastic dynamical assumptions. Also, a stochastic process is introduced that keeps
track of the state of the network, see the state descriptor paragraph.
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Network structure Consider a network that consists of a finite number of links labeled
by j = 1, . . . , J. Traffic offered to the network is represented by elastic flows coming from
a finite number of classes labeled by i = 1, . . . , I. All class i flows are transferred through
a certain subset of links, which is called route i. Transfer of a flow starts immediately
upon its arrival and is continuous with all links on the route of the flow being traversed
simultaneously. Let A be the J � I incidence matrix, where Aj,i = 1 if route i contains
link j and Aj,i = 0 otherwise.

Suppose that at a particular time t the population of the network is z = (z1, . . . , zI) 2
ZI

+, where zi stands for the number of flows on route i. All flows on route i are trans-
ferred at the same rate li(z) that is at most mi 2 (0, ¥). If zi = 0, put li(z) := 0. We refer
to Li(z) := li(z)zi as the bandwidth allocated to route i. The sum of the bandwidths allo-
cated to the routes that contain link j is the bandwidth allocated through link j and is at most
Cj 2 (0, ¥). We call Cj the capacity of link j. Hence, the vectors l(z) = (l1(z), . . . , lI(z))
and L(z) = (L1(z), . . . , LI(z)) must satisfy

A(l(z)� z) = AL(z) � C, l(z) � m,

where C = (C1, . . . , CJ) and m = (m1, . . . , mI) are the vectors of link capacities and rate
constraints.

Bandwidth-sharing policy At each point in time, the link capacities should be dis-
tributed among the routes in such a way that the network utility is maximized. Namely,
to each flow on route i we assign a utility Ui(�) that is a function of the rate allocated to
that flow. Assume that the functions Ui(�) are strictly increasing and concave in R+, and
twice differentiable in (0, ¥) with limx#0 U 0i (x) = ¥. We also allow limx#0 Ui(x) = �¥
as, for example, in the case of a logarithmic function. Then, for z 2 RI

+, the vector l(z)
of rates is the unique optimal solution to

maximize åI
i=1 zi Ui(li)

subject to A(l� z) � C, l � m,
(3.1)

where, by convention, 0 � (�¥) := 0. Although the population vector has integer-
valued coordinates, we assume that l(z) and L(z) := l(z)� z are defined via (3.1) in
the entire orthant RI

+ to accommodate fluid analogues of the population process later.

The utility maximization procedure (3.1) implies that li(z) = Li(z) = 0 if zi = 0. The
assumption limx#0 U 0i (x) = ¥ guarantees non-idling, that is li(z), Li(z) > 0 if zi > 0.
Reed and Zwart [88] proved that the functions l(�) and L(�) are differentiable in any
direction and, in particular, locally Lipschitz continuous in the interior of RI

+. We also
show continuity of L(�) on the boundary of RI

+ (see Section 3.9).

Lemma 3.1. The bandwidth allocation function L(�) is continuous in RI
+.

Stochastic assumptions All stochastic primitives introduced in this paragraph are de-
fined on a common probability space (W,F , P) with expectation operator E.
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Suppose at time zero there is an a.s. finite number of flows in the network, we call them
initial flows. A random vector Z0 = (Z0

1 , . . . , Z0
I ) 2 RI

+ represents the initial population,
and Z0

i is the number of initial flows on route i. New flows arrive to the network accord-
ing to a stochastic process E(�) = (E1, . . . , EI)(�) with sample paths in the Skorokhod
space D(R+, RI

+). The coordinates of the arrival process are independent counting pro-
cesses. Recall that a counting process is a non-decreasing non-negative integer-valued
process starting from zero. For t 2 R+, Ei(t) represents the number of flows that have
arrived to route i during the time interval (0, t]. The kth such arrival occurs at time
Ui,k = infft 2 R+ : Ei(t) � kg, it is called flow k on route i, k 2 N. Simultaneous arrivals
are allowed.

Flows leave the network due to transfer completions or because they run out of pa-
tience, depending on what happens earlier for each particular flow. Flow sizes and
patience times are drawn from sequences f(B0

i,l , D0
i,l)gl2N, f(Bi,k, Di,k)gk2N, i = 1, . . . , I,

of (0, ¥)2-valued r.v.’s. For l = 1, . . . , Z0
i , B0

il and D0
il represent the residual size and

residual patience time at time zero of initial flow l on route i. For k 2 N, Bik and Dik
represent the initial size and initial patience time of flow k on route i, where “initial”
means as upon arrival at time Ui,k. Let (Bi,k, Di,k), k 2N, be i.i.d. copies of a r.v. (Bi, Di)
with distribution law qi; and let the mean values EBi =: 1/mi and EDi = 1/ni be finite.
Assume that the sequences f(Bi,k, Di,k)gk2N are independent and do not depend on the
arrival process E(�). For the moment, we do not make any specific assumptions about
the sequences f(B0

i,l , D0
i,l)gl2N.

State descriptor We denote the population process by Z(�) = (Z1(�), . . . , ZI(�)), where
Zi(t) is the number of flows on route i at time t. As can be seen from what follows, Z(�)
is a random element of the Skorokhod space D(R+, RI

+).

For i = 1, . . . , I, introduce operators Si : D(R+, RI
+)! C(R2

+, R+) defined by

Si(z, s, t) :=
Z t

s
li(z(u)) du,

For t � s � 0, Si(Z, s, t) is the cumulative bandwidth allocated per flow on route i during time
interval [s, t]. The residual size and residual lead time at time t of initial flow l = 1, . . . , Z0

i
on route i are given by

B0
i,l(t) := (B0

i,l � Si(Z, 0, t))+,

D0
i,l(t) := (D0

i,l � t)+,

and those of flow k = 1, . . . , Ei(t) on route i by

Bi,k(t) := (Bi,k � Si(Z, Ui,k, t))+

Di,k(t) := (Di,k � (t�Ui,k))+.

The state of the network at any time t is defined by the residual sizes and residual pa-
tience times of the flows present in the network. With each flow, we associate a dot
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in R2
+, whose coordinates are the residual size and residual patience time of the flow

(see Figure 3.1). As a flow is getting transferred, the corresponding dot moves toward
the axis: to the left at the transfer rate (which is li(Z(t)) for a flow on route i) and
downward at the constant rate of 1. As a dot hits the vertical axis, the correspond-
ing flow leaves due to completion of its transfer. As a dot hits the horizontal axis, the
corresponding flow leaves due to impatience. We combine these moving dots into the
stochastic process Z(�) = (Z1, . . . ,ZI)(�) 2 D(R+,MI) with

Zi(t) := åZ0
i

l=1 d+
(B0

i,l(t),D0
i,l(t))

+ åEi(t)
k=1 d+

(Bi,k(t),Di,k(t)), (3.2)

where, for (x1, x2) 2 R2
+, d+

(x1,x2)
2 M is the Dirac measure at (x1, x2) if x1 ^ x2 > 0

and zero measure otherwise (i.e. assigns a zero mass to any Borel subset of R2
+). That

is, Zi(t) is a counting measure on R2
+ that assigns a unit mass to each of the dots repre-

senting class i flows except those on the axes. The process Z(�) given by (3.2) is called
the state descriptor. Note that the total mass of the state descriptor coincides with the
network population, h1, Z(�)i = Z(�).

When proving the results of the chapter, we decompose the state descriptors into two
parts keeping track of initial and newly arriving flows, respectively. That is,

Z(�) = Z init(�) + Znew(�),

where

Z init
i (t) := åZi(0)

l=1 d+
(B0

i,l(t),D0
i,l(t))

,

Znew
i (t) := åEi(t)

k=1 d+
(Bi,k(t),Di,k(t)).

We also define the corresponding total mass processes

Zinit(�) := h1, Z init(�)i, Znew(�) := h1, Znew(�)i.

3.3 Fluid model

In this section we define and investigate a fluid model that is a deterministic analogue
of the stochastic model described in the previous section. Later on the fluid model will
be shown to arise as the limit of the stochastic model under a proper fluid scaling. This
convergence implies, in particular, existence of the fluid model.

To define the fluid model we need data (h, q, z0) 2 (0, ¥)I �MI �MI . The coordinates
of h play the role of arrival rates. As in the previous section, qi (the ith coordinate of q)
is the joint distribution of the generic size Bi and patience time Di of a newly arrived
flow on route i with finite expectations EBi = 1/mi and EDi = 1/ni. We also introduce
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Figure 3.1: The i-th coordinate Zi(�) of the state descriptor puts a unit mass to
the dots representing class i flows except those on the axes.

the constants
ri := hi/mi, si := hi/ni,

and the vectors r, s 2 (0, ¥)I ,

r := (r1, . . . , rI), s := (s1, . . . , sI).

Finally, the measure-valued vector z0 characterises the initial state of the network. Put
z0 := h1, z0i and, for all i, take a r.v. (B0

i , D0
i ) that is degenerate at (0, 0) if z0

i = 0
and has distribution z0

i /z0
i otherwise. Then z0 represents the initial population, and

(B0
i , D0

i ) the generic size and patience time of an initial flow on route i. We only consider
initial conditions z0 such that the (marginal) distributions of B0

i and D0
i have no atoms.

This restriction is necessary because we require the fluid model to be continuous, see
Definition 3.1 below.

Denote by C the collection of corner sets,

C := f[x, ¥)� [y, ¥) : (x, y) 2 R2
+g.

Definition 3.1. A pair (z, z) 2 C(R+,MI)� C(R+, RI
+) is called a fluid model solution

(FMS) for the data (h, q, z0) if z(�) = h1, z(�)i and, for all i, t 2 R+ and A 2 C,

zi(t)(A) = z0
i Pf(B0

i , D0
i ) 2 A + (Si(z, 0, t), t)g

+ hi

Z t

0
Pf(Bi, Di) 2 A + (Si(z, s, t), t� s)g ds. (3.3)



58 Chapter 3

In particular, for all i and t 2 R+,

zi(t) = zi(t)(R2
+) = z0

i PfB0
i � Si(z, 0, t), D0

i � tg

+ hi

Z t

0
PfBi � Si(z, s, t), Di � t� sg ds. (3.4)

The function z(�) is called a measure-valued fluid model solution (MVFMS) and the function
z(�) a numeric fluid model solution (NFMS)

Equations (3.3) and (3.4) have appealing physical interpretations. For example, (3.4)
simply means that a flow is still in the network at time t if its size and patience exceed,
respectively, the amount of service it has received and the time that has passed since its
arrival up to time t.

Remark 3.1. By Dynkin’s p-l theorem (see [47, Section 2.3]), FMS’s satisfy (3.3) with
any Borel set A � R2

+.

Remark 3.2. FMS’s are invariant with respect to time shifts in the sense that, if (z, z)(�) is
an FMS, then, for any d > 0, (zd, zd)(�) := (z, z)(�+ d) is an FMS for the data (h, q, z(d)).
That is, for all i, t � d and Borel sets A � R2

+,

zi(t)(A) = zi(d)(A + (Si(z, d, t), t� d))

+ hi

Z t

d
Pf(Bi, Di) 2 A + (Si(z, s, t), t� s)g ds, (3.5a)

zi(t) = zi(d)([Si(z, d, t), ¥)� [t� d, ¥))

+ hi

Z t

d
PfBi � Si(z, s, t), Di � t� sgds. (3.5b)

Remark 3.3. The measure-valued and numeric components of an FMS uniquely define
each other. In particular, uniqueness of an NFMS implies uniqueness of an MVFMS,
and the other way around.

As was mentioned earlier, the existence of FMS’s is guaranteed by Theorem 3.5 that fol-
lows in the next section. In the rest of this section, we discuss sufficient conditions for
an FMS to be unique and for an invariant (i.e. constant) FMS to be unique and asymp-
totically stable. To prove the stability result, we derive relations for asymptotic bounds
for FMS’s, which seems to be a novel approach since we have not seen analogous results
in the related literature. We also give an example of multiple invariant FMS’s.

Uniqueness of an FMS The proof of the following theorem follows along the lines of
the proofs of similar results [15, Proposition 4.2] and [47, Theorem 3.5], see Section 3.6.

Theorem 3.1. Suppose that either (i) z0
i = 0 for all i, or (ii) z0 2 (0, ¥)I and the first projection

of z0 is Lipschitz continuous, i.e. there exists a constant L 2 (0, ¥) such that for all i, x < ex
and y,

z0
i ([x, ex]� [y, ¥)) � L(ex� x).
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Then an FMS for the data (h, q, z0) is unique.

Uniqueness of an invariant FMS Let (z�, z�) be an invariant FMS (we also call it a
fixed point). By Lemma 3.3 in Section 3.6, all of the coordinates of z� are positive, and the
fluid model equations (3.3) and (3.4) for (z�, z�) look as follows: for all i, Borel subsets
A � R2

+ and t 2 R+,

z�i (A) = z�i (A + (li(z�)t, t))

+ hi

Z t

0
qi(A + (li(z�)s, s)) ds, (3.6)

z�i = z�i ([li(z�)t, ¥)� [t, ¥))

+ hi

Z t

0
PfBi � li(z�)s, Di � sg ds. (3.7)

Letting t! ¥ in (3.6) and (3.7), we obtain the equations

z�i (A) = hi

Z ¥

0
qi(A + (li(z�)s, s))ds, (3.8)

z�i = hiE(Bi/li(z�) ^ Di), (3.9)

which are actually equivalent to (3.6) and (3.7).

Thus, we have the closed-form equation (3.9) for the numeric components of invariant
FMS’s, and the corresponding measure-valued components are defined by (3.8). In par-
ticular, uniqueness of an invariant FMS is equivalent to uniqueness of a solution to (3.9).

Multiplying the coordinates of (3.9) by the corresponding rates li(z�), we obtain the
equivalent equation

Li(z�) = gi(li(z�)) for all i, (3.10)

where
gi(x) := hiE(Bi ^ xDi), x 2 R+.

We suggest a sufficient condition for uniqueness of a solution to (3.10) (i.e. of an invari-
ant NFMS) that involves the left most points of supports of certain distributions.

Definition 3.2. For an R-valued r.v. X, denote by inf X the left most point of its support.
Recall that the support of X is the minimal (in the sense of inclusion) closed interval S
such that PfX 2 Sg = 1.

As we show later (see Lemmas 3.6 and 3.7 in Section 3.6), if mi � 1/ inf(Di/Bi), where
1/0 := ¥ by definition, the function gi(�) is continuous and strictly increasing in the
interval [0, mi], implying that its inverse is well-defined in [0, gi(mi)]. Then we can prove
the following result.

Theorem 3.2. Let
inf(Di/Bi) � 1/mi for all i. (3.11)
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Then there exists a unique invariant FMS (z�, z�), and the bandwidth allocation vector L(z�)
is the unique solution to the optimization problem

maximize åI
i=1 Gi(Li)

subject to AL � C, Li � gi(mi) for all i,
(3.12)

with strictly concave functions Gi(�) such that G0i(�) = U 0i (g�1
i (�)) in [0, gi(mi)].

Remark 3.4. Note that it is realistic to assume that flows do not abandon if they are
always served at the maximum rate, i.e. that Di � Bi/mi. For such routes, we have
gi(mi) = ri, and the sufficient uniqueness condition (3.11) reads as inf(Di/Bi) = 1/mi.

The complete proof of Theorem 3.2 is postponed to Section 3.6, here we only discuss
the main ideas. As we plug the fixed point equation (3.10) into the optimization prob-
lem (3.1) for the rate vector l(z�), the problem (3.12) follows through two applications
of the KKT conditions — necessary and sufficient conditions for optimality. The prob-
lem (3.12) is strictly concave and does not depend on z�. Hence, L(z�) =: L� is the
same for all invariant points z�. This idea of transforming the optimization problem
defining the rate vector combined with the fixed point equation into an independent
problem for the bandwidth allocation vector we adopted from Borst et al. [15, Lemma
5.2]. Now, since the functions gi(�) are invertible in the feasible rate intervals [0, mi], it
follows from (3.10) that the fixed point is unique and given by

z�i = L�i /g�1
i (L�i ). (3.13)

Note that this method not only proves uniqueness of an invariant FMS, but also sug-
gests a two-step algorithm to compute it: first we need to solve the strictly concave
optimization problem (3.12) for L�, which can be done with any desired accuracy in
polynomial time, and then we can compute the fixed point z� itself by formula (3.13).

Example 3.1 (Single link). The sufficient condition for uniqueness of an invariant FMS
given by Theorem 3.2 is sometimes also necessary. Consider, for example, processor
sharing in critical load, that is J = I = 1 and (omitting the link and class indices) r = C.
In this case, the fixed point equation (3.9) looks like

z� = h E

�
B

C/z� ^m
^ D

�
,

which, for z� such that C/z� � m and Bz�/C � D a.s., reduces to

z� = hE(Bz�/C ^ D) = hEBz�/C = rz�/C = z�.

That is, any z� 2 [C/m, C inf D/B] is an invariant NFMS. In particular, if inf D/B >
1/m, which violates the assumption of Theorem 3.2, then there is a continuum of in-
variant FMS’s.

For a single link critically loaded by multiple classes of flows, we have an analogous
result, which is more complicated to derive and therefore the proof is postponed to
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Section 3.6.

Theorem 3.3. Assume that J = 1 (in what follows we omit the link index), and that the utility
functions are Ui(x) = ki log x. If åI

i=1 hiE(Bi/mi ^Di) 6= C, then there is a unique invariant
FMS. Otherwise there might be a continuum of invariant FMS’s.

Asymptotic bounds for FMS’s Here we derive asymptotic bounds for NFMS’s that,
for a wide class of bandwidth-sharing networks, imply convergence to the invariant
NFMS provided it is unique.

Theorem 3.4. There exist constants l = (l1, . . . , lI), u = (u1, . . . , uI) 2 (0, ¥)I such that, for
any NFMS z(�) and all i,

0 < li � lim t!¥zi(t) � limt!¥zi(t) � ui.

These constants satisfy the following relations: for all i,

li = hiE(Bi/Ri(l, u) ^ Di),
ui = hiE(Bi/ri(l, u) ^ Di),

(3.14)

where the functions r(�, �) = (r1, . . . , rI)(�, �) and R(�, �) = (R1, . . . , RI)(�, �) are defined by:
for all i and x � ex,

ri(x,ex) := infx�z�ex li(z), Ri(x,ex) := supx�z�ex li(z).

Remark 3.5. There could be more than one pair of vectors (l, u) solving (3.14). The
asymptotic bounds l and u for NFMS’s given by Theorem 3.4 form one of such pairs.

We now proceed with the proof of Theorem 3.4.

Proof. Note that if, for all i,

0 < eli � lim t!¥zi(t) � limt!¥zi(t) � eui, (3.15)

then also

lim t!¥zi(t) � hiE(Bi/Ri(el, eu) ^ Di),

limt!¥zi(t) � hiE(Bi/ri(el, eu) ^ Di).
(3.16)

Indeed, by (3.15), for any # 2 (0, min1�i�I eli), there exists a t# such that, for all i and
t � t#, eli � # � zi(t) � eui + #.

Put # := (#, . . . , #) 2 RI
+, then we have, for t � s � t#,

ri(el� #, eu + #)(t� s) � Si(z, s, t) � Ri(el� #, eu + #)(t� s),
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which, when plugged into the shifted fluid model equation (3.5b), implies that, for all
t � t#,

zi(t) � hi

Z t

t#

PfBi � Ri(el� #, eu + #)(t� s), Di � (t� s)g ds,

zi(t) � zi(t#)
�
[Si(z, t#, t), ¥)� [t� t#, ¥)

�
+ hi

Z t

t#

PfBi � ri(el� #, eu + #)(t� s), Di � (t� s)g ds,

where z(�) is the corresponding MVFMS. Taking t ! ¥ in the last two inequalities, we
obtain

lim t!¥zi(t) � hiE(Bi/Ri(el� #, eu + #) ^ Di),

limt!¥zi(t) � hiE(Bi/ri(el� #, eu + #) ^ Di),

and then (3.16) follows as #! 0.

Now we will iterate (3.15)–(3.16). The rate constraints plugged into (3.4) imply the initial
bounds: for all i,

lim t!¥zi(t) � hiE(Bi/mi ^ Di) =: l0
i > 0,

limt!¥zi(t) � hiEDi =: u0
i ,

and then (3.15)–(3.16) yield the recursive bounds: for all k 2N and i,

lim t!¥zi(t) � hiE(Bi/Ri(lk�1, uk�1) ^ Di) =: lk
i ,

limt!¥zi(t) � hiE(Bi/ri(lk�1, uk�1) ^ Di) =: uk
i .

(3.17)

The sequence flkgk2N is non-decreasing and bounded from above by u0. The sequence
fukgk2N is non-increasing and bounded from below by l0. Hence, there exist the limits
lim lk =: l and lim uk =: u. In (3.17), let k! ¥, then (3.14) follows.

Note finally that the recursive bounds flkgk2N and fukgk2N as well as their limits l and
u do not depend on a particular NFMS.

Asymptotic stability of an invariant FMS It is natural to assume that transfer rates
in a bandwidth-sharing network decrease as its population grows. In particular, tree
networks satisfy this property, see [15].

Definition 3.3. If ez � z 2 (0, ¥)I implies l(ez) � l(z), the network is called monotone.

For monotone networks, the system of equations (3.14) decomposes into two indepen-
dent systems of equations for the lower bound l and for the upper bound u: for all i,
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li = hiE(Bi/li(l) ^ Di), (3.18a)
ui = hiE(Bi/li(u) ^ Di), (3.18b)

which implies the following result.

Corollary 3.1. Suppose that the network is monotone and has a unique invariant FMS (z�, z�).
Then any FMS (z, z)(t)! (z�, z�) as t! ¥.

Indeed, both (3.18a) and (3.18b) coincide with the fixed point equation (3.9), and since
Corollary 3.1 assumes that the latter equation has a unique solution z�, it immediately
follows by Theorem 3.4 that, for any NFMS z(�) and all i,

li = lim t!¥zi(t) = limt!¥zi(t) = ui = z�i .

In Section 3.9 we also show that z(t)! z� implies z(t)! z�.

3.4 Fluid limit theorem

In this section we study the asymptotic behavior of the stochastic network described in
Section 3.2 as its global parameters — capacities and arrival rates — grow large, while
the characteristics of an individual flow remain of a fixed order. This is a fluid scaling,
which we refer to as the large capacity regime.

Large capacity fluid scaling With each positive number r, we associate a stochastic
model as defined in Section 3.2. We label all parameters associated with the r-th model
with a superscript r. In particular, model r is defined on a probability space (Wr,F r, Pr)
with expectation operator Er. We assume the following.

Assumption 3.1. Network structure, rate constraints and utility function are the same in all
models: Ar = A, mr = m and U r

i (�) = Ui(�) for all i.

Assumption 3.2. Link capacities grow linearly in r: Cr = rC.

Assumption 3.3. Arrival rates grow linearly in r: Er
(�) := Er(�)/r ) h(�) as r! ¥, where

h(t) := th and h 2 (0, ¥)I .

Assumption 3.4. Flow sizes and patience times remain of a fixed order: for all i, (Br
i , Dr

i ) )
(Bi, Di) as r! ¥, where (Bi, Di) are (0, ¥)I-valued r.v.’s with distributions qi and finite mean
values (1/mi, 1/ni), and also (1/mr

i , 1/nr
i )! (1/mi, 1/ni).

Assumption 3.5. The scaled initial configuration converges in distribution to a random vector
of finite measures: Z r

(0) := Z r(0)/r ) z0, where, for all i, the projections z0
i (� �R+) and

z0
i (R+ � �) are a.s. free of atoms.
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Fluid limit theorem In the large capacity regime, the stochastic model defined is Sec-
tion 3.2 converges to the fluid model defined in Section 3.3. More precisely, introduce
the scaled versions of the state descriptors and population processes:

Z r
(�) := Z r(�)/r, Zr

(�) := h1, Z r
(�)i = Zr(�)/r,

and also the scaled versions of their two components:

Z r, init
(�) := Z r, init(�)/r,

Zr, init
(�) := h1, Z r, init

(�)i = Zr, init(�)/r,

Z r, new
(�) := Z r, new(�)/r,

Zr, new
(�) := h1, Z r, new

(�)i = Zr, new(�)/r.

Remark 3.6. Let l(�) be the rate allocation function in the unscaled network, then

lr(z) =: arg maxA(l�z)�rC
l�m

åI
i=1 zi Ui(li)

= arg maxA(l�z/r)�C
l�m

åI
i=1(zi/r)Ui(li) =: l(z/r),

and

Sr
i (Zr, s, t) :=

Z t

s
lr

i (Zr(u))du =
Z t

s
li(Zr

(u))du =: Si(Zr, s, t).

We refer to weak limits along convergent subsequences of the processes (Z r
, Zq

)(�),
r ! ¥, as fluid limits. Now we present one of the main results of this chapter.

Theorem 3.5. Under Assumptions 3.1–3.5, the family of the scaled processes (Z r
, Zr

)(�) is C-
tight in D(R+,MI)�D(R+, RI

+), and all fluid limits are a.s. FMS’s for the data (h, q, z0).
In particular, if there is a unique FMS (Z , Z)(�) for the data (h, q, z0), then (Z r

, Zr
)(�) )

(Z , Z)(�) as r! ¥.

The proof follows in Section 3.7. To show tightness we extend the techniques of Gromoll
and Williams [46] to the two-dimensional case, since in [46] flows are patient and state
descriptors are vectors of measures on R+. The proof of convergence to FMS’s follows
the lines of that in Gromoll et al. [47]. It uses the boundedness of fluid limits away from
zero, and the key difference is that in [47] this property is guaranteed by the overload
regime, while in our model it holds in any load regime due to the rate constraints.

3.5 Fixed-point approximations for the stationary distribution

Assume that, in the stochastic model defined in Section 3.2, the arrival processes are
Poisson of rates h1, . . . , hI . Then there exists a unique stationary (and also limiting as
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t! ¥) distribution of the state descriptor Z(�). Indeed, without loss of generality, there
are i.i.d. r.v.’s f eDi,kgk2N,1�i�I distributed as max1�i�I Di and such that a.s. Di,k � eDi,k
for all k and i. Then the total population kZ(�)k1 of the network is a.s. and within the
whole time horizon R+ bounded from above by the length of the M/G/¥ queue (see
Remark 1.2) with the following parameters. At time t = 0, there are kZ(0)k1 customers
in the queue whose service times are patience times of initial flows in the network. The
input process for the queue is the superposition of those for the network, and hence is
Poisson of rate khk1. Service times of new customers in the queue are drawn from the
sequence f eDi,kgk2N,1�i�I of upper bounds for patience times of new flows in the net-
work. As any other M/G/¥ queue, the queue under consideration is regenerative. The
instants when a customer enters the empty queue form an embedded renewal process
whose cycle length is non-lattice and has a finite mean value exp(khk1E eD1,1)/khk1.
With respect to this renewal process , the state descriptor Z(�) is also regenerative.
Then, by Asmussen [5, Chapter V.I, Theorem 1.2], there exists a limiting distribution for
Z(t) as t! ¥.

Now consider a sequence of stochastic models as defined in Section 3.2 that satisfies
Assumptions 3.1, 3.2, 3.4 from Section 3.4 and Assumptions 3.6, 3.7 below.

Assumption 3.6. The input processes Er
1(�), . . . , Er

I(�) are mutually independent Poisson pro-
cesses of rates hr

1, . . . , hr
I , and hr/r ! h 2 (0, ¥)I as r ! ¥.

Assumption 3.7. On all routes i, the size Br
i of a flow and its patience time Dr

i are independent.

Let Y r have the stationary distribution of Z r(�) and put Yr := h1, Y ri. Introduce also
the scaled versions

Y r
:= Y r/r, Yr := h1, Y ri = Yr/r.

We have proven the following result.

Theorem 3.6. Under Assumptions 3.1, 3.2, 3.4, 3.6 and 3.7, the family of the fluid scaled
stationary distributions (Y r

, Yr
) is tight, and any weak limit point (Y , Y) is a weak invari-

ant FMS, i.e. there exists a stationary FMS (Z , Z)(t) d
= (Y , Y), t 2 R+. In particular,

by Corollary 3.1, if the network is monotone and has a unique invariant FMS (z�, z�), then
(Y r

, Yr
)) (z�, z�) as r ! ¥.

The general strategy of the proof is adopted from Kang and Ramanan [53, Theorem 3.3]:

we check that any convergent sequence of initial conditions Zq
(0)

d
= Y q ) Y , q ! ¥,

satisfies the assumptions of the fluid limit theorem (we only need to check Assump-
tion 3.5). Then the corresponding sequence fZq

(�)gq!¥ of the scaled state descriptors
converges to an MVFMS that is stationary (i.e. Y is a weak invariant MVFMS) since all
Zq

(�) are stationary.

The techniques we use to implement this strategy are different from the techniques
of [53], though. Our key instruments for establishing tightness are M/G/¥ bounds,
see Section 3.8. Below we present an elegant proof of weak limit points of the family of
the scaled stationary distributions Y r

satisfying Assumption 3.5.
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Lemma 3.2. The weak limit Y along any convergent sequence fY qgq!¥ has both projections
Y(� �R+) and Y(R+ � �) a.s. free of atoms.

Proof. The key idea is the following. Consider the network in its stationary regime.
Then, on one hand, it always has the same distribution, and on the other hand, all
initial flows are gone at some point, and newly arriving flows do not accumulate along
horizontal and vertical lines.

Let Y be the weak limit along a subsequence fY qgq!¥, and run the q-th network start-

ing from Zq
(0)

d
= Y q

. By [47, Lemma 6.2], it suffices to show that, for any d > 0 and
# > 0, there exists an a > 0 such that

lim q!¥Pqfsupx2R+
kY q

(Hx+a
x )k _ kY q

(Vx+a
x )k � dg � 1� #, (3.19)

where Hb
a := R+ � [a, b] and Vb

a := [a, b]�R+ for all b � a � 0.

First we estimate the time when there are only a few (when scaled) initial flows left. The
initial flows whose initial patience times are less than t are already gone at time t. Then
Lemma 3.16 (see Section 3.8) implies that (in what follows Pois(a) stands for a r.v. with
Poisson distribution with parameter a)

Zq, init
i (t) � Zq

i (0)(R+ � [t, ¥))
d
= Y q

i (R+ � [t, ¥))

�st
1
q

Pois
�

h
q
i

Z ¥

t
PqfDq

i > ygdy
�

) hi

Z ¥

t
PfDi > ygdy.

Take T such that max1�i�I hi
R ¥

t PfDi > ygdy < d/2, then

limq!¥ PrfkZq, init
(T)k � d/2g = 1.

Now, in Lemma 3.11 (see Section 3.7), we prove that newly arriving customers do not
accumulate in thin horizontal and vertical strips, i.e. there exists an a > 0 such that

lim q!¥Pqfsupt2[0,T] supx2R+
kZq, new

(t)(Hx+a
x )k

_kZq, new
(t)(Vx+a

x )k � d/2g � 1� #.

Finally, because of stationarity of Y q,

Pqfsupx2R+
kY q

(Hx+a
x )k _ kY q

(Vx+a
x )k � dg

= Pqfsupx2R+
kZq

(T)(Hx+a
x )k _ kZq

(T)(Vx+a
x )k � dg

� PqfkZq, init
(T)k � d/2, supx2R+

kZq, new
(T)(Hx+a

x )k

_kZq, new
(T)(Vx+a

x )k � d/2g,
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which implies (3.19) by the choice of T and a.

3.6 Proof of fluid model properties

Here we prove the results of Section 3.3.

3.6.1 Proof of Theorem 3.1

In the proof of Theorem 3.1, we exploit boundedness of NFMS’s away from zero and in
the norm (see Lemma 3.3), and Lipschitz continuity of MVFMS’s in the first coordinate
(see Lemma 3.5). We also use the auxiliary Lemma 3.4.

Recall the notations si = hiEDi and s = (s1, . . . , sI).

Lemma 3.3. Let z(�) be an NFMS. Then supt2R+
kz(t)k � kz(0)k+ ksk < ¥ and, for any

d > 0, inft�d min1�i�I zi(t) > 0. In particular, if zi(0) > 0, then inft2R+ zi(t) > 0.

Prrof. By the rate constraints, Si(z, s, t) � mi(t� s) for all s � t, which, when plugged
into the fluid model equation (3.4), implies the following lower bound:

zi(t) � hi

Z t

0
PfBi/mi ^ Di � sgds.

Since
fi(s) := PfBi/mi ^ Di � sg " PfBi/mi ^ Di > 0g = 1 as s # 0,

it follows that fi(�) � 1/2 in a small enough interval [0, #]. Then, for t � d,

zi(t) � hi

Z d^#

0
fi(s)ds � hi(d ^ #)/2.

The upper bound follows from (3.4) directly:

zi(t) � zi(0) + hi

Z t

0
PfDi � sgds " zi(0) + si as t " ¥.

Lemma 3.4. For an R-valued r.v. x and x � ex,
R

R
Pfu + x � x � u + exgdu � ex� x.

See Section 3.9 for the proof.

Lemma 3.5. Under assumption (ii) of Theorem 3.1, any MVFMS z(�) at any time t 2 R+ has
a Lipschitz continuous first projection, i.e. there exists a constant L(z, t) 2 (0, ¥) such that for
all i, x < ex and y,

zi(t)([x, ex]� [y, ¥)) � L(z, t)(ex� x).
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Proof. For an FMS (z, z)(�), for all i, t 2 R+, x < ex and y,

zi(t)([x, ex]� [y, ¥)) � fi(x, ex, y) + higi(x, ex, y),

where

fi(x, ex, y) := z0
i ([x + Si(z, 0, t), ex + Si(z, 0, t)]� [y + t, ¥)),

gi(x, ex, y) :=
Z t

0
Pfx + Si(z, s, t) � Bi � ex + Si(z, s, t)gds. (3.20)

By Lipschitz continuity of the initial condition, fi(x, ex, y) � L(ex� x). In (3.20), change
the variable of integration to v = V(s) := Si(z, s, t). Then

gi(x, ex, y) =
Z Si(z,0,t)

0
Pfx + v � Bi � ex + vg/li(z(V�1(v)))dv � M(z, t)(ex� x),

where M(z, t) := sups2[0,t] max1�i�I 1/li(z(s)). By Lemma 3.3, the functions 1/li(z(�))
are continuous in [0, t]. Hence M(z, t) is finite and the first projection of z(t) is Lipschitz
continuous with the constant L(z, t) := L + khkM(z, t).

Now we are in a position to prove Theorem 3.1.

Proof of Theorem 3.1. Let (z1, z1)(�) and (z2, z2)(�) be two FMS’s for the data (h, q, z0).

(i) We show that the two FMS’s coincide in an interval [0, d]. We check that z1(d) =

z2(d) 2 (0, ¥)I and that the first projection of z1(d) = z2(d) is Lipschitz continuous.
Then, by Remark 3.2 and the second part of the theorem, the two FMS’s coincide every-
where.

Note that, for a vector z 2 (0, ¥)I of a small enough norm, li(z) = mi for all i.
Lemma 3.3 and the fluid model equation (3.4) imply that 0 < z1

i (t), z2
i (t) � hit for

all i and t > 0. Then, for all i and s, t 2 [0, d], where d is small enough,

Si(z1, s, t) = Si(z2, s, t) = mi(t� s). (3.21)

Plugging (3.21) into (3.4), we obtain, for t 2 [0, d] and all i,

z1
i (t) = z2

i (t) = hi

Z t

0
PfBi/mi ^ Di � sgds.

By Remark 3.3, z1(�) and z2(�) coincide in [0, d], too. Lipschitz continuity of the first
projection of z1(d) = z2(d) follows as we plug (3.21) into the fluid model equation (3.3)
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(recall that it is valid for all Borel sets): for all i, x < ex and y,

z
j
i(d)([x, ex]� [y, ¥)) = hi

Z d

0
Pfx + mis � Bi � ex + mis, Di � y + sgds

� hi

Z d

0
Pfx/mi + s � Bi/mi � ex/mi + sgds

� hi(ex� x)/mi, j = 1, 2,

where the last inequality holds by Lemma 3.4.

(ii) Suppose that the two FMS’s are different, that is t� := infft > 0 : z1(t) 6= z2(t)g < ¥.

Without loss of generality we may assume that t� = 0. Indeed, otherwise we can con-
sider the time-shifted FMS’s (z j, zj)(t� + �), j = 1, 2. By Lemmas 3.3 and 3.5, they start
from z1(t�) = z2(t�) 2 (0, ¥)I and z1(t�) = z2(t�) with a Lipschitz continuous first
projection.

By Lemma 3.3, the two NFMS never leave a compact set [d, D]I � (0, ¥)I . Since the rate
functions li(z) are Lipschitz continuous in such sets, there exists a constant K 2 (0, ¥)
such that, for all i and s � t,

jSi(z1, s, t)� Si(z2, s, t)j � Kt sups2[0,t] kz
1(s)� z2(s)k| {z }

=: #(t)

.

Then, by Lipschitz continuity of the initial condition, we have, for all i and t 2 R+,

jz1
i (t)� z2

i (t)j

� LKt#(t) + hi

Z t

0
PfSi(z1, s, t)� Kt#(t) � Bi � Si(z1, s, t) + Kt#(t)gds.

In the last equation, change the variable of integration to v = Si(z1, s, t) (cf. the proof of
Lemma 3.5) and put M = supz2[d,D]I max1�i�I 1/li(z). Then, for all i,

jz1
i (t)� z2

i (t)j � LKt#(t) + hi M2Kt#(t),

and hence,
#(t) � (L + 2khkM)Kt#(t).

The last inequality implies that #(t) = 0 for small enough t, and we arrive at a contra-
diction with t� = 0.

3.6.2 Proof of Theorem 3.2

Before proceeding with the proof of the theorem, we state some properties of the func-
tions gi(�) in the auxiliary Lemmas 3.6 and 3.7. Recall that these functions are given
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by
gi(x) = hiE(Bi ^ xDi), x 2 R+.

Lemma 3.6. The function gi(�) is continuous. Also gi(�) is strictly increasing in [0, ai] and
constant in [ai, ¥), where

ai := inffx : gi(x) = rig > 0,

and the infimum over the empty set is defined to be ¥.

Proof. Continuity of gi(�) follows by the dominated convergence theorem.

The situation ai = 0 is not possible since in that case gi(x) = ri for all x > 0 by the
definition of ai. But gi(�) is continuous and gi(x)! gi(0) = 0 as x ! 0.

If ai < ¥, then, again by the definition of ai and continuity of gi(�), we have gi(x) = ri
for all x � ai and gi(x) < ri = gi(ai) for all x < ai.

It is left to check that gi(�) is strictly increasing in [0, ai). Assume that 0 � x < y < ai,
but gi(x) = gi(y). Then

0 = gi(y)/hi � gi(x)/hi

= EBiIfBi � xDig+ EBiIfxDi < Bi � yDig
+ EyDiIfBi > yDig �EBiIfBi � xDig
�ExDiIfxDi < Bi � yDig �ExDiIfBi > yDig)

= E (Bi � xDi)IfxDi < Bi � yDig| {z }
=: X

+(y� x)E DiIfBi > yDig| {z }
=: Y

,

where the r.v.’s X and Y are non-negative, so they must a.s. equal zero. In particular, we
have Bi � yDi and gi(y) = ri, which contradicts the definition of ai since y < ai.

The stabilisation points ai of the functions gi(�) are related with the r.v.’s (Bi, Di) in the
following way.

Lemma 3.7. If ai < ¥, then inf Di/Bi = 1/ai. If ai = ¥, then inf Di/Bi = 0.

Proof. First assume ai < ¥. Rewrite the relation gi(x) = ri as EBi(1� (1^ xDi/Bi)) = 0,
which, for x > 0, is equivalent to Di/Bi � 1/x a.s. Hence ai = inffx > 0 : Di/Bi �
1/x a.s.g and 1/ai = supfy > 0 : Di/Bi � y a.s.g. In the right-hand side of the latter
equation we see the definition of inf Di/Bi.

Now consider the case ai = ¥. Assume that inf Di/Bi = y > 0, then Di/y � Bi a.s. and
gi(1/y) = ri. On the other hand, since ai = ¥, there is no x > 0 such that gi(x) = ri.
Hence y = 0.

Having established the above properties of the gi(�)’s, we now can prove Theorem 3.2
by adapting a technique developed by Borst et al. [15, Lemma 5.2].
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Proof of Theorem 3.2. We first show uniqueness. Let z� 2 (0, ¥)I be an invariant NFMS,
i.e. satisfy (3.10). Recall that l(z�) is the unique optimal solution to the concave op-
timization problem (3.1). The necessary and sufficient conditions for that are given by
the Karush-Kuhn-Tucker (KKT) theorem (see e.g. Balder [8, Theorem 3.1]): there exist
p 2 R

J
+ and eq 2 RI

+ such that

z�i U 0i (li(z�)) = z�i åJ
j=1 Aj,i pj + eqi for all i,

pj

�
åI

i=1 Aj,ili(z�)z�i � Cj

�
= 0 for all j, (3.22)

eqi(li(z�)�mi) = 0 for all i.

or equivalently, there exist p 2 R
J
+ and q 2 RI

+ (qi = eqi/z�i ) such that

U 0i (li(z�)) = åJ
j=1 Aj,i pj + qi for all i, (3.23a)

pj

�
åI

i=1 Aj,iLi(z�)� Cj

�
= 0 for all j, (3.23b)

qi(li(z�)�mi) = 0 for all i. (3.23c)

The theorem assumes that mi � ai. So, by Lemmas 3.6 and 3.7, the functions gi(�) are
strictly increasing in the intervals [0, mi] (see also the left graph in Figure 3.2), which im-
plies two things. First, the fixed point equation (3.10) can be rewritten as li(z�) =

g�1
i (Li(z�)) for all i, and we plug that into (3.23a). Second, the second multiplier

(li(z�) � mi) in (3.23c) is zero if and only if gi(li(z�)) = gi(mi), and that, by (3.10),
is equivalent to Li(z�) = gi(mi). Hence, L(z�) satisfies

U 0i (g�1
i (Li(z�)) = åJ

j=1 Aj,i pj + qi for all i, (3.24a)

pj

�
åI

i=1 Aj,iLi(z�)� Cj

�
= 0 for all j, (3.24b)

qi(Li(z�)� gi(mi)) = 0 for all i. (3.24c)

Now note that the last three equations form the KKT conditions for another optimiza-
tion problem. Indeed, take functions egi(�) that are continuous and strictly increasing in
R+ and coincide with gi(�) in [0, mi] (and hence, the inverse functions eg�1

i (�) and g�1
i (�)

coincide in [0, gi(mi)]). Also take functions Gi(�) such that G0i(�) = U 0i (eg�1
i (�)) in (0, ¥).

Then (3.24) gives necessary and sufficient conditions for L(z�) to solve (3.12). Since
the functions Ui(�) are strictly concave, their derivatives U 0i (�) are strictly decreasing.
Then, since the eg�1

i (�)’s are strictly increasing, the G0i(�)’s are strictly decreasing and,
equivalently, the Gi(�)’s are strictly concave, which implies that L(z�) = L� is actually
the unique solution to (3.12) and does not depend on z�. Then we invert the gi(�)’s in
the fixed point equation (3.10), which implies that the fixed point z�i = L�i /g�1

i (L�i ) is
unique because L� is unique.

The existence result follows similarly. There exists a unique optimal solution L� to (3.12)
and it satisfies the KKT conditions (3.24). Put l�i = g�1

i (L�i ) for all i. Then l� and L�

satisfy the KKT conditions (3.23) and (3.22) , i.e., for the vector z� with z�i := L�i /l�i , we
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have l� = l(z�) and L� = L(z�). Plugging the last two relations into the definition of
l�, we get the fixed point equation.

Figure 3.2: Graph of the function gi(�) in the two possible cases:
when mi � ai (left) and when mi > ai (right); z� is a invariant NFMS.

3.6.3 Proof of Theorem 3.3

The fixed point equation (3.10) and the monotonicity of the functions gi(�) imply that
the bandwidth class i gets in an equilibrium is at most gi(mi). Therefore, we refer to
the scenarios åI

i=1 gi(mi) < C, åI
i=1 gi(mi) = C and åI

i=1 gi(mi) > C as underloaded,
critically loaded and overloaded, respectively. Below we calculate the invariant NFMS’s
in the three cases.

Summing up (3.9), the KKT conditions (3.23) for (3.1) and the capacity and rate con-
straints, a z� 2 (0, ¥)I is an invariant NFMS if and only if there exist p 2 R+ and
q 2 RI

+ such that (we omit the argument of the rates li(z�) and bandwidth allocations
Li(z�))

Li = gi(li) for all i, (3.25a)
ki/li = p + qi for all i, (3.25b)

p
�
åI

i=1 Li � C
�

= 0 (3.25c)

qi(li �mi) = 0 for all i, (3.25d)

åI
i=1 Li � C, (3.25e)

li � mi for all i. (3.25f)

Underload In this case, there is no interaction between the classes, they do not com-
pete but all get the maximum rate allowed. Indeed, (3.25c) and (3.25b) imply that p = 0
and all qi > 0. Then, by (3.25d) and (3.25a), all li = mi and all Li = gi(mi). Hence,
there is a unique invariant NFMS given by

z�i = gi(mi)/mi for all i.
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Critical load First note that

Li = gi(mi) for all i. (3.26)

Indeed, there are two possibilities: either p = 0
(3.25b)) all qi > 0

(3.25d)) all li = mi
(3.25a)) (3.26), or p > 0

(3.25c)) åI
i=1 Li = C ) (3.26), where the last implication is due to

Li � gi(mi) and åI
i=1 gi(mi) = C.

Recall from Lemma 3.7 that

ai := inffx : gi(x) = rig = 1/ inf(Di/Bi).

By (3.26), the relations (3.25a) and (3.25f) are equivalent to mi ^ ai � li � mi (see
Figure 3.2). Hence, (3.25) reduces to

ki/li = p + qi, (3.27a)
qi(li �mi) = 0, (3.27b)

mi ^ ai � li � mi. (3.27c)

Let
Icrit := fi : mi � aig.

For i 2 Icrit, by (3.27c), we have li = mi and zi = gi(mi)/mi. Then (3.27b) is satisfied,
and (3.27a) implies that p � ki/mi.

Now divide f1, . . . , Ig n Icrit into two subsets I1 \ I2 = ?. For i 2 I1, put li = mi, then
(as for i 2 Icrit) z�i = gi(mi)/mi, (3.27b) is satisfied, and (3.27a) implies that p � ki/mi.
For i 2 I2, assume ai � li < mi. Then qi = 0 by (3.27b), ki/li = p by (3.27a), and
ki/mi < p � ki/ai. Also z�i = gi(mi)p/ki.

Summing up everything said above, the set of invariant NFMS’s is given by

Sz� :=
[
I�Icrit

�
z� : z�i =

�
gi(mi)/mi, i 2 I ,
gi(mi)p/ki, i /2 I , p 2 Sp,I

�
,

where
Sp,I = (maxi/2I ki/mi, mini2I ki/mi ^mini/2I ki/ai]

Equivalent descriptions of Sz� are:

Sz� =

�
z� : for p 2 Sp, z�i =

�
gi(mi)/mi, p � ki/mi,
gi(mi)p/ki, p > ki/mi

�
,

where

Sp := (0, mini2Icrit ki/mi ^mini/2Icrit ki/ai] = (0, min1�i�I ki/(mi ^ ai)],

and
Sz� = fz� : z�i = gi(mi)/(mi ^ kix), x 2 Sxg,
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where
Sx := [max1�i�I(mi ^ ai)/ki, ¥).

We now apply the last formula in a couple of simple examples.

Example 3.2. If mi � ai for all i, then Sx = [max1�i�I mi/ki, ¥), and kix � mi for all
x 2 Sx and all i. Hence, there is a unique invariant NFMS given by z�i = gi(mi)/mi for
all i, which agrees with Theorem 3.2.

Example 3.3. If m1 > a1, mi � ai for i 6= 1 and a1/k1 � maxi 6=1 mi/ki, then, for any
l1 2 [a1, m1], z� = (g1(m1)/l1, g2(m2)/m2, . . . , gI(mI)/mI) is an invariant NFMS.

Overload In this situation, by the capacity constraint (3.25e), at least one class of flows
does not receive the maximum service rate, i.e. at least one Li < gi(mi). We first deter-
mine which classes get the maximum service rate and which do not, and then calculate
the unique invariant NFMS.

Who gets the maximum service rate. Since at least one Li < gi(mi), at least one li < mi ^ ai
(see Figure 3.2). Then (3.25d), (3.25b) and (3.25c) imply that at least one qi = 0, p > 0
and åI

i=1 Li = C. At this point, we can equivalently rewrite (3.25) as follows: there exist
x > 0 and # 2 RI

+ such that (the functions egi(�) are introduced below)

Li = gi(li), Li = egi(li), (3.28a)

åI
i=1 gi(li) = C ,åI

i=1 egi(li) = C (3.28b)

li = ki(x� #i), (3.28c)
#i(li �mi) = 0, (3.28d)

li � mi. (3.28e)

For all i and x 2 R+, put egi(x) := gi(mi ^ x).

By the rate constraints (3.28e), in (3.28), we can equivalently replace gi(�) by egi(�).

If li < mi, then, by (3.28d) and (3.28c), #i = 0 and li = kix, and hence

egi(li) = egi(kix). (3.29)

If li = mi, then, by (3.28c), kix � mi and egi(kix) = gi(mi), and, again, (3.29) holds.

Plugging (3.29) into (3.28b), we get

åI
i=1 egi(kix) = C. (3.30)

The function eg(x) := åI
i=1 egi(kix) is continuous everywhere, strictly increasing in the

interval
0 � x � max1�i�I(mi ^ ai)/ki =: x0
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and constant for x � x0, and also eg(0) = 0 and eg(x0) = åI
i=1 gi(mi) > C. So there exists

a unique x solving (3.30) and x 2 (0, x0).

By (3.28a) and (3.29), Li = egi(kix). Then (see Figure 3.3) Li = gi(mi) if (mi ^ ai)/ki � x
and Li < gi(mi) if (mi ^ ai)/ki > x. Hence, the set of classes that get the maximum
service rate is

Iover := fi : (mi ^ ai)/ki � xg. (3.31)

Invariant NFMS. For i /2 Iover, Li = gi(li) < gi(mi), which implies that (see Figure 3.2)
li < mi ^ ai. Then, by (3.28d) and (3.28c), #i = 0 and li = kix (meeting the rate
constraint (3.28e)), and zi = Li/li = gi(kix)/(kix).

For i 2 Iover, consider the two possible cases: kix < mi and kix � mi. If kix < mi, then,
by (3.28c) and (3.28d), li � kix < mi and #i = 0, and, again by (3.28c), li = kix. If
kix � mi, then li = mi because otherwise we would arrive at a contradiction: li < mi
(3.28d)) #i = 0

(3.28c)) li = kix � mi. Hence, for i 2 Iover, li = mi ^ kix and zi = Li/li =
gi(mi)/(mi ^ kix).

Summing up, the unique invariant NFMS is given by

z�i =

�
gi(mi)/(mi ^ kix), i 2 Iover
gi(kix)/(kix), i /2 Iover,

where x is the unique solution to (3.30) and Iover is defined by (3.31).

Figure 3.3: Graphs of the functions egi(�); x is the unique solution to (3.30).

3.7 Proof of Theorem 3.5

We prove the C-tightness of the family of the scaled processes Z r
(�) by Proposition 1.3,

that is we check the conditions of compact containment (Section 3.7.2) and oscillation
control (Section 3.7.4). In Section 3.7.6, we show that fluid limits satisfy the fluid model
equation (3.3).

To establish these main steps of the proof, we develop a number of auxiliary results.
Section 3.7.1 contains a law of large numbers result for the load process. Section 3.7.3
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proves that, for large r, Z r
(�) puts arbitrarily small mass to thin horizontal and vertical

strips, which in particular implies that fluid limits have both projections free of atoms.
In Section 3.7.5, fluid limits are shown to be coordinate-wise bounded away from zero
outside t = 0.

Recall that model r is defined on a probability space (Wr,F r, Pr) with expectation oper-
ator Er.

3.7.1 Load process

Introduce the measure-valued load processes: for t � s � 0,

Lr(t) = (Lr
1, . . . ,Lr

I)(t), Lr(s, t) = Lr(t)�Lr(s),

where, for all i,
Lr

i (t) := åEr
i (t)

k=1 d(Br
i,k ,Dr

i,k).

The corresponding fluid scaled versions are: for t � s � 0,

Lr
(t) := Lr(rt)/r, Lr

(s, t) := Lr
(t)�Lr

(s).

The following property is useful when proving other results of the section. Only mi-
nor adjustments in the proof of Gromoll and Williams [46, Theorem 5.1] are needed to
establish it.

Lemma 3.8. By Assumptions 3.3 and 3.4, as r ! ¥,

(Lr
(�), hc1, Lr

(�)i, hc2, Lr
(�)i)) (h(�)� q, r(�), s(�)),

where c1(x1, x2) := x1, c2(x1, x2) := x2, and h(t) := th, r(t) := tr, s(t) := ts.

3.7.2 Compact containment

The property we prove here, together with the oscillation control result that follows in
Section 3.7.4, implies C-tightness of the scaled state descriptors.

Lemma 3.9. By Assumptions 3.3–3.5, for any T > 0 and # > 0, there exists a compact set
K �MI such that

lim r!¥PrfZ r
(t) 2 K for all t 2 [0, T]g � 1� #.

Proof. Fix T and #. It suffices to show that, for each i, there exist a compact set Ki � M
such that

lim r!¥PrfZ r
i (t) 2 Ki for all t 2 [0, T]g � 1� #/I. (3.32)
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We use the following criterion (see e.g. Kallenberg [52, Theorem 15.7.5]).

Proposition 3.1. A set K � M is relatively compact if and only if supx2K x(R2
+) < ¥ and

supx2K x(R2
+ n [0, n]2)! 0 as n! ¥.

Note that

Z r
i (t)(R2

+) = Zr
i (t) � Zr

i (0) + Er
i (T) = Z r

i (0)(R2
+) + Lr

i (T)(R2
+). (3.33)

Also note that, if the residual size (patience time) of a flow at time t exceeds n, then
its initial size (patience time), must have exceeded n, too, which implies the following
bound:

Z r
i (t)(R2

+ n [0, n]2) � Z r
i (0)(R2

+ n [0, n]2) + Lr
i (T)(R2

+ n [0, n]2). (3.34)

The family of Z r
i (0) + Lr

i (T) converges as r ! ¥ and hence in tight, i.e. there exists a
compact set K0i �M such that

lim r!¥PrfZ r
i (0) + Lr

i (T) 2 K0ig � 1� #/I. (3.35)

Put

K00i := fx 2 M : for some x 0 2 K0i , x(R2
+) � x 0(R2

+)

and x(R2
+ n [0, n]2) � x 0(R2

+ n [0, n]2), n 2Ng.

Then the criterion of relative compactness for K00i follows from that for K0i , and (3.33)–
(3.35) imply (3.32) with Ki taken as the closure of K00i .

3.7.3 Asymptotic regularity

This section contains three Lemmas. Lemmas 3.10 and 3.11 prove that neither initial nor
newly arriving flows concentrate along horizontal and vertical lines. These two results
are combined in Lemma 3.12 which implies the oscillation control result of the next
section, and also is useful when deriving the limit equations for the state descriptors in
Section 3.7.6.

Recall from Section 3.5 that, for b � a � 0,

Hb
a = R+ � [a, b], Vb

a = [a, b]�R+,

and introduce similar notations

H¥
a := R+ � [a, ¥), V¥

a := [a, ¥)�R+.

Lemma 3.10. By Assumption 3.5, for any d > 0 and # > 0, there exists an a > 0 such that

lim r!¥Prfsupx2R+
kZ r

(0)(Hx+a
x )k _ kZ r

(0)(Vx+a
x )k � dg � 1� #.
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Proof. Fix d and #. Since, for any x 2 MI and a > 0,

supx2R+
kx(Hx+a

x )k _ kx(Vx+a
x )k � 2 supn2N kx(Hna

(n�1)a)k _ kx(Vna
(n�1)a)k,

it suffices to find an a such that

lim r!¥PrfZ r
(0) 2 MI

ag � 1� #,

where
MI

a := fx 2 MI : supn2N kx(Hna
(n�1)a)k _ kx(Vna

(n�1)a)k < d/2g.

The setMI
a is open because xk w! x 2 MI

a implies that xk 2 MI
a for k large enough. In-

deed, pick an N 2N such that kx(H¥
Na)k _ kx(V¥

Na)k < d/2. Then, by the Portmanteau
theorem,

limk!¥ supn2N kx
k(Hna

(n�1)a)k _ kxk(Vna
(n�1)a)k

� limk!¥ max1�n�N kxk(Hna
(n�1)a)k _ kxk(Vna

(n�1)a)k _ kxk(H¥
Na)k _ kxk(V¥

Na)k

� max1�n�N kx(Hna
(n�1)a)k _ kx(Vna

(n�1)a)k _ kx(H¥
Na)k _ kx(V¥

Na)k < d/2.

By Assumption 3.5 and [46, Lemma A.1], there exists an a such that Pfz0 2 MI
ag �

1� #. Then, again by the Portmanteau theorem,

limr!¥PrfZ r
(0) 2 MI

ag � Pfz0 2 MI
ag � 1� #.

Besides being used in the proof of the fluid limit theorem, the following result is also
used when establishing convergence of the stationary distributions of the scaled state
descriptors, see Section 3.5.

Lemma 3.11. By Assumptions 3.3 and 3.4, for any T > 0, d > 0 and # > 0, there exists an
a > 0 such that

lim r!¥Prfsupt2[0,T] supx2R+
kZ r, new

(t)(Hx+a
x )k

_ kZ r, new
(t)(Vx+a

x )k � dg � 1� #.

Proof. Fix T, d and #. Denote the event in the last equation by Wr
�. We first construct

auxiliary events Wr
0 such that lim r!¥PrfWr

0g � 1� #, and then show that Wr
� � Wr

0 for
all r, which implies the theorem.

Definition of Wr
0. By Lemma 3.9, there exists a compact set K �MI such that

lim r!¥PrfZ r
(t) 2 K for all t 2 [0, T]| {z }

=: Wr
1

g � 1� #,

and by Proposition 3.1, M := supx2K kx(R2
+)k < ¥ and supx2K kx(R2

+) n [0, L]2k � d/4
for a large enough L.
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For each i, the rate function li(�) is positive on fz 2 RI
+ : zi > 0g and, by Lemma 3.1, it

is continuous there. Hence,

l� := min1�i�I inffli(z) : zi � d/4, kzk � Mg > 0. (3.36)

Put

g :=
d

72khk ^ T and a :=
g(l� ^ 1)

3
.

Also pick an N large enough so that

Na > L + (kmk _ 1)T.

For n1, n2 2N, define the sets

In1,n2 := [(n1 � 1)a, n1a)� [(n2 � 1)a, n2a),

In1,n2 := [(n1 � 2)+a, (n1 + 1)a)� [(n2 � 2)+a, (n2 + 1)a),

and pick functions gn1,n2 2 C(R2
+, [0, 1]) such that

IIn1,n2
(�) � gn1,n2 (�) � IIn1,n2 (�).

Since q is a vector of probability measures,

ån1,n22N
khgn1,n2 , qik � kån1,n22N

q(In1,n2 )k � 9. (3.37)

By Lemma 3.8 and the continuous mapping theorem, for all n1, n2 2N, hgn1,n2 , Lr
(�)i )

h(�)hgn1,n2 , qi as r ! ¥. Since the limits are deterministic, we have convergence in prob-
ability. Since the limits are continuous, we have uniform convergence on compact sets.
Hence,

limr!¥ Prfmax1�n1,n2�N supt2[0,T] khgn1,n2 , Lr
(t)i � th� hgn1,n2 , qik

� d/(16N2)g = 1.

We denote the event in the last equation by Wr
2.

Similarly, by Assumption 3.3,

limr!¥ Prfsupt2[0,T] kE
r
(t)� thk � d/16| {z }

=: Wr
3

g = 1.

For all r, put
Wr

0 := Wr
1 \Wr

2 \Wr
3,

then lim r!¥PrfWr
0g � 1� #, and it is left to show that Wr

0 � Wr
�.

Proof of Wr
0 � Wr

�. Fix an r, t 2 [0, T], x 2 R+ and i. Also fix an outcome w 2 Wr
0. All

random objects in the rest of the proof will be evaluated at this w. We have to check that
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Z r, new
i (t)(Hx+a

x ) � d, (3.38a)

Z r, new
i (t)(Vx+a

x ) � d. (3.38b)

We will show (3.38a), (3.38b) follows similarly.

Define the random time t := supfs � t : Zr, new
i (s) < d/4g (supremum over the empty

set equals 0 by convention). Although in general t is not a continuity point for Zr, new
i (�),

we still can estimate Zr, new
i (t):

Zr, new
i (t) � d/2. (3.39)

Indeed, if t = 0, then Zr, new
i (t) = 0, and (3.39) holds. If t > 0, pick a et 2 [(t � g)+, t]

such that Zr, new
i (et) < d/4. Then, by the definition of Wr

3,

Zr, new
i (t) � Zr, new

i (et) + (Er
i (t)� Er

i (et))

� d/4 + hi(t � et) + d/8 � khkg + 3d/8,

and (3.39) holds by the choice of g.

Now, if t = t, then (3.39) implies (3.38a), and the proof is finished. Assume that t < t.
Then, by the choice of L and (3.39),

Z r, new
i (t)(Hx+a

x ) � Z r, new
i (t)(Hx+a

x \ [0, L]2) + d/4

� Zr, new
i (t)| {z }
� d/2

+
1
r åEr

i (t)
Er

i (t)+1 sk + d/4,

where
sk := IHx+a

x \[0,L]2 (Br
i,k � Si(Zr, Ur

i,k, t), Dr
i,k � (t�Ur

i,k)).

At this point, in order to have (3.38a), it suffices to show that

S :=
1
r åEr

i (t)
Er

i (t)+1 sk

= ån1,n22N

1
r åEr

i (t)
Er

i (t)+1 sk IIn1,n2
(Br

i,k, Dr
i,k)| {z }

=: Sn1,n2

� d/4. (3.40)

First note that
Sn1,n2 = 0 if n1 > N or n2 > N. (3.41)

Indeed, consider a flow on route i that arrived at Ur
i,k 2 (t, t] with (Br

i,k, Dr
i,k) 2 In1,n2 . If

n1 > N, then Br
i,k > L + kmkT by the choice of N, Br

i,k � Si(Zr, Ur
i,k, t) > L by the rate

constraints, and sk = 0. If n2 > N, then Dr
i,k > L + T by the choice of N, Dr

i,k � (t �
Ur

i,k) > L and again sk = 0.



3.7 Proof of Theorem 3.5 81

Now we estimate Sn1,n2 for 1 � n1, n2 � N. Fix n1, n2. Consider two flows k < l such
that Ur

i,k, Ur
i,l 2 (t, t] and (Br

i,k, Dr
i,k), (Br

i,l , Dr
i,l) 2 In1,n2 . In (t, t], Zr

i (�) � Zr, new
i (�) � d/4

and kZr
(�)k � M, and then (3.36) implies that

infs2(t,t] li(Zr
(s)) � l�.

If Ur
i,l �Ur

i,k � g, then

(Br
i,l � Si(Zr, Ur

i,l , t))� (Br
i,k � Si(Zr, Ur

i,k, t)) � gl�|{z}
� 3a

� (Br
i,k � Br

i,l)| {z }
� a

� 2a,

and

(Dr
i,l � (t�Ur

i,l)� (Dr
i,k � (t�Ur

i,k)) � g|{z}
� 3a

� (Dr
i,k � Dr

i,l)| {z }
� a

� 2a,

Hence, at most one of sk and sl is non-zero. This implies that all arrivals to route i during
(t, t] that correspond to non-zero summands in Sn1,n2 occur actually during a smaller
interval (tn1,n2 , tn1,n2 + g] � (t, t]. Then, by the definition of Wr

2,

Sn1,n2 �
1
r å

Er
i (tn1,n2 +g)

k=Er
i (tn1,n2 )+1 IIn1,n2

(Br
i,k, Dr

i,k)

� sups2[0,T�g]

1
r åEr

i (s+g)

k=Er
i (s)+1 gn1,n2 (Br

i,k, Dr
i,k)

= sups2[0,T�g](hgn1,n2 ,Lr
i (s + g)i � hgn1,n2 ,Lr

i (s)i)

� ghihgn1,n2 , qii+ d/(8N2).

We plug the last inequality and (3.41) into S = ån1,n22N Sn1,n2 , then (3.40) follows by
(3.37) and the choice of g.

The previous two lemmas are summed up into the following result.

Lemma 3.12. By Assumptions 3.3–3.5, for any T > 0, d > 0 and # > 0, there exists an a > 0
such that

limr!¥Prfsupt2[0,T] supx2R+
kZ r

(t)(Hx+a
x )k

_ kZ r
(t)(Vx+a

x )k � dg � 1� #.

Proof. Note that

supx2R+
kZ r, init

(t)(Hx+a
x )k _ kZ r, init

(t)(Vx+a
x )k

� supx2R+
kZ r

(0)(Hx+a
x )k _ kZ r

(0)(Vx+a
x )k.
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Indeed,
Z r, init

i (t)(Hx+a
x ) � Z r

i (0)(Hx+a+t
x+t )

and

Z r, init
i (t)(Vx+a

x ) � Z r
i (0)

�
Vx+a+Si(Zr ,0,t)

x+Si(Zr ,0,t)

�
.

Then the lemma follows by the representation Z r
(�) = (Z r, init

+ Z r, new
)(�) and Lem-

mas 3.10 and 3.11.

3.7.4 Oscillation control

Here we establish the second key ingredient of tightness of the scaled state descriptors,
the first one is proven in Section 3.7.2.

Lemma 3.13. By Assumptions 3.3–3.5, for any T > 0, d > 0 and # > 0, there exists an h > 0
such that

lim r!¥Prfw(Z r
, h, T) � d| {z }

=: Wr
�

g � 1� #,

where w(Z r
, h, T) := supfdMI (Z r

(s), Z r
(t)) : s, t 2 [0, T], js� tj < hg.

Proof. Fix T, d and #. By Assumption 3.3,

limr!¥ Prfsupt2[0,T] kE
r
(t)� thk � d/4| {z }

=: Wr
1

g = 1.

By Lemma 3.12, there exists an a > 0 such that

lim r!¥Prfsupt2[0,T] kZ
r
(t)(Ha

0 [Va
0 )k � d| {z }

=: Wr
2

g � 1� #.

Pick an h such that h(kmk _ 1) � d ^ a and hkhk � d/2. We now show that, for all r,
Wr
� � Wr

1 \Wr
2, and then the lemma follows.

Fix an r, i and s, t 2 [0, T] such that s < t, t� s < h. Also fix an outcome w 2 Wr
1 \Wr

2.
All random objects in the rest of the proof will be evaluated at this w. We have to check
that, for any non-empty closed Borel subset B � R2

+,

Z r
i (s)(B) � Z r

i (t)(Bd) + d, (3.42a)

Z r
i (t)(B) � Z r

i (s)(Bd) + d. (3.42b)
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First we check (3.42a). Note that it suffices to show

Z r
i (s)(B) � Z r

i (t)(Bd) + d, (3.43)

where t := inffu 2 [s, t] : Zr
i (u) = 0g and infimum over the empty set equals t by

definition. Indeed, if t = t, then (3.43) implies (3.42a). If t < t, then by the right-
continuity of Zr

i (�), Z r
i (t)(Bd) = Zr

i (t) = 0, and again (3.43) implies (3.42a).

Now we prove (3.43). If t = s, then (3.43) holds. Assume that t > s. By the definition
of Wr

2,
Z r

i (s)(B) � Z r
i (s)(B \ [a, ¥)2) + d. (3.44)

Since Si(Zr, s, t) < kmkh � d ^ a and t � s < h � d ^ a,

Z r
i (s)(B \ [a, ¥)2) � Z r

i (t)(Bd),

which together with (3.44) implies (3.43).

It is left to check (3.42b). Since Si(Zr, s, t) < kmkh � d and t � s < h � d,

Z r
i (t)(B) � Z r

i (s)(Bd) + (Er
i (t)� Er

i (s)),

and (3.42b) follows by the definition of Wr
1.

3.7.5 Fluid limits are bounded away from zero

Rate constraints provide infinite-server-queue lower bounds for bandwidth-sharing net-
works. First we show that properly scaled infinite-server queues are bounded away
from zero, and then the same follows for bandwidth-sharing networks with rate con-
straints.

Consider a sequence of G/G/¥ queues (see Remark 1.2) labeled by positive numbers r.
At t = 0, the queues are empty. To the r-th queue, customers arrive according to a
counting process Ar(�) and have i.i.d. service times fBr

kgk2N distributed as Br. Let
Ar

(�) := Ar(�)/r ) a(�), where a(t) := ta and a > 0. Also let Br ) B, where
PfB > 0g > 0. Denote by Qr(�) the population process of the r-th queue and put
Qr

(�) := Qr(�)/r.

Lemma 3.14. For any d > 0, there exists a C(d) > 0 such that, for any D > d,

Prfinfd�t�D Qr
(t) � C(d)g ! 1 as r! ¥.

Proof. Let us first explain the result heuristically. Consider the arrivals with long service
times, i.e. exceeding a b > 0. During (0, b/2], there are raPfB > bgb/2 such arrivals
to the r-th queue. They will leave the queue after t = b, and hence, in (b/2, b], the
scaled queue length Qr

(�) is bounded from below by aPfB > bgb/2. Similarly, Qr
(�) �

aPfB > bgb/2 in any interval ((n� 1)b/2, nb/2], n 2N.
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We now proceed more formally. Pick a b 2 (0, d) such that b is a continuity point for the
distribution of B, and

p := PfB � bg > 0.

Then, as r ! ¥,
pr := PrfBr � bg ! p.

Partition (0, D] into subintervals of length b/2,

(0, D] �
[

1�n�N(D)
((n� 1)b/2, nb/2].

Denote by Ar
n the scaled number of arrivals during ((n � 1)b/2, nb/2], and by Ar

n(b)
the scaled number of arrivals during ((n� 1)b/2, nb/2] with service times at least b,

Ar
n := Ar

(nb/2)� Ar
((n� 1)b/2),

Ar
n(b) :=

1
r åAr(nb/2)

k=Ar((n�1)b/2)+1 IfBr
k � bg.

By Ar ) a(�) and pr ! p as r ! ¥,

(Ar
1, . . . , Ar

N(D))) (ab/2, . . . , ab/2),

(Ar
1(b), . . . , Ar

N(D)(b))) (apb/2, . . . , apb/2).

Pick a C(d) < apb/2, then

Prfinfd�t�D Qr
(t) � C(d)g

� Prfinft2((n�1)b/2,nb/2] Qr
(t) � C(d), n = 2, . . . , N(D)g

� PrfAr
n(b) � C(d), n = 1, . . . , N(D)� 1g ! 1 as r ! ¥.

We can now prove easily that all fluid limits are bounded away from zero outside t = 0.

Lemma 3.15. For any d > 0, there exists a C(d) > 0 such that, for any fluid limit (Z , Z)(�),

a.s. inft�d min1�i�I Zi(t) � C(d).

Proof. Consider a flow k on route i in the r-th network. By the rate constraints, this
flow will stay in the network at least for Br

i,k/mi ^ Dr
i,k after its arrival. Hence, the route

i population process Zr
i (�) is bounded from below by the length Qr

i (�) of the infinite
server queue with arrivals Er

i (�) and i.i.d. service times fBr
i,k/mi ^ Dr

i,kgk2N. Assume

that Qr
i (0) = 0 and, as before, Qr

i (�) = Qr
i (�)/r. Then, by Lemma 3.14, for any d > 0

there exists a C(d) > 0 such that, for any D > d,

Prfinft2[d,D] min1�i�I Zr
i (t) � C(d)g

� Prfinft2[d,D] min1�i�I Qr
i (t) � C(d)g ! 1 as r ! ¥.
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Now consider a fluid limit (Z , Z)(�) along a sequence f(Zq
, Zq

)(�)gq!¥. For any com-
pact set K � R+, the mapping jK : D(R+, RI) ! R, jK(x) := inft2K min1�i�I xi(t)
is continuous at continuous x(�). Hence, j[d,D](Zq

) ) j[d,D](Z) as q ! ¥ and, by the
Portmanteau theorem,

Pfj[d,D](Z) � C(d)g � limq!¥Pqfj[d,D](Zq
) � C(d)g = 1,

where D > d is arbitrary. Then the lemma follows.

Note also that C(d) does not depend on a particular fluid limit (Z , Z)(�).

3.7.6 Fluid limits as FMS’s

Here we show that fluid limits a.s. satisfy the fluid model equation (3.3).

Let (Z , Z)(�) be a fluid limit along a sequence f(Zq
, Zq

)(�)gq!¥. Lemma 3.12 implies
that (cf. the proof of Gromoll et al. [47, Lemma 6.2])

a.s., for all t 2 R+, all i and A 2 C, Zi(t)(¶A) = 0, (3.45)

where ¶A denotes the boundary of A. Then, when proving (3.3) for (Z , Z)(�), it suffices
to consider sets A from

C+ := f[x, ¥)� [y, ¥) : x ^ y > 0g.

It also suffices to consider t from a finite interval [0, T].

The rest of the proof splits into two parts. First we derive dynamic equations for the
prelimit processes (Zq

, Zq
)(�), and then show that these equations converge to (3.3).

Prelimit equations Fix a q and t 2 [0, T]. Also fix a coordinate i and a set A 2 C+.
What follows up to and including equation (3.48), holds for all possible outcomes w 2
Wq of the probability space (Wq,F q, Pq) on which system q is defined.

We have

Zq
i (t)(A) = Zq

i (0)(A + (Si(Zq, 0, t), t))

+
1
q åEq

i (t)
k=1

=: skz }| {
IA(Bq

i,k � Si(Zq, Uq
i,k, t), Dq

i,k � (t�Uq
i,k))| {z }

=: S

. (3.46)

Fix a partition 0 < t0 < t1 < ... < tN = t, then

S =
1
q åEq

i (t0)

k=1 sk +
1
q åN�1

j=0 å
Eq

i (tj+1)

k=Eq
i (tj)+1

sk.
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Suppose that a function y(�) is non-increasing in [t0, t] and that, for some d,

sups2[t0,t] jSi(Zq, s, t)� y(s)j � d.

Now we can estimate S. If Uq
ik 2 (tj, tj+1], then

Bq
i,k � (y(tj) + d) � Bq

i,k � S(Zq, Uq
i,k, t) � Bq

i,k � (y(tj+1)� d),

Dq
i,k � (t� tj) � Dq

i,k � (t�Uq
i,k) � Dq

i,k � (t� tj+1),

and

S �åN�1
j=0

1
q å

Eq
i (tj+1)

k=Eq
i (tj)+1

IA(Bq
i,k � (y(tj) + d), Dq

i,k � (t� tj)),

S � Eq
i (t0) + åN�1

j=0
1
q
�å

Eq
i (tj+1)

k=Eq
i (tj)+1

IA(Bq
i,k � (y(tj+1)� d), Dq

i,k � (t� tj+1)),

which can be rewritten as

S �åN�1
j=0 L

q
i (tj, tj+1)(A + (y(tj) + d, t� tj)),

S � Eq
i (t0) + åN�1

j=0 L
q
i (tj, tj+1)(A + (y(tj+1)� d, t� tj+1)).

(3.47)

Put
Xq := supA2C sup0�s�t�T k(L

q
(s, t)(A)� (t� s)h� qq(A)k,

then, by (3.47) and (3.46),

åN�1
j=0

�
hi(tj+1 � tj)q

q
i (A + (y(tj) + d, t� tj))� Xq

�
� Zq

i (t)(A)�Zq
i (0)(A + (Si(Zq, 0, t), t))

� hit0 + Xq + åN�1
j=0

�
hi(tj+1 � tj)q

q
i (A + (y(tj+1)� d, t� tj+1) + Xq

�
.

(3.48)

To summarize, we have shown that, for all q and all possible outcomes w 2 Wq,

(Zq
(�), Xq) 2 Aq, (3.49)

where Aq � D(R+,MI)�R+ is the set of pairs (z(�), x) such that, for any set A 2 C+,
any partition 0 < t0 < t1 < . . . < tN = t � T and any function y(�) that is non-
increasing in [t0, t] and that satisfies sups2[t0,t] jSi(h1, zi, s, t)� y(s)j � d for some i and d,

åN�1
j=0

�
hi(tj+1 � tj)q

q
i (A + (y(tj) + d, t� tj))� x

�
� zi(t)(A)� zi(0)(A + (Si(h1, zi, 0, t), t))

� hit0 + x + åN�1
j=0

�
hi(tj+1 � tj)q

q
i (A + (y(tj+1)� d, t� tj+1) + x

�
.
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Limit equations By Assumptions 3.3 and 3.4 (cf. the proof of Gromoll et al. [47,
Lemma 5.1]),

Xq ) 0 as q! ¥.

Since the limit of Xq is deterministic, the joint convergence (Zq
(�), Xq) ) (Z(�), 0)

holds. By the Skorokhod representation theorem, there exist random elements

f eZq
(�)gq!¥, eZ(�), f eXqgq!¥

defined on a common probability space (eW, eF , eP) such that

( eZq
(�), eXq)

d
= (Zq

(�), Xq) for all q, eZ(�) d
= Z(�),

and
a.s., as q! ¥, ( eZq

(�), eXq)! ( eZ(�), 0). (3.50)

Introduce also the total mass processes eZq(�) := h1, eZq
(�)i for all q, and eZ(�) := h1, eZ(�)i.

By Lemma 3.15, (3.45) and (3.49),

a.s., for all t > 0 and all i, eZi(t) > 0, (3.51a)

a.s., for all t 2 R+, all i and A 2 C, eZi(t)(¶A) = 0, (3.51b)

a.s., for all q, ( eZq
(�), eXq) 2 Aq. (3.51c)

Denote by eW� the set of outcomes w 2 eW for which (3.50) and (3.51) hold. We will show
that, for all w 2 eW�, all i, t 2 [0, T] and A 2 C+,

eZi(t)(A) = eZi(0)(A + (Si(eZ, 0, t), t)) + hi

Z t

0
qi(A + (Si(eZ, s, t), t� s))ds, (3.52)

and that will complete the proof of Theorem 3.5.

Fix t 2 [0, T], i and A 2 C+. Also fix an outcome w 2 eW�. All random elements in the
rest of the proof are evaluated at this w.

By (3.50) and (3.51b), eZq
i (t)(A)! eZi(t)(A) as q! ¥. (3.53)

By (3.51a), the rate constraints and the dominated convergence theorem,

Si(eZq, s, t)! Si(eZ, s, t) for all s 2 [0, t] as q! ¥, (3.54)

which in particular implies that, as q! ¥,

eZq
i (0)(A + (Si(eZq, 0, t), t))! eZi(0)(A + (Si(eZ, 0, t), t)). (3.55)

Fix t0 2 (0, t) and d > 0. By (3.51a), the function Si(eZ, �, t) is continuous in [t0, t], and



88 Chapter 3

the functions Si(eZq, �, t) are monotone. Then the point-wise convergence (3.54) implies
uniform convergence in [t0, t], and for q large enough,

sups2[t0,t] jSi(eZq, s, t)� Si(eZ, s, t)j � d. (3.56)

Now fix a partition t0 < t1 < . . . < tN = t. The bound (3.56) and (3.51c) imply that (in
the definition of Aq we take y(�) = Si(eZ, �, t))

åN�1
j=0

�
hi(tj+1 � tj)q

q
i (A + (Si(eZ, tj, t) + d, t� tj))� eXq

�
� eZq

i (t)(A)� eZq
i (A + (Si(eZq, 0, t), t))

� hit0 + eXq + åN�1
j=0

�
hi(tj+1 � tj)q

q
i (A + (Si(eZ, tj+1, t)� d, t� tj+1) + eXq

�
.

(3.57)

Since qi(� �R+) and qi(R+ � �) are probability measures, the set of B 2 C for which
qi(¶B) > 0 is at most countable. By (3.51), Si(eZ, �, t) is strictly monotone in [t0, t]. Hence,
the set D of s 2 [t0, t] for which qi

�
¶A+(Si(eZ,s,t)+d,t�s)

�
> 0 or qi

�
¶A+(Si(eZ,s,t)�d,t�s)

�
> 0

is at most countable, too. In (3.57), let q ! ¥ assuming that the partition contains no
points from D. Then, by (3.50), (3.53) and (3.55),

åN�1
j=0 hi(tj+1 � tj)qi(A + (Si(eZ, tj, t) + d, t� tj))

� eZi(t)(A)� eZi(0)(A + (Si(eZ, 0, t), t))

� hit0 + åN�1
j=0 hi(tj+1 � tj)qi(A + (Si(eZ, tj+1, t)� d, t� tj+1).

(3.58)

Now, in (3.58), let the diameter of the partition go to 0 keeping t0 fixed. Then

hi

Z t

t0

qi(A + (Si(eZ, s, t) + d, t� s))ds

� eZi(t)(A)� eZi(0)(A + (Si(eZ, 0, t), t))

� hit0 + hi

Z t

t0

qi(A + (Si(eZ, s, t)� d, t� s)ds.

Finally, in the last inequality, let d! 0 (recall (3.51b)) and t0 ! 0, then (3.52) follows.

3.8 Proof of Theorem 3.6

By the discussion following Theorem 3.6 and Lemma 3.2, it is left to show tightness of
the scaled stationary distributions. It suffices to show coordinate-wise tightness, so fix
i. By Jakubowski [51, Theorem 2.1] and Kallenberg [52, Theorem 15.7.5], a sequence
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fY q
i , Yq

i gq!¥ is tight if

supq EqYq
i < ¥, (3.59a)

limn!¥ supq EqY q
i (V¥

n ) = 0, (3.59b)

limn!¥ supq EqY q
i (H¥

n ) = 0, (3.59c)

where V¥
n = [n, ¥)�R+ and H¥

n = R+ � [n, ¥).

First check (3.59a). For each q, the route i population process Zq
i (�) is bounded from

above by the length Qq
i (�) of the M/G/¥ queue with the following parameters:

(Q.1) at t = 0, there are Zq
i (0) customers whose service times are patience times of the

initial flows on route i of the q-th network;

(Q.2) the input process is the route i input process of the q-th network;

(Q.3) service times of newly arriving customers are patience times of newly arriving
flows on route i of the q-th network.

Throughout the proof, Pois(a) stands for a Poisson r.v. with parameter a.

For all q and t, Zq
i (t) � Qq

i (t). As t ! ¥, Zq
i (t) ) Yq

i and Qq
i (t) ) Pois(h

q
i EqDq

i ).
Hence, Yq

i �st Pois(h
q
i EqDq

i ) for all q, and EqYq
i � h

q
i EqDq

i /q ! hiEDi as q ! ¥,
which implies (3.59a).

Now we check (3.59b). Note that, if at some point the residual flow size is at least n,
then the initial flow size was at least n, too. Hence, Zq

i (�)(V¥
n ) is bounded from above

by the length Qq,n
i (�) of the M/G/¥ queue whose initial state is as in (Q.1), newly

arriving customers are newly arriving flows on route i of the q-th network with initial
sizes at least n, and service times of newly arriving customers are patience times of
the corresponding flows. In particular, the input process for this queue is Poisson with
intensity h

q
i PqfBq

i � ng and, by Assumption 3.7, it does not depend on service times.

Let fn(�) be a continuous function on R2
+ such that

IV¥
n+1

(�) � fn(�) � IV¥
n (�).

Then, for all q and t,
h fn,Zq

i (t)i � Zq
i (t)(V¥

n ) � Qq,n
i (t)

Letting t! ¥, we obtain

Y q
i (V¥

n+1) � h fn,Y q
i i �st Pois(h

q
i PqfBq

i � ngEqDq
i ),

EqY q
i (V¥

n+1) � h
q
i PqfBq

i � ngEqDq
i /q,

and then (3.59b) follows.

Finally, (3.59c) is valid due to the following lemma.
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Lemma 3.16. For any q, i and Borel set S � R+,

Y q
i (R+ � S) �st Pois(h

q
i EqDq

i Pqf eDq
i 2 Sg),

where eDq
i has density PqfDq

i > xg/EqDq
i , x � 0.

Proof. Fix q, i and a Borel set S � R+. It suffices to show that, for any d > 0,

Y q
i (R+ � S) �st Pois(h

q
i EqDq

i Pqf eDq
i 2 Sdg),

so fix d > 0.

Consider the upper bound queue Qq
i (�) with parameters (Q.1)–(Q.3). We denote by

Qq
i (t)(Sd) the number of customers in this queue whose residual service times at time t

are in Sd. Then
Zq

i (�)(R+ � Sd) � Qq
i (�)(Sd).

Given at time t there are k customers in the queue, denote by D1(t), . . . , Dk(t) their
residual service times. By Takács [102, Chapter 3.2, Theorem 2],

limt!¥ PqfD1(t) � x1, . . . , Dk(t) � xkjQ
q
i (t) = kg

= Pqf eDq
i � x1g . . . Pqf eDq

i � xkg,

which together with Qq
i (t)) Pois(h

q
i EqDq

i ) as t! ¥ implies that

Qq
i (t)(Sd)) Pois(h

q
i EqDq

i Pqf eDq
i 2 Sdg) as t! ¥.

Let gd be a continuous function on R2
+ such that

IR+�S(�) � gd(�) � IR+�Sd (�).

Then, for any t,
hgd,Zq

i (t)i � Zq
i (t)(R+ � Sd) � Qq

i (t)(Sd),

and as t! ¥,

Y q
i (R+ � S) � hgd,Y q

i i �st Pois(h
q
i EqDq

i Pqf eDq
i 2 Sdg).

3.9 Proofs of auxiliary results

Proof of Lemma 3.1. It suffices to show that, for a vector z 2 RI
+ with the first eI < I

coordinates positive and the rest of them zero, and a sequence fzkgk2N � (0, ¥)I such
that zk ! z, we have L(zk)! L(z).

Suppose that zk ! z but L(zk) 6! L(z). Since fL(zk)gk2N is a subset of the compact
set fL 2 RI

+ : kLk � kCkg, without loss of generality we may assume that L(zk) !
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eL 6= L(z).

Recall that L(z) is the unique optimal solution to

maximize åI
i=1 zi Ui(Li/zi)

subject to AL � C, L � m� z,
(3.60)

where, by convention, Li/0 := 0 and 0� (�¥) := 0.

For all k, AL(zk) � C and L(zk) � m� zk. Hence, eL is feasible for (3.60) and eLi = 0 =

Li(z) for i > eI. Since eL 6= L(z) is not optimal for (3.60),

l := å
eI
i=1 zi Ui(Li(z)/zi) > å

eI
i=1 zi Ui(eLi/zi) =: r. (3.61)

Now we construct a sequence Lk ! L(z) such that Lk is feasible for the optimiza-
tion problem (3.60) with zk in place of z. Introduce vectors Ck 2 R

J
+ with Ck

j =

åI
i=eI+1

AjiLi(zk). Put the first eI coordinates of Lk to be Lk
i = (Li(z)� kCkk)+ ^mizk

i ,

and the rest of them Lk
i = Li(zk). That is, in the bandwidth allocation L(z), the band-

width Ck, which is required for the last I� eI routes, is taken away from the first eI routes.

Since zk ! z, Lk ! L(z) and L(zk)! eL, we have

å
eI
i=1 zk

i Ui(Lk
i /zk

i )! l, å
eI
i=1 zk

i Ui(Li(zk)/zk
i )! r.

Also, for all k,

åI
i=eI+1 zk

i Ui(Lk
i /zk

i ) = åI
i=eI+1 zk

i Ui(Li(zk)/zk
i ).

Then, by (3.61), for k big enough,

åI
i=1 zk

i Ui(Lk
i /zk

i ) > åI
i=1 zk

i Ui(Li(zk)/zk
i ),

which contradicts to L(zk) being optimal for (3.60) with zk in place of z.

Proof of Corollary 3.1. Fix an FMS (z, z)(�). In Section 3.3, we discussed how Theorem 3.4
implies that z(t) ! z� as t ! ¥. Here we prove that z(t) ! z� implies z(t) ! z�. It
suffices to show that, for any # > 0, there exists a t# such that, for all t � t#, i and Borel
sets A � R2

+,

zi(t)(A) � z�i (A#) + #, (3.62a)
z�i (A) � zi(t)(A#) + #, (3.62b)

so fix # > 0.
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For any d 2 (0, min1�i�I z�i ), there exists a td such that, for all t � td,

z� � d � z(t) � z� + d,

where d := (d, . . . , d) 2 RI . Then, for all t � s � td and i, we have

rd
i (t� s) � li(z�)(t� s), Si(z, s, t) � Rd

i (t� s), (3.63)

where rd
i := infz��d�z�z�+d li(z) and Rd

i := supz��d�z�z�+d li(z).

Recall from Section 3.3 that, for all i and Borel sets A � R2
+,

z�i (A) = hi

Z ¥

0
qi(A + (li(z�)s, s))ds. (3.64)

From the shifted fluid model equation (3.5a) it follows that, for all t � td, i and Borel
sets A � R2

+,

zi(t)(A) � zi(td)(R+ � [t� td, ¥)) + hi

Z t

td

qi(A + (Si(z, s, t), t� s))ds, (3.65)

where, by (3.63), the second summand admits the estimate

hi

Z t

td

qi(A + (Si(z, s, t), t� s))ds

� hi

Z t

td

qi(A(Rd
i�rd

i )(t�s) + (li(z�)(t� s), (t� s)))ds

= hi

Z t�td

0
qi(A(Rd

i�rd
i )s + (li(z�)s, s))ds. (3.66)

Take et# and d 2 (0, min1�i�I z�i ) such that

hi

Z ¥

et#

PfDi � sgds � #/2, (3.67)

kRd � rdket# � #/2, (3.68)

and take t# � td + et# such that, for all i,

zi(td)(R+ � [t# � td, ¥)) � #/2. (3.69)

Now, it follows from (3.65)–(3.66) by the choice of d, td, et# and t# that, for all t � t#, i and
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Borel sets A � R2
+,

zi(t)(A)
(3.69)
� #/2 + hi

Z et#

0
qi(A(Rd

i�rd
i )s + (li(z�)s, s))ds

+ hi

Z ¥

et#

qi(A(Rd
i�rd

i )s + (li(z�)s, s))ds

(3.68)
� #/2 + hi

Z et#

0
qi(A# + (li(z�)s, s))ds

+ hi

Z ¥

et#

PfDi � sgds

(3.64),(3.67)
� z�i (A#) + #,

i.e. we have (3.62a).

Similarly, we show (3.62b): for all t � t#, i and Borel sets A � R2
+,

z�i (t)(A)
(3.64)
� hi

Z et#

0
qi(A + (li(z�)s, s))ds + hi

Z ¥

et#

PfDi � sgds

(3.67)
� hi

Z t

t�et#

qi(A + (li(z�)(t� s), (t� s)))ds + #/2

(3.63)
� hi

Z t

t�et#

qi(A(Rd
i�rd

i )(t�s) + (Si(z, s, t), (t� s)))ds + #/2

(3.68)
� hi

Z t

t�et#

qi(A# + (Si(z, s, t), (t� s)))ds + #/2

(3.5a)
� zi(t)(A#) + #/2.

Proof of Lemma 3.4. For all s � t and # > 0,Z t

s
Pfu + x � x < u + ex + #gdu

=
Z t+x

s+x
Pfx � ugdu�

Z t+ex+#

s+ex+#
Pfx � ugdu

�
Z s+ex+#

s+x
Pfx � ugdu � ex� x + #.

The lemma follows as we first let #! 0 (applying the dominated convergence theorem)
and then s! �¥, t! ¥.
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Chapter 4

Random Fluid Limit
of an Overloaded Polling Model

4.1 Introduction

This chapter is dedicated to stochastic networks called polling models. Broadly speak-
ing, a polling model can be defined as multiple queues served one at a time by a single
server. As for further details — service disciplines at the queues, routing of the server,
and its walking times from one queue to another — there exist numerous variations mo-
tivated by the wide range of applications. The earliest polling study to appear in the lit-
erature seems to be by Mack et al. [68] (1957), who investigated a problem in the British
cotton industry involving a single repairman cyclically patrolling multiple machines,
inspecting them for malfunctioning and repairing them. Over the past few decades,
polling techniques have been of extensive use in the areas of computer and communica-
tion networks as well as manufacturing and maintenance. Along with that, a vast body
of related literature has grown. For overviews of the available results on polling models
and their analysis methodologies, we refer the reader to Takagi [103, 104, 105], Boxma
[18], Yechiali [120] and Borst [16].

Across the great variety of polling models, there exists the “classical” one, which was
first used in the analysis of time-sharing computer systems in the early 70’s. This model
is cyclic, i.e. if there are I queues in total, they are visited by the server in the cyclic
order 1, 2, . . . , I, 1, 2, . . .. All of the queues are supposed to be infinite-buffer queues,
and to each of them there is a Poisson stream of arriving customers with i.i.d. service
times. After all visits to a queue, i.i.d. walking, or switchover, times are incurred. All
interarrival times, service times and switchover times are mutually independent, and
their distributions may vary from queue to queue as well as the service disciplines.
Examples of the most common service disciplines are exhaustive (the queue is served
until it becomes empty), gated (in the course of a visit, only those customers get served
who are present in the queue when the server arrives to, or polls, the queue), and k-
limited (at most k customers get served per visit). This chapter is also centered around
the classical polling model. We assume zero switchover times and allow a wide class

95
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of service disciplines that includes both exhaustive and gated policies and is discussed
later in more detail.

Amongst desirable properties of any service system, the first one is stability. So, nat-
urally, the major part of the polling related literature is focused on the performance
of stable models. Foss and Kovalevskii [42] obtained an interesting result of null re-
currence over a thick region of the parameter space for a two-server polling-like sys-
tem. MacPhee et al. [69, 70] have recently observed the same phenomenon for a hybrid
polling/Jackson network, where the service rate and customer rerouting probabilities
are randomly updated each time the server switches from one queue to another.

The study of critically loaded polling models was initiated about two decades ago by
Coffman et al. [28, 29], who proved a so called averaging principle: in the diffusion
heavy traffic limit, certain functionals of the joint workload process can be expressed
via the limit total workload, which was shown to be a reflected Brownian motion and
a Bessel process in the case of zero and non-zero switchover times, respectively. In
subsequent years, the work has been carried on by Kroese [63], Vatutin and Dyakonova
[110], Altman and Kushner [3], Van der Mei [106] and others. In particular, heavy-traffic
approximations of the steady state and waiting time distributions have been derived.

Although overloaded service systems are an existing reality and it is of importance to
control or predict how fast they blow up over time, to the best of our knowledge, for
polling models this problem has not been addressed in the literature so far. This chapter
aims to fill in the gap. Moreover, this appears to be a really exciting problem because it
reveals the following unusual phenomenon. Our interest is in fluid approximations of
the system, namely we look for the a.s. limit of the scaled joint queue length process

(Q1, . . . , QI)(xn�)/xn

along a deterministic sequence xn ! ¥. Remarkably, in contrast to the many basic
queueing systems with deterministic fluid limits, overloaded polling models preserve
some randomness under passage to the fluid dynamics. Other examples of simplistic
designs combined with random fluid limits are two-queue two-server models of Foss
and Kovalevskii [42] and Kovalevski et al. [62]. We refer to the latter work [62] for
an insightful discussion of the nature of randomness in fluid limits in general and for
an overview of the publications on the topic.

To illustrate the key idea that has led us to the result, consider the simple, symmetric
model of I = 2 queues with exhaustive service, zero switchover times and empty initial
condition (without the last assumption, the analysis becomes much simpler). In isola-
tion, the queues are stable, and the whole system is overloaded, i.e. 1/2 < l/m < 1,
where l and 1/m are the arrival rate and the mean service time, respectively (in both
queues). Denote the supposedly existing limit queue length process by (Q1, Q2)(�).
Note that, given the limit size of the queue in service at any non-zero time instant, the
entire limit trajectories of both queues can be restored by the SLLN. Indeed, the limit
total population (Q1 + Q2)(�) grows at rate 2l � m. Because of the symmetry, at any
fixed time T > 0, the limit queues are in service with equal probabilities. Let queue 1
be in service at time T. Then in Figure 4.1 the limit queues 1 and 2 follow the solid and
dashed trajectories, respectively. Starting from time T, the limit queue 1 gets cleared up
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at rate l� m until it becomes empty, say, at time t1. Since t1, when the limit total popu-
lation (2l� m)t1 comes from queue 2 alone, queue 2 gets cleared up at rate l� m until
it becomes empty at time t2, while queue 1 grows at the arrival rate l. Moving forward
and backward in this way, one can continue the two trajectories onto [T, ¥) and (0, T],
respectively, and see that they oscillate at an infinite rate when approaching zero. Now,
the same principle applies if, instead of the queue sizes at time T, we know t1, which
is the first switching instant after T. It turns out that t1 is random, and that makes the
whole fluid limit random. The following crucial observation makes it possible to find
the distribution of t1. Let customer 2 to be a descendant of customer 1 if customer 2
arrives to the system while customer 1 is receiving service, or customer 2 is a descen-
dant of a descendant of customer 1. Then the size of the non-empty queue at switching
instants form a branching process.

Figure 4.1: Fluid limit of a symmetric two-queue model with exhaustive service

The idea of representing arriving customers as descendants of the customer in service,
has appeared in Foss [41] in the studies of an extension of Klimov’s mc-rule, and in
Fuhrmann and Cooper [44] who proved a decomposition result for the stationary distri-
bution of the M/G/1 queue with server vacations. Then Resing [94] introduced a wide
class of service disciplines that, for the classical polling model (more general periodic
server routing is also allowed), guarantee the joint queue length at the successive polling
instants of a fixed queue to form a multitype branching process (MTBP). This embedded
MTBP is the cornerstone of the analysis that we carry out in this chapter.

We now describe the class of service disciplines that we allow. It is a subclass of the
MTBP-policies, and we call them multigated meaning that each visit of each queue con-
sists of a number of consecutive gated service phases. The upper bound on the number
of phases, called the gating index, comes from the input data (together with the interar-
rival and service times). Gating indices for different visits of the same queue are i.i.d.
random variables whose distribution may vary from queue to queue, and gating indices
for different queues are mutually independent. Gating indices equal to 1 and ¥ corre-
spond to exhaustive and conventional gated service, respectively. Multigated policies
with deterministic gating indices were studied (and, in fact, introduced) recently by Van
Wijk et al. [109] with the purpose of balancing fairness and efficiency of polling models.
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Van der Mei and co-authors [107, 108] consider multi-stage gated policies, but those are
different than in [109] and here.

Throughout the chapter, we consider the case of zero switchover times. The case of
non-zero switchover times can be treated with similar methods.

As for the proofs, multiple asymmetric queues with non-exhaustive service create more
work compared to the simple two-queue example discussed above. Knowing the limit
total population is of little use now since it only reduces the dimension of the problem
by one. We show that, in the general situation, the fluid limit queue length trajectory
(Q1, . . . , QI)(�) is determined by 2I random parameters: the earliest polling instants
t1, . . . , tI that, in the limit, follow a fixed time instant, and the limit sizes Q1(t1), . . . , QI(tI)
of the corresponding polled queues. The overload assumption and multigated policies
provide the framework of supercritical MTBP’s, and we can apply the Kesten-Stigum
theorem [60, 66] (the classical result on asymptotics of supercritical MTBP’s) to find the
distribution of, for example, (Q1, . . . , QI)(t1). Then suitable SLLN’s imply that the other
parameters t1, . . . , tI , Q2(t2), . . . , QI(tI) can be expressed either via the Kesten-Stigum
limit (Q1, . . . , QI)(t1) or via each other. Note also that the Kesten-Stigum theorem re-
quires certain moments of the offspring distribution to be finite. The visit at a queue is
the longest when service is exhaustive, implying more customers in the other queues in
the end of the cycle. So attempts to satisfy the moment conditions of the Kesten-Stigum
theorem boil down to proving finiteness of the corresponding moment for the busy pe-
riod of an M/G/1 queue (see Remark 1.1), which is an interesting and novel result by
itself. Besides, we obtain an estimate for this moment, and our approach is valid for
a wide class of regularly varying convex functions, in particular power and logarithmic
functions.

The chapter is organised as follows. Section 4.2 describes the cyclic polling model and
the class of service disciplines. Section 4.3 explains the connection between the model
and MTBP’s, gives some preliminaries from the theory of MTBP’s and derives charac-
teristics of the embedded MTBP. In Section 4.4, we state our main result — the fluid
limit theorem — and discuss the optimal representation of the fluid limit from the com-
putational point of view (Remark 4.5). Section 4.5 proves the results of Section 4.3, see
the proof of Lemma 4.3 for estimates on the moments of the busy period of an M/G/1
queue. Section 4.6 proves the fluid limit theorem. Proofs of some auxiliary statements
are given in Section 4.7. In the remainder of the section, we list the specific notations of
this chapter.

Notation For a real number x, along with its maximum integer lower bound bxc, we
also operate with its fractional part and minimum integer upper bound given by

fxg := x� bxc, dxe := minfn 2 Z : n � xg.

All vectors in this chapter are I-dimensional. For vectors x 2 (0, ¥)I , y 2 RI , we define
the power operation

xy = Õi=1I xyi
i ,
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and for vectors l, k 2 ZI
+, l � k, the binomial coefficient�
x
y

�
= ÕI

i=1

�
xi
yi

�
= ÕI

i=1
xi!

yi!(xi � yi)!
.

Finally, for i = 1, . . . , I, we introduce the vectors ei with coordinate i equal to 1 and the
other coordinates equal to 0. Recall that 0 denotes the zero vector, and 1 denotes the
vector of ones.

4.2 Stochastic model

This section contains a detailed description of the cyclic polling model and the class
of service disciplines that we allow for this model. It also specifies the stochastic as-
sumptions. All stochastic primitives introduced throughout the chapter are defined on
a common probability space (W,F , P) with expectation operator E.

Cyclic polling Consider a system that consists of multiple infinite-buffer queues la-
beled by i = 1, . . . , I, where I is finite, and a single server. There are external arrivals of
customers to the queues that line up in the corresponding buffers in the order of arrival.
The server idles if and only if the entire system is empty. While the system is non-empty,
the server works at unit rate serving one queue at a time and switching from one queue
to another in the cyclic order: after a period of serving queue i, called a visit to queue i,
a visit to queue i mod I + 1 follows. Note that, while the system is non-empty, empty
queues get visited as well in the sense that, once the server arrives to (or, polls) an empty
queue, say at time t, it has to leave immediately, and the visit in this case is defined to be
the empty interval [t, t). Now suppose that, at a particular time instant, the system emp-
ties upon completion of a non-empty visit to queue i. For mathematical convenience,
we assume that such an instant is followed by a single (empty) visit to each of the empty
queues i + 1, . . . , I. Then the server idles until the first arrival into the empty system. If
that arrival is to queue i, a single (empty) visit to each of the empty queues 1, . . . , i� 1
precedes the visit to queue i. In the course of a visit, a number of customers at the head
of the queue get served in the order of arrival and depart. The service disciplines at the
queues specify how many customers should get served per visit, we now proceed with
their description.

Multigated service With multigated service in a queue we mean that each visit of that
queue consisits of a number of consecutive gated service phases. More formally, we
say that the server gates a queue at a particular time instant meaning that the queue is
in service at the moment, and all the customers found in the queue at the moment are
guaranteed to receive service during the current visit. Customers gated together are
served in the order of arrival. For each visit, its gating index is defined: it is the upper
bound on the number of times the server is supposed to gate the queue in the course
of the visit. The gating indices for different queues and for different visits of the same
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queue might be different. The first time during a visit when the server gates the queue
is upon polling the queue. The other gating instants are defined by induction: as soon
as the customers found in the queue the last time it was gated have been served, the
queue is gated again provided that the total number of gating procedures is not going
to exceed the gating index. If the queue is empty upon gating, the server switches to the
next queue, and thus the actual number of gating procedures performed during a visit
might differ from the gating index for that visit. Now we define a generic multigated
service discipline.

Definition 4.1. Let a random variable X take values in Z+ [ f¥g. The service disci-
pline at a particular queue is called X-gated if the gating indices for different visits of
this queue are i.i.d. copies of X. If a gating index equals 0, the server should leave im-
mediately after polling the queue. The values 1 and ¥ of a gating index correspond to
conventional gated and exhaustive service, respectively.

Remark 4.1. Multigated service disciplines guarantee the population of the polling sys-
tem at polling instants of a fixed queue to form an MTBP, laying the foundation for
the analysis that we carry out in this chapter. We discuss this connection with MTBP’s
in detail in the next section.

Stochastic assumptions We assume the cyclic polling system described above to evolve
in the continuous time horizon t 2 R+. At t = 0, the system is empty. Arrivals of cus-
tomers to queue i form a Poisson process Ai(�) of rate li. Introduce also the vector of
arrival rates

l := (l1, . . . , lI).

Service times of queue i customers are drawn from a sequence fBi,ngn2N of i.i.d. copies
of a positive random variable Bi with a finite mean value 1/mi. Gating indices for
queue i are drawn from a sequence fXi,ngn2N of i.i.d. copies of a random variable Xi
taking values in Z+ [ f¥g. The random elements Ai(�), fBi,ngn2N and fXi,ngn2N,
i = 1, . . . , I, are mutually independent. Additionally, we impose the following condi-
tions on the load intensities and service times.

Assumption 4.1. For all i, li/mi < 1, and åI
i=1 li/mi > 1.

Assumption 4.2. For all i, EBi log Bi < ¥.

We study the system behavior in terms of its queue length process

Q(�) = (Q1, . . . , QI)(�),

where Qi(t) is the number of customers in queue i at time t 2 R+.
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4.3 Connection with MTBP’s

This section is devoted to a multitype branching process (MTBP) embedded in the
queue length process Q(�) and enabling its further analysis.

To start with, we divide the time horizon into pairwise-disjoint finite intervals in such
a way that each interval includes a single (possibly empty) visit of the server to each of
the queues starting from the first one. Let

R+ =
[

n2Z+
[tn, tn+1),

[tn, tn+1) = [tn, t1,n)
[I

i=1
[ti,n, ti+1,n),

where

� t0 = 0 and tn � t1,n � . . . � tI+1,n = tn+1;

� if the system is empty at tn, then the interval [tn, t1,n) is the period of waiting until
the first arrival, otherwise tn = t1,n;

� the interval [ti, n, ti+1,n) is the visit to queue i following tn, with ti,n = ti+1,n if the
visit is empty.

The interval [tn, tn+1) is called session n. The interval [ti,n, ti+1,n) is called visit n to queue i,
and the gating index for this visit is Xi,n.

For multigated service disciplines that we consider in this chapter, the following holds.

Property 4.1. For all i = 1, . . . , I, the customers found in queue i at a polling instant get
replaced during the course of the visit by i.i.d. copies of a random vector Lv

i = (Lv
i,1, . . . , Lv

i,I)

that has the distribution of Q(ti+1,n) given that Q(ti,n) = ei (this distribution does not depend
on n).

By Resing [94], Property 4.1 implies that the sequence

fQ(tn)gn2Z+

forms an MTBP with immigration in state 0. In the rest of the section, we introduce
a number of objects associated with this MTBP and discuss some of its properties.

The random vector Lv
i mentioned in Property 4.1 is called the visit offspring of a queue i

customer. Define also the visit duration at queue i to be a random variable Vi equal in
distribution to (ti+1,n � ti,n) given that Qi(ti,n) = 1, and the session offspring of a queue i
customer to be a random vector Li = (Li,1, . . . , Li,I) that has the distribution of Q(tn+1)
given that Q(tn) = ei. Then the immigration distribution is given by

G(k) := PfQ(t(n+1)) = kjQ(tn) = 0g = åI
i=1 liPfLi = kg/ åI

i=1 li, k 2 ZI
+.
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The following lemma computes the mean values

gi := EVi,
mv

i = (mv
i,1, . . . , mv

i,I) := ELv
i ,

mi = (mi,1, . . . , mi,I) := ELi.

Lemma 4.1. For all i,

mv
i,i = E(li/mi)

Xi , gi =
1�mv

i,i

mi � li
,

and, for i 6= j,
mv

i,j = ljgi.

For the mi,j’s, there is a recursive formula:

mI,j = mv
I,j for all j,

and, for i � I � 1, mi is computed via mi+1,

mi,j = mv
i,jIfi � jg+ åI

k=i+1 mv
i,kmk,j for all j.

The proof follows in Section 4.5.1.

By the Perron-Frobenius theorem (see e.g. Harris [49, Theorem 5.1]), the mean session off-
spring matrix M := fmi,jgI

i,j=1 has a positive eigenvalue r that is greater in absolute value
than any other eigenvalue of M. The eigenspace associated with r is one-dimensional
and parallel to a vector with all coordinates positive. Then there exist (row) vectors
u = (u1, . . . , uI) and v = (v1, . . . , vI) with all coordinates positive such that

MuT = ruT , vM = rv and vuT = 1,

where uT is the transpose of u.

Now introduce an auxiliary MTBP fZ(n)gn2Z+ with no immigration and such that,
given Z(n) = ei, the next generation Z(n + 1) is equal in distribution to Li. Denote by qi
the extinction probability for the process fZ(n)gn2Z+ given that Z(0) = ei, and introduce
the vector of extinction probabilities

q := (q1, . . . , qI).

Then the probability for the process fQ(tn)gn2Z+ to return to 0 is given by

qG := åk2ZI
+

G(k)qk.

Remark 4.2. Since all time instants t such that Q(t) = 0 are contained among the tn’s,
the probability for the process Q(�) to return to 0 equals qG, too.

By Assumption 4.1, the MTBP’s fQ(tn)gn2Z+ and fZ(n)gn2Z+ are supercritical (the
proof is postponed to Section 4.7).
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Lemma 4.2. For the Perron-Frobenius eigenvalue r and the extinction probabilities qi, we have
r > 1 and qi < 1 for all i. By the latter, qG < 1, too.

Assumption 4.2 guarantees finiteness of the corresponding moments for the offspring
distribution of the MTBP’s fQ(tn)gn2Z+ and fZ(n)gn2Z+ (see Section 4.5.2 for the proof).

Lemma 4.3. For all i and j, ELi,j log Li,j < ¥, where 0 log 0 := 0 by convention.

Finally, we quote the Kesten-Stigum theorem for supercritical MTBP’s (see e.g. [60, 66]),
which is our starting point when proving the convergence results of the next section.
By that theorem and Lemmas 4.2 and 4.3, the auxiliary process fZ(n)gn2Z+ has the
following asymptotics.

Proposition 4.1. Given Z(0) = ei,

Z(n)/rn ! ziv a.s. as n! ¥,

where the distribution of the random variable zi has a jump of magnitude qi < 1 at 0 and
a continuous density function on (0, ¥), and Ezi = ui.

4.4 Fluid limit theorem

In this section, we present our main result which concerns the behavior of the system
under study on a large time scale.

For each n 2 Z+, introduce the scaled queue length process

Qn
(t) := Q(rnt)/rn, t 2 R+. (4.1)

We are interested in the a.s. limit of the processes (4.1) as n! ¥, which we call the fluid
limit of the model. It appears that, in order to precisely describe the fluid limit, the
information provided by the following theorem is sufficient.

For n 2 Z, let

hn :=
�

minfk : tk � rng, n � 0,
0, n < 0.

Theorem 4.1. There exist constants bi 2 (0, ¥) and ai = (ai,1, . . . , ai,I) 2 RI
+, i = 1, . . . , I +

1, and a random variable x with values in [1, r) such that, for all k 2 Z+ and i,

a.s. as n! ¥, ti,hn+k/rn ! rkbix, Q(ti,hn+k)/rn ! xrkai. (4.2)

The bi’s and ai’s are given by

b1 = 1,

bi+1 = ti + (vi/a + li(bi � b1))gi, i � I,
(4.3)
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and

a1 = v/a,

ai+1 = ai + (bi+1 � bi)l� (bi+1 � bi)miei, i � I,
(4.4)

where

a =
åI

i=1 vi/mi

åI
i=1 li/mi � 1

.

The distribution of x is given by: for x 2 [1, r),

Pfx � xg =
1

1� qG
åk2ZI

+ ,
jjkjj1�1

G(k) ål�k,
jjljj1�1

�
k
l

�
(1� q)lqk�l

�Pfflogr(a åI
i=1 åli

n=1 xi,n)g � logr xg,

where xi,n, n 2N, are i.i.d. r.v.’s with the distribution of zi given that zi > 0, and the sequences
fxi,ngn2N, i = 1, . . . , I, are mutually independent.

The proof of Theorem 4.1 combines the Kesten-Stigum theorem with various dynamic
equations and laws of large numbers, see Section 4.6.

Remark 4.3. Since the system is overloaded (Assumption 4.1), it never empties after a
finite period of time. Hence, for all n big enough, we have tI+1,n = t1,n+1, and then
Theorem 4.1 implies that

bI+1 = rb1, aI+1 = ra1.

Remark 4.4. There is an alternative way to compute the ai’s:

a1 = v/a,
ai+1 = ai � ai,iei + ai,imv

i , i � I,

which implies that ai,j > 0 if ji� jj 6= 1 and ai,i+1 = 0 if and only if the service discipline
at queue i is exhaustive. See Lemma 4.7 and Remark 4.7 in Section 4.6.2.

Based on the results of Theorem 4.1, Theorem 4.2 below derives the fluid limit equations
from the suitable dynamic equations, see Section 4.6 for the proof.

Theorem 4.2. There exists a deterministic function Q(�) = (Q1, . . . , QI)(�) : R+ ! RI
+ such

that,
a.s. as n! ¥, Qn

(�)! xQ(�/x) u.o.c.,

where the r.v. x is defined in Theorem 4.1 and the abbreviation “u.o.c.” stands for uniform
convergence on compact sets.
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The function Q(�) is continuous and piecewise linear and given by

Q(t) =

8>><>>:
0, t = 0,
rkai + (t� rkbi)l� (t� rkbi)miei, t 2 [rkbi, rkbI+1),

i = 1, . . . , I,
k 2 Z,

(4.5)

or, equivalently, by

for all i, Qi(t) =

8>>>><>>>>:
0, t = 0,
rkai,i + (li � mi)(t� rkbi), t 2 [rkbi, rkbi+1),

k 2 Z,
rk+1ai,i � li(rk+1bi � t), t 2 [rkbi+1, rk+1bi),

k 2 Z.

(4.6)

Remark 4.5. By (4.6), the whole process Q(�) is defined by the constants bi and ai,i. The
fastest way to compute the bi’s and ai,i’s is using the simultaneous recursion

b1 = 1, for i � I, ai,i = vi/a + li(bi � b1), bi+1 = bi + ai,igi.

See the last part of the proof of Lemma 4.7 (namely, (4.34) and (4.35)) and Remark 4.7 in
Section 4.6.2.

Remark 4.6. Since the fluid limit is continuous, it approximates the fluid-scaled queue
length process both in the metric of uniform convergence on compact sets and in the
J1-metric of the Skorokhod space D(R+, RI

+), see Proposition 1.2.

Finally, Figure 4.2 depicts a trajectory of the limiting process xQ(�/x).

Figure 4.2: Fluid limit of queue i
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4.5 Proofs for Section 4.3

In this section, we prove the properties of the offspring distribution of the embedded
MTBP fQ(tn)gn2Z+ .

4.5.1 Proof of Lemma 4.1

First we compute the gi’s. For k 2 Z+ [ f¥g, let a random variable Vi(k) be the visit
duration at queue i given that the service discipline at queue i is k-gated. Recall that the
gating index equal ¥ corresponds to exhaustive service, and hence

EVi(¥) = 1/(mi � li).

Now note that

Vi(0) = 0,

Vi(k + 1)
d
= Bi + åAi(Bi)

n=1 Vi,n(k), k 2 Z+.
(4.7)

where the random elements Bi, Ai(�) and fVi,n(k)gn2N are mutually independent, and
Vi,n(k), n 2N, are i.i.d. copies of Vi(k). Then, for k 2 Z+,

EVi(k + 1) =
1
mi

+
li
mi

EVi(k) =
1
mi

�
1 +

li
mi

�
+

�
li
mi

�2
EVi(k� 1) = . . .

=
1
mi

 
1 +

li
mi

+ . . . +

�
li
mi

�k
!

+

�
li
mi

�k+1
EVi(0)

=
1
mi

1� (li/mi)
k+1

1� li/mi
, (4.8)

and

gi = åk2Z+[f¥g PfXi = kgEVi(k) =
1�E(li/mi)

Xi

mi � li
.

In a similar way, we compute the mv
i,i’s. For k 2 Z+ [ f¥g, let a random variable Lv

i,i(k)
be the queue i visit offspring of a queue i customer given that the service discipline at
queue i is k-gated. We have

Lv
i,i(¥) = 0,

Lv
i,i(0) = 1,

Lv
i,i(k + 1)

d
= åAi(Bi)

n=1 Lv
i,i,n(k), k 2 Z+,

where the random elements Bi, Ai(�) and fLv
i,i,n(k)gn2N are mutually independent, and
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Lv
i,i,n(k), n 2N, are i.i.d. copies of Lv

i,i(k). Then, for k 2 Z+,

ELv
i,i(k + 1) = (li/mi)ELv

i,i(k) = . . . = (li/mi)
k+1,

and hence,
mv

i,i = E(li/mi)
Xi .

The formulas for the mv
i,j’s, i 6= j, and the mi,j’s follow, respectively, by the representa-

tions
Lv

i,j
d
= Aj(Vi), i 6= j, (4.9)

where Vi and Aj(�) are independent, and

Li,j
d
= Lv

i,j Ifi � jg+ å
Lv

i,i+1
n=1 Li+1,j,n + . . . + å

Lv
i,I

n=1 LI,j,n, (4.10)

where Li,j,n, n 2 N, are i.i.d. copies of Li,j, and the sequences fLi,j,ngn2N, i, j = 1, . . . , I,
are mutually independent and do not depend on the vectors Lv

i , i = 1, . . . , I.

4.5.2 Proof of Lemma 4.3

The cornerstone of this proof is finiteness of the corresponding moments for the busy
periods of the queues in isolation, which we check with the help of the auxiliary Lem-
mas 4.4 and 4.5 that follow below together with their proofs.

Lemma 4.4. Suppose that a function f (�) : R+ ! R+ is bounded in a finite interval [0, T]
and non-decreasing in [T, ¥), and that f (x)! ¥ as x ! ¥. Suppose also that, for some (and
hence for all) c > 1,

limx!¥ f (cx)/ f (x) < ¥. (4.11)

Consider an i.i.d. sequence fYngn2N of non-negative, non-degenerate at zero random variables,
and the renewal process

Y(t) = maxfn 2 Z+ : ån
k=1 Yk � tg, t 2 R+.

Let t be a non-negative random variable which may depend on the sequence fYngn2N. Assume
that E f (t) < ¥. Then E f (Y(t)) is finite too.

Proof. Without loss of generality, we can assume that the function f (�) is non-decreasing
in the entire domain R+ and right-continuous (otherwise, instead of f (�), one can con-
sider ef (x) = sup0�y�x f (y), x 2 R+).

First we show that, if (4.11) holds for some c > 1, then it holds for any ec > 1. For ec = ck,
k 2N, we have

limx!¥
f (ckx)

f (x)
� limx!¥

f (ckx)

f (ck�1x)
limx!¥

f (ck�1x)

f (ck�2x)
. . . limx!¥

f (cx)

f (x)
< ¥.
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Then, for ec > 1 other than powers of c, (4.11) follows by the monotonicity of f (�).

Condition (4.11) also implies that

limx!¥ log( f (x))/x = 0. (4.12)

Indeed, in (4.11) take c = e, the exponent. Since M := limx!¥ f (ex)/ f (x) < ¥, there
exists a large enough eT > 0 such that supx2[eT,¥) f (ex)/ f (x) � 2M. Note that any

x 2 [eeT, ¥) admits a unique representation x = ek(x)y(x), where y(x) 2 [eT, eeT) and
k(x) 2N. Hence, for any x 2 [eeT, ¥),

f (x) =
f (ek(x)y(x))

f (ek(x)�1y(x))

f (ek(x)�1y(x))

f (ek(x)�2y(x))
. . .

f (ey(x))

f (y(x))
f (y(x)) � (2M)k(x) f (eeT)

and
log( f (x))

x
� k(x) log(2M) + log( f (eeT))eTek(x)

,

implying (4.12).

Now define the pseudo-inverse function

f�1(y) := inffx 2 R+ : f (x) � yg, y 2 [0, ¥).

For any c > 0, we have

E f (Y(t)) �ån2Z+
Pf f (Y(t)) � ng �ån2Z+

PfY(t) � f�1(n)g

�ån2Z+
Pfåd f�1(n)e

k=1 Yk � tg � S1(c) + S2(c),

where

S1(c) := ån2Z+
Pfåd f�1(n)e

k=1 Yk � cd f�1(n)eg,

S1(c) := ån2Z+
Pfc f�1(n) < tg.

By condition (4.11), E f (t/c) < ¥ for any c > 0, and hence

S2(c) �ån2Z+
Pf f (t/c) � ng � 1 + E f (t/c) < ¥.

We now pick a c such that S1(c) < ¥, and this will finish the proof. By Markov’s
inequality, Pfån

k=1 Yk � cng = Pfexp(�ån
k=1 Yk) � e�cng � (ec Ee�Y1 )n. Let c be

small enough so that ec := ec Ee�Y1 < 1. Since d f�1(n)e = m implies n � f (m + 1), we
have

S1(c) �åm2Z+
Pfåm

k=1 Yk � c0mg f (m + 1) � 1ec åm2N
ec m f (m).



4.5 Proofs for Section 4.3 109

Take an # 2 (0, j log(ec)j). By (4.12), there exists a large enough N 2N such that f (m) �
em# for m > N. Then

S1(c) � 1ec åN
m=1 ec m f (m) +

1ec å¥
m=N+1(ece#)m,

where ece# = e#�j log(ec)j < 1 by the choice of #, and hence S1(c) < ¥.

Lemma 4.5. Consider a sequence fYngn2N of non-negative random variables that are iden-
tically distributed (but not necessarily independent), and also a Z+-valued random variable h
that does not depend on fYngn2N. If f (�) : R+ ! R is a convex function, then

E f (åh

k=1 Yk) � E f (hY1).

Proof. By the convexity of f (�), for any n 2 Z+,

E f (ån
k=1 Yk) = E f (ån

k=1
1
n

(nYk)) �ån
k=1

1
n

E f (nYk) = E f (nY1).

Then Lemma 4.5 follows by the independence between fYngn2N and h:

E f (åh

k=1 Yk) = ån2Z+
Pfh = ng f (ån

k=1 Yk)

�ån2Z+
Pfh = ngE f (nY1) = E f (hY1).

Now we proceed with the proof of Lemma 4.3. It suffices to show that

E f (Li,j) < ¥, for all i and j,

where

f (x) =

�
0, x 2 [0, 1],
x log x, x 2 [1, ¥).

Note that the function f (�) is convex: in (1, ¥), its derivative log(�) + 1 is non-decreasing,
and in the other points, it is easy to check the definition of convexity. Also note that

f (xy) � x f (y) + y f (x), x, y 2 R+. (4.13)

The rest of the proof is divided into three parts. The two key steps are to show that the
f -moments of the visit duration Vi and the same type visit offspring Lv

i,i are finite. Then
the finiteness of the f -moments of the session offspring Li,j follows easily.

Finiteness of E f (Vi) It suffices to show that, in the M/G/1 queue (see Remark 1.1)
with the arrival process Ai(�) and service times Bi,n, n 2 N, the f -moment of the busy
period is finite. Suppose that at time t = 0, there is one customer in the queue, and his
service time B0

i is equal in distribution to Bi and independent from Ai(�) and fBi,ngn2N.
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Let

ti = minft > 0 : the queue is empty at tg,
ti(0) = 0,

ti(1) = B0
i ,

ti(k + 2) = ti(k + 1) + åEi(ti(k+1))

n=Ei(ti(k))+1 Bi,n, k 2 Z+.

Whilst ti is a busy period, ti(k) is equal in distribution to the visit duration in queue i
of the polling system given that the service discipline in that queue is k-gated, and

ti(k) " ti a.s. as k! ¥.

Now we show that the moments E f (ti(k)), k 2 Z+, are bounded. Then the finiteness
of E f (ti) follows by the continuity of f (�) and the dominated convergence theorem.

Mimicking (4.7) , we have

ti(k + 1)
d
= B0

i + åAi(B0
i )

n=1 ti,n(k), k 2N,

where ti,n(k), n 2 N, are i.i.d. copies of ti(k) that are independent from B0
i and Ai(�).

Then, by the monotonicity and convexity of f (�), and the auxiliary Lemma 4.5 combined
with (4.13),

E f (ti(k)) � E f (ti(k + 1)) � 1
2

E f (2B0
i ) +

1
2

E f (2 åAi(B0
i )

n=1 ti,n(k))

� 1
2

E f (2B0
i ) +

1
2

E f (2Ai(B0
i )ti,1(k))

� 1
2

E f (2B0
i ) +

li
mi

E f (ti(k)) +
1
2

Eti(k)E f (2Ai(B0
i )),

where E f (2Ai(B0
i )) < ¥ by the auxiliary Lemma 4.4, and Eti(k) � 1/(mi � li) by (4.8).

Thus, we have

E f (ti(k)) � Ci
1� li/mi

for all k � 2,

where

Ci =
E f (2B0

i )

2
+

E f (2Ai(B0
i ))

2(mi � li)
< ¥.

Finiteness of E f (Lv
i,i) Note that Li,i is bounded stochastically from above by the num-

ber of service completions during the busy period of the M/G/1 queue introduced
when proving the finiteness of E f (Vi). The number of service completions during the
first busy period ti is given by 1 + Ai(ti), and the finiteness of E f (1 + Ai(ti)) follows
by the auxiliary Lemma 4.4.
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Finiteness of E f (Li,j) This part of the proof uses mathematical induction. Now that
we have shown the finiteness of the moments E f (Lv

i,i), (4.9) and Lemma 4.4 imply that

E f (Lv
i,j) < ¥ for all i and j. (4.14)

Then we have the basis of induction: E f (LI,j) = E f (Lv
I,j) < ¥ for all j. Suppose that

E f (Lk,j) < ¥ for k = i + 1, . . . , I and all j. Then the induction step (from i + 1 to i)
follows by (4.10), the convexity of f (�), Lemma (4.5) combined with (4.13), and (4.14).

4.6 Proofs for Section 4.4

First we make preparations in Sections 4.6.1 and 4.6.2, and then proceed with the proofs
of Theorems 4.1 and 4.2 in Sections 4.6.3 and 4.6.4, respectively.

4.6.1 Additional notation

In this section we introduce a number of auxiliary random objects that we operate with
when proving the a.s. convergence results of the chapter.

Queue length dynamics Define the renewal processes

Bi(t) := maxfn 2 Z+ : ån
k=1 Bi,k � tg, t 2 R+,

and the processes

Ii(t) :=
Z t

0
Ifqueue i is in service at time sg ds, t 2 R+,

which keep track of how much time the server has spent in each of the queues. Then
the number of queue i customers that have departed up to time t is given by

Di(t) := Bi(Ii(t)).

Most of the a.s. convergence results of this chapter we derive from the basic equations

Qi(�) = Ai(�)� Di(�).

The preliminary results of Section 4.6.2 depend on when the system empties for the last
time. The number of indices n such that Q(tn) = 0 has a geometric distribution with
parameter qG < 1 (see Lemma 4.2). Denote by n the last such index, i.e.

Q(tn) = 0, Q(tn) 6= 0 for all n > n.
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Ancestor-descendant relationships between customers By the following three rules,
we define the binary relation “is a descendant of ” on the set of customers:

� each customer is a descendant of himself;

� if customer 2 arrives while customer 1 is receiving service (the two customers
are allowed to come from different queues), then customer 2 is a descendant of
customer 1;

� if customer 2 is a descendant of customer 1, and customer 3 a descendant of cus-
tomer 2, then customer 3 is a descendant of customer 1.

Now suppose that a customer is in position k in queue i at the beginning of visit n to
queue i. Denote by Vi,n,k the amount of time during the visit that his descendants are in
service, and by Lv

i,j,n,k the number of his descendants in queue j at the end of the visit.
If a customer is in position k in queue i at the beginning of session n, denote by Li,j,n,k
the number of his descendants in queue j at the end of the session. Introduce also the
random vectors

Lv
i,n,k := (Lv

i,1,n,k, . . . , Lv
i,I,n,k),

Li,n,k := (Li,1,n,k, . . . , Li,I,n,k).

4.6.2 Preliminary results

In this section, we characterize the asymptotic behavior of the system at the switching
instants ti,n, laying the basis for Theorem 4.1 that concerns the bigger scale times ti,hn .

From the Kesten-Stigum theorem, we derive the following result for the t1,n’s.
Lemma 4.6. There exists a positive random variable z such that

a.s. as n! ¥, Q(tn)/rn ! zv, Q(t1,n)/rn ! zv.

The distribution of z is given by: for x 2 (0, ¥),

Pfz � xg =
1

1� qG
ån2Z+

Pfn = ngåk2ZI
+ ,

jjkjj1�1

G(k)

�ål�k,
jjljj1�1

�
k
l

�
(1� q)lqk�lPfåI

i=1 åli
m=1 xi,m � rn+1xg,

(4.15)

where the random variables xi,m are the same as in Theorem 4.1.

Proof. Since t1,n = tn for n > n, it suffices to find the a.s. limit of Q(tn)/rn.

First we find the asymptotics of the auxiliary MTBP fZ(n)gn2N (without immigration)
under the assumption that Z(0) is distributed according to fG(k)gk2ZI

+
(the immigra-

tion distribution for the MTBP fQ(tn)gn2N ).
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By Proposition 4.1, if the distribution of Z(0) is fG(k)gk2ZI
+

, then, as n! ¥,

Z(n)/rn a.s.!
�
åk2ZI

+
IfZ(0) = kgåI

i=1 åki
m=1 zi,m| {z }

=: zG

�
v,

where zi,m, m 2 N, are i.i.d. copies of zi, and the sequences fzi,mgm2N, i = 1, . . . , I, are
mutually independent and also independent from Z(0).

The distribution of zG is given by

PfzG = 0g = qG,

PfzG � xg = åk2ZI
+ ,

jjkjj1�1

G(k) ål�k,
jjljj1�1

�
k
l

�
p(l) (4.16)

�ÕI
i=1 (Pfzi > 0g)li (Pfzi = 0g)ki�li| {z }

= (1� q)k�lql

, x 2 (0, ¥),

where
p(l) = PfåI

i=1 åli
m=1 zi,m � x

�� zi,m > 0 for all i and m = 1, . . . , lig

= PfåI
i=1 åli

m=1 xi,m � xg

with the random variables xi,m defined in Theorem 4.1.

Now, on the event fn = Ng, as n! ¥,

Q(tN+1+n)/rn a.s.! zNv,

where

PfzN 2 �g = PfzG 2 �j Z(n) 6= 0 for all n 2 Z+g = PfzG 2 �j zG > 0g.

Then, as n! ¥,
Q(tn)/rn a.s.! (åN2Z+

Ifn = NgzN/rN+1| {z }
=: z

) v,

and it is left to check that the distribution of z is given by (4.15).

For x 2 (0, ¥), we have

Pfz � xg = åN2Z+
Pfn = NgPfzG � rN+1xg/PfzG > 0g,

and then (4.15) follows by (4.16).

To deal with the other ti,n’s, we combine the previous lemma with LLN’s.
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Lemma 4.7. For i = 1, . . . , I + 1, there exist constants bi 2 (0, ¥) and ai = (ai,1, . . . , ai,I) 2
RI

+ such that
a.s. as n! ¥, ti,n/rn ! biz, Q(ti,n/rn)! zai.

The bi’s and ai’s are given by

b1 =
åI

i=1 vi/mi

åI
i=1 li/mi � 1

,

bi+1 = bi + (vi + li(bi � b1))gi, i � I,

(4.17)

and

a1 = v,
ai+1 = ai + (bi+1 � bi)l� (bi+1 � bi)miei, i � I.

(4.18)

The ai’s also satisfy

a1 = v,
ai+1 = ai � ai,iei + ai,imv

i , i � I.
(4.19)

Remark 4.7. As we compare (4.17)–(4.18) with (4.3)–(4.4), it immediately follows that

bi = abi ai = aai

Proof of Lemma 4.7. First we show that the sequences of ti,n/rn and Q(ti,n)/rn converge
a.s., and that their limits satisfy the relations (4.18). Then we derive equations (4.17)
and (4.19) relying on an LLN that, generally speaking, guarantees the bi’s to be in-
probability-limits only.

Asymptotics of t1,n By the definition of n, which is a.s. finite, we have, for n > n,

t1,n = tn = S + åI
i=1 åDi(tn)

k=1 Bi,k, (4.20)

where
S := ån

m=0(t1,m � tm)
a.s.
< ¥.

Equation (4.20) with Di(tn) = Ai(tn)�Qi(tn) plugged in can be transformed into

t1,n = tn = S + tnS1(n)� rnS2(n),
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where

S1(n) := åI
i=1

å
Di(tn)
k=1 Bi,k

Di(tn)

Ai(tn)

tn
,

S2(n) := åI
i=1

å
Di(tn)
k=1 Bi,k

Di(tn)

Qi(tn)

rn .

Then we have

t1,n/rn = tn/rn =
S2(n)� S/rn

S1(n)� 1
. (4.21)

By the SLLN and Lemma 4.6, as n! ¥,

S1(n)
a.s.!åI

i=1 li/mi, S2(n)
a.s.! (åI

i=1 vi/mi)z,

which, together with (4.21), implies that

tn/rn a.s.! b1z, t1,n/rn a.s.! b1z, (4.22)

where the value of b1 is the one claimed in the lemma.

Convergence of ti,n/rn Note that

ti+1,n � ti,n = Ii(tn+1)� Ii(tn),

and hence,

ti+1,n

rn =
ti,n

rn +
Ii(tn+1)

Bi(Ii(tn+1))

Di(tn+1)

rn+1 r� Ii(tn)

Bi(Ii(tn))

Di(tn)

rn . (4.23)

By the SLLN, as n! ¥,
Bi(Ii(tn))

Ii(tn)
a.s.! mi. (4.24)

By the SLLN, (4.21) and Lemma 4.6,

Di(tn)

rn =
Ai(tn)

tn

tn

rn �
Qi(tn)

rn
a.s.! (lib1 � vi)z. (4.25)

As we put (4.22)–(4.25) together, it follows that there exist positive numbers bi such that,
as n! ¥,

ti,n/rn a.s.! biz, i = 1, . . . , I + 1. (4.26)

(The value of b1 is the one claimed in the Lemma, and the equations for the other bi’s
that follow from (4.22)–(4.25) are not given here since they will not be used anywhere in
the proofs.)
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Convergence of Q(ti,n)/rn and (4.18) Since, during the time interval [ti,n, ti+1,n), there
are no departures from queues other than i, we have

Qj(ti+1,n)�Qj(ti,n) = Aj(ti+1,n)� Aj(ti,n)

� Ifj = ig(Bi(Ii(tn+1))� Bi(Ii(tn))).
(4.27)

By the SLLN and (4.26), as n! ¥,

Aj(ti+1,n)� Aj(ti,n)

rn
a.s.! lj(bi+1 � bi)z. (4.28)

By (4.26),
Ii(tn)

rn =
ån�1

k=1 (ti+1,k � ti,k)

rn
a.s.! bi+1 � bi

r� 1
z, (4.29)

which, together with the SLLN, implies that

Bi(Ii(tn+1))� Bi(Ii(tn))

rn
a.s.! mi(bi+1 � bi)z. (4.30)

As we put Lemma 4.6 and (4.27)–(4.30) together, it follows that

Q(ti,n)/rn a.s.! zai, i = 1, . . . , I + 1, (4.31)

where the vectors ai = (ai,1, . . . , ai,I) are given by (4.18).

Proof of (4.17) and (4.19) We derive (4.17) from the equations

ti+1,n = ti,n + åQi(ti,n)

k=1 Vi,n,k, (4.32)

Qi(ti,n) = Qi(t1,n) + Ai(ti,n)� Ai(t1,n). (4.33)

To (4.32), we apply the following form of the LLN (the proof is postponed to Section 4.7).

Statement 4.1. Let a random variable Y have a finite mean value and, for each n 2 N, let
Yn,k, k 2 N, be i.i.d. copies of Y. Let tn, n 2 N, be Z+-valued random variables such that
tn is independent of the sequence fYn,kgk2N for each n and tn ! ¥ in probability as n ! ¥.
Finally, let a sequence fTngn2N of positive numbers increase to ¥. If there exists an a.s. finite
random variable t such that tn/Tn ! t in probability as n! ¥, then

åtn
k=1 Yn,k/Tn ! tEY in probability as n! ¥.

By (4.32) and Statement 4.1,
bi+1 � bi = ai,igi. (4.34)

By (4.33) and the SLLN,
ai,i = vi + li(bi � b1). (4.35)
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Then (4.17) follows as we plug (4.35) into (4.34).

Finally, (4.19) follows as we apply Statement 4.1 to the equation

Q(ti+1,n) = Q(ti,n)�Qi(ti,n)ei + åQi(ti,n)

k=1 Lv
i,n,k.

4.6.3 Proof of Thereom 4.1

This proof converts the results of Lemma 4.7 using the following tool.

Lemma 4.8. Suppose that random variables Yn, n 2 Z, and Y are such that

Yn/rn ! Yz a.s. as n! ¥.

Then, for all k 2 Z,

Yhn+k/rn ! Yr
blogr(az)c

rk/a a.s. as n! ¥.

Proof. First we show that,

a.s., for all n big enough, n� hn = blogr(az)c. (4.36)

Indeed, we have logr(tn) � n = logr(az) + dn, where dn ! 0 a.s. as n ! ¥. Then
hn = minfk : logr(tk) � ng = minfk : k + dk � n � logr(az)g. Introduce the event
W� := fdn ! 0, logr(az) /2 Zg. When estimated at any w 2 W�, hn = dn� logr(az)e =

n� blogr(az)c for all n big enough. Also we have PfW�g = 1 because the distribution
function of z is continuous in (0, ¥) (see (4.15), where the r.v.’s xi,m have continuous
densities on (0, ¥) by Proposition 4.1).

Now fix a k 2 Z. By (4.36),

Yhn+k

rn =
Yhn+k

rhn+k
rk

rn�hn

a.s.! Yz
rk

r
blogr(az)c ,

where
z

r
blogr(az)c =

r
logr(az)

r
blogr(az)c

1
a

= r
flogr(az)g/a,

and hence Lemma 4.8 is proven.

Now we proceed with the proof of Theorem 4.1.

Lemmas 4.7 and 4.8 imply that the convergence (4.2) holds with

x := r
flogr(az)g.

By definition, x takes values in [1, r), and it is left to calculate its distribution.
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Fix an x 2 [1, r). Since

Pfx � xg = Pfflogr(az)g � logr xg

= åj2Z
Pfj + logr x � logr(az) < j + 1g

= åj2Z
Pfrjx/a � z < rj+1/ag,

we have, by Lemma 4.6,

Pfx � xg =
1

1� qG
ån2Z+

Pfn = ngåk2ZI
+ ,

jjkjj1�1

G(k)

�ål�k,
jjljj1�1

�
k
l

�
(1� q)lqk�lS(n, l),

where

S(n, l) := åj2Z
Pfrj+n+1x/a �åI

i=1 åli
m=1 xi,m < rj+n+2/ag.

Note that Sn,l does not depend on n:

Sn,l = åj2Z
Pfrjx/a �åI

i=1 åli
m=1 xi,m < rj+1/ag

= åj2Z
Pfj + logr x � logr(a åI

i=1 åli
j=1 xi,m) < j + 1g

= Pfflogr(a åI
i=1 åli

j=1 xi,m)g � logr xg,

and this finishes the proof of Theorem 4.1.

4.6.4 Proof of Theorem 4.2

The proof consists of several steps. Throughout the proof, we assume that the func-
tion Q(�) is defined by (4.6). First we show that the process xQ(�/x) coincides a.s. with
the pointwise limit of the scaled processes Qn

(�). Then we check that Q(�) satisfies (4.5)
and is continuous. Finally, we prove that the pointwise convergence of the processes
Qn

(�) implies their uniform convergence on compact sets.
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Pointwise convergence To start with, we define the auxiliary event W� on which, as
n! ¥,

ti,hn+k

rn ! rkbix, i = 1, . . . , I + 1, k 2 Z,

Q(ti,hn+k)

rn ! xrkai, i = 1, . . . , I + 1, k 2 Z,

I(ti,hn+k)

rn ! rk bi+1 � bi
r(r� 1)

x, i = 1, . . . , I, k 2 Z,

and, as t! ¥,
Ai(t)/t! li, Bi(t)/t! mi, i = 1, . . . , I.

By theorem 4.1, (4.29) and the SLLN, PfW�g = 1.

We will now show that on W�, as n! ¥,

Qn
(t)! xQ(t/x) for all t 2 R+, (4.37)

where Q(�) is given by (4.6).

Fix a queue number i and an outcome w 2 W�. All random objects in the rest of this
part of the proof will be evaluated at this w.

For t = 0, the convergence (4.37) holds since the system starts empty. For t > 0, we
consider the three possible cases.

Case 1 : t 2 [rkbix, rkbi+1x) for a k 2 Z. By the definition of W�, for all n big enough,

ti,hn+k/rn < t < ti+1,hn+k/rn,

implying that queue i is in service during [ti,hn+k, rnt), and hence

Qi(rnt) = Qi(ti,hn+k) + (Ai(rnt)� Ai(ti,hn+k)� (Di(rnt)� Di(ti,hn+k)),

where

Di(rnt)� Di(ti,hn+k) = Bi

�
Ii(ti,hn+k) + (rnt� ti,hn+k)

�
� Bi(Ii(ti,hn+k)).

Again by the definition of W�, the last two equations imply that, as n! ¥,

Qn
i (t)! rkai,ix + li(t� rkbix)� mi(t� rkbix) = xQi(t/x).

Case 2 : t 2 [rkbi+1x, rk+1bix) for a k 2 Z. In this case, for all n big enough,

ti+1,hn+k/rn < t < ti,hn+k+1/rn,
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and hence, queue i is not in service during [rnt, ti,hn+k+1), i.e.

Qi(ti,hn+k+1) = Qi(rnt) + Ai(ti,hn+k+1)� Ai(rn),

implying that

Qn
i (t)! rk+1ai,ix � li(rk+1bix � t) = xQi(t/x).

Case 3 : t = rkbix for a k 2 Z. We have, as n! ¥,

ti+1,hn+k�1/rn ! rk�1bi+1x,

ti,hn+k/rn ! t,

ti+1,hn+k/rn ! rkbi+1x,

where the limits satisfy the inequality

rk�1bi+1x < t < rkbi+1x.

Hence, all n big enough fall into the two sets

N1 := fn : ti,hn+k � rnt < ti+1,hn+kg
N2 := fn : ti+1,hn+k�1 < rnt < ti,hn+kg.

For l = 1, 2, we have to check that, if the set Nl is infinite, then

Qn
i (t)! rkai,ix as n! ¥, n 2 Nl . (4.38)

For l = 1, (4.38) follows along the lines of Case 1. For l = 2, we can prove (4.38)
following the lines of Case 2 and replacing k + 1 with k.

Equivalence of (4.5) and (4.6) Let eQ(�) = ( eQ1, . . . , eQI)(�) be the unique solution to (4.5),
whereas Q(�), as before, is given by (4.5). Fix a queue number i. The slopes of Qi(�) andeQi(�) coincide everywhere. Also Qi(0) = 0 = eQi(0), and Qi(rkbi) = rkai,i = eQi(rkbi),
k 2 Z. Then it is left to check that

Qi(rkbj) = rkaj,i = eQi(rkbj), j 6= i, k 2 Z. (4.39)

If j < i, we have,

rkbj 2 [rk�1bi+1, rkbi),

Qi(rkbj) = rk(bi � li(bi � bj)),
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and, if j > i,

rkbj 2 [rkbi+1, rk+1bi)

Qi(rkbj) = rk(rbi � li(rbi � bj)).

Then (4.39) follows from the equations

Qi(ti,n) = Qi(tj,n) + Ai(ti,n)� Ai(tj,n), j < i,
Qi(ti,n+1) = Qi(tj,n) + Ai(ti,n+1)� Ai(tj,n), j > i,

by Lemma 4.7 and Remark 4.7.

Continuity of Q(�) Fix a queue number i. As defined by (4.6), the function Qi(�) might
have discontinuities only at t = 0 and t = rkbi+1, k 2 Z.

Note that supt2[rk�1bi ,rkbi)
Qi(t) = rkai,i, k 2 Z. Then

supt2(0,rkbi)
Qi(t) = supl2Z,l�k rkai,i ! 0 as k! �¥,

and hence, Qi(t)! 0 = Qi(0) as t! 0.

At t = rkbi+1, k 2 Z, the function Qi(�) is right-continuous with the left limit given by

limt"rkbi+1
Qi(t) = rk(ai,i + (li � mi)(bi+1 � bi)).

By (4.4) and (4.39), we have

limt"rkbi+1
Qi(t) = Qi(rkbi+1) = rkai+1,i.

Uniform convergence on compact sets Define the auxiliary event eW on which, as n!
¥, Qn

(�) ! xQ(�/x) pointwise, and Ai(rn�)/rn ! li(�) u.o.c., i = 1, . . . , I, where
li(x) = lix for all x. As follows from the first part of the proof and the functional
SLLN, PfeWg = 1. For the rest of the proof, we estimate random objects at an outcome
w 2 eW. Consider the scaled departure processes Di(rn�)/rn = Ai(rn�)/rn � Qn

i (�).
These processes are monotone and, by the definition of eW, converge pointwise to the
continuous functions li(�)� xQi(�/x). Then they converge u.o.c., and the same is true
for the processes Qn

i (�).

4.7 Proofs of auxiliary results

Proof of Lemma 4.2. Suppose r � 1. Then, by Harris [49, Theorem 7.1], we have qi = 1
for all i and qG = 1. The latter implies that the queue length process Q(�) hits 0 in-
finitely many times, and the same holds the workload process. Let ftnkgk2Z+

be the
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sequence of consecutive time instants such that Q(tnk ) = 0. For different k, the differ-
ences (tnk+1 � tnk ) are bounded from below by the waiting times until the first arrival
into the empty system, which are i.i.d. r.v.’s distributed exponentially with parameter
åI

i=1 li. Therefore, tnk ! ¥ a.s. as k ! ¥. This leads to a contradiction with the fact
that the system is overloaded and its total workload grows infinitely large with time (by
the SLLN, (åI

i=1 å
Ai(t)
k=1 Bi,k � t)/t ! åI

i=1 li/mi � 1 > 0 a.s. as t ! ¥). Hence, r > 1,
and then [49, Theorem 7.1] implies that qi < 1 for all i and qG < 1.

Proof of Statement 4.1. First we show that

åtn
k=1 Yn,k/tn ! EY in probability as n! ¥. (4.40)

By the independence between tn and fYn,kgk2N, for all N 2 Z+,

Pfjåtn
k=1 Yn,k/tn �EYj � #, tn = Ng

= PfjåN
k=1 Y1,k/N �EYj � #gPftn = Ng.

Then, for any M 2 Z+,

Pfjåtn
k=1 Yn,k/tn �EYj � #g

� Pftn � Mg+ supN>M PfjåN
k=1 Y1,k/N �EYj � #g,

and (4.40) follows as we first let n! ¥, and then let M! ¥.

Now that we have shown (4.40), the Statement follows by

Pfjåtn
k=1 Yn,k/Tn � tEYj � #g

� Pfjåtn
k=1 Yn,k/tnjjtn/Tn � tj � #/2g+ Pftjåtn

k=1 Yn,k/tn �EYj � #/2g

� Pfx1jtn/Tn � tj � #/2g+ Pfjåtn
k=1 Yn,k/tnj > x1g

+ Pfx2jåtn
k=1 Yn,k/tn �EYjg+ Pft > x2g

as we first let n! ¥, and then let x1 ! ¥, x2 ! ¥.
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PS-queue with Multistage Service

5.1 Introduction

The original motivation for this chapter lies in a model different than the one claimed
in the title. Namely, we are interested in freelance job websites, which have two kinds
of visitors: customers offering jobs and freelancers, or servers, looking for jobs. The key
feature of such websites is that multiple servers compete for a single job there. The most
common situation is competition at the stage of application, i.e. to get the job. Along
with that, the applicants might have to do the job, and then the one who has done it
best gets paid — this is, for example, the way websites for finding the cheapest flight
connections, such as flightfox.com, work.

To start with, we designed a basic model of a freelance job website, where there is a
Poisson stream of customers and a Poisson stream of freelancers of rates l and m, re-
spectively. Each customer upon arrival posts a job on the website main page and sets a
patience clock that is distributed exponentially with parameter n. Each freelancer upon
arrival picks a job from the main page at random and applies for it, in the form of leav-
ing a comment. If there are no jobs, the freelancer leaves. At most I applications are
allowed per job. Once a customer receives the I-th application, or his patience expires,
he should remove the job from the main page and continue communication with the
applicants via private messaging. The state of this system is represented by the vector
composed of the numbers of jobs on the main page with i = 0, . . . , I � 1 applications.
Mathematically, the constraint on the number of applications per job is a plus since it
makes the problem finite-dimensional. In practice, such a threshold is always present
implicitly: jobs with too many applications are not attractive anymore since the chance
to get them is small. We are not aware of websites with an explicit threshold, but we
suggest it as a guarantee of a chance to get a job, which is necessary in case of the
“do-it-best-get-paid” policy or in case the website aims to expand and thus encourage
unexperienced freelancers to join.

Our next observation (inspired by Borst et al. [17]) was that the basic freelance model is
actually equivalent to a PS-queue where

123
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� arrivals are Poisson of rate l,

� customers re-enter the queue for I times with independent service requirements
distributed exponentially with parameter m,

� patience times of customers are exponentially distributed with parameter n.

The state of the PS-queue is, respectively, the vector composed of the numbers of cus-
tomers who have entered the queue for i = 1, . . . , I times, or we also say "customers at
stage i of service". Finally, we generalised the model by allowing service requirements at
different stages of service have different parameters mi (the distribution is still exponen-
tial).

As in the previous chapters, we develop approximations for the model under study us-
ing the fluid limit approach. We show that trajectories of the per-stage population pro-
cess, when scaled properly, converge to solutions of a system of differential equations,
which in turn stabilise to the unique invariant solution over time. Convergence of the
scaled trajectories follows because asymptotically they live on a compact set and their
oscillations are small. To prove convergence of fluid limits to the invariant point, we use
an equivalent description of fluid limits, which is a generalisation of the approximating
equation suggested by Gromoll et al. [47] for a single-stage-service PS queue.

Driven by mathematical curiosity, we also tried another method to establish the asymp-
totic stability of the invariant point — the method of Lyapunov functions. Note that the
multistage service can be interpreted as tandem routing, that is from class i to class i + 1.
Along with that, the model we consider assumes customers to be impatient. By Bram-
son [23], PS with Markovian routing and patient customers admits an entropy-like
Lyapunov function. For PS with impatience and no routing, there exists a quadratic
Lyapunov function, see Remark 5.2 in Section 5.8. To the best of our knowledge, no
Lyapunov function is known for PS with both routing and impatience. We have two
partial solutions to this problem. We have proved that the entropy Lyapunov function
of Bramson [23] still works outside a compact neighbourhood of the invariant point if
impatience is allowed with the same parameters for all classes. It guarantees that fluid
limits get attracted into that neighbourhood of the invariant point over time. If there are
only two classes, the entropy function works everywhere. We also suggest a quadratic
Lyapunov function for PS with two classes with different impatience parameters and a
Markovian routing.

In the future, we aim to build on the motivation behind this chapter. A next logical
step would be to incorporate the service stage in addition to the application stage. We
are mostly interested in the scenario when the same job is done multiple times, which
mathematically is a special kind of dependence of job sizes. There are also optimization
questions that arise in practice. For example, if freelancers are ranked in a way, what
strategies should they follow to build and maintain a strong reputation? The majority
of freelance websites exist at the cost of transaction fees, then what are the ways to
increase website profits while keeping transaction fees affordable to visitors? With so
many possible directions, we believe this area of research is promising.

The remainder of the chapter is organised as follows. In Section 5.2, we discuss in detail
how the PS queue with multistage service arises from the basic freelance model. In
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Section 5.3, we introduce two equivalent deterministic systems of equations that are
analogues of the stochastic model, and check that, for any initial state, the solution to
these systems is unique and stabilises to the unique invariant point in a long time run.
Section 5.4 specifies the fluid scaling under which the stochastic model converges to its
deterministic analogues. In Sections 5.5 and 5.7, the proofs for the results of Sections 5.3
and 5.4 are given. In Section 5.8, we discuss Lyapunov functions for PS with routing
and impatience. Section 5.6 shows how the convergence to the invariant point in the
single-stage-service case implies that for the multistage-service case.

All notations of this chapter are listed in the introduction to the thesis.

5.2 Stochastic model

As was mentioned in the introduction, our original interest is in the dynamics of free-
lance job websites. So we start out with a basic model of such a website, and then
transform it into a more general model of PS with multistage service. This section de-
scribes both the original and more general models, and explains in what sense one is a
particular case of the other.

Basic model of a freelance job website There are two types of visitors on a freelance
job website: customers, who publish job descriptions, and freelancers, who apply for
those jobs. We assume that new jobs appear on the website main page according to a
Poisson process of rate l, and that freelancers intending to find a job visit the website
according to a Poisson process of rate m. As a freelancer looking for a job visits the
website, he picks a job from the main page at random and applies for it, say leaves a
comment. Each job is allowed to collect at most I applications while its patience time
lasts, measured from the moment the job was published, and exponentially distributed
with parameter n. Patience times for different jobs are mutually independent and also
do not depend on the arrival processes of jobs and freelancers. As soon as a job either
gets I applications, or its patience time expires, the customer removes the job description
from the main page and continues communication with the applicants elsewhere. In this
model, our focus is going to be on the process

QFL(�) = (QFL
0 , . . . , QFL

I�1)(�),

where QFL
i (t) is the number of jobs on the main page that have collected i applications

up to time instant t.

PS-queue with multistage service Now consider a PS queue with Poisson arrivals of
rate l. We assume that each customer of this queue should undergo I stages of service,
stage i + 1 starting immediately upon completion of stage i and the service requirement
at stage i being exponentially distributed with parameter mi. A customer is supposed
to leave the queue upon service completion, but if his patience time expires earlier, he
abandons then. As in the previous model, patience times are distributed exponentially
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with parameter n. Also the arrival process, service requirements of all customers at all
stages and patience times of all customers are mutually independent. We are going to
keep track of how populated different stages of service are, i.e. to analyse the process

Q(�) = (Q1, . . . , QI)(�),

where Qi(t) stands for the number of customers in stage i of service at time instant t.

Equivalence of the two models in case all mi’s are the same Suppose that, in the
second model, all service stages have the same distribution parameter m. In this case, the
processes QFL(�) and Q(�) are distributed identically. The idea is that the jobs waiting
for the i-th application (i.e. those with i � 1 applications) can be viewed as customers
of the PS-queue who are undergoing stage i of service, and the moments jobs receive
applications — as completions of stages of service in the PS-queue. When a freelancer
applies for a job, he picks one at random. Correspondingly, if there is a service stage
completion in the PS-queue, all of the service stages that have been ongoing are equally
likely to be the one that has finished. That is due to the memoryless property of the
exponential distribution and because all the mi’s are the same.

The above insight originally belongs to Borst et al. [17], who discussed the equivalence
of PS and random order of service in the context of a GI/M/1 queue (see Remark 1.1).
To formalise the idea they constructed a probabilistic coupling, which can be gener-
alised in a straightforward way to the two models we consider here.

Dynamic equations From now on, we will be working with the more general model
of PS with multistage service. We assume it is defined on a probability space (W,F , P)
with expectation operator E. Denote the arrival process of customers, which is Poisson
of rate l, by A(�). These are arrivals to stage 1 of service. Let Ds

i (�) stand for the process
of service completions at stage i. Note that, for i � I � 1, Ds

i (�) is the arrival process
to stage i + 1, and Ds

I(�) is the process of departures due to total service completions.
Finally, denote by Da

i (�) the process of abandonments due to impatience at stage i. Since
service requirements at all stages and patience times of all customers are exponentially
distributed, and since the exponential distribution is memoryless, the processes Ds

i (�)
and Da

i (�) are doubly stochastic Poisson with instantaneous rates miQi(�)/kQ(�)k (zero
by convention when the system is empty) and nQi(�), respectively. That is, the popu-
lation process Q(�) = (Q1, . . . , QI)(�) can be represented as the unique (see e.g. [72])
solution to the following system of equations: for t 2 R+,

Q1(t) = Q1(0) + A(t)� Ds
1(t)� Da

1(t),
Qi(t) = Qi(0) + Ds

i�1(t)� Ds
i (t)� Da

i (t), i � 2,
(5.1)

with

Ds
i (t) = Ps

i

�
mi

Z t

0

Qi(u)

kQ(u)k1
du
�

,

Da
i (t) = Pa

i

�
n
Z t

0
Qi(u)du

�
,

(5.2)
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where Ps
i (�), Pa

i (�) are Poisson processes of unit rate for all i, and also the initial state
Q(0) = (Q1, . . . , QI)(0), the arrival process A(�) and the processes Ps

i (�), Pa
i (�) are

mutually independent.

Finally, we assume the following throughout the rest of the chapter.

Assumption 5.1. The system is overloaded, i.e. l åI
i=1 1/mi > 1.

The subsequent sections will characterise fluid limits of the process Q(�). The overload
regime guarantees that they are non-trivial, and hence make sensible approximations.

5.3 Fluid model

In this section, we define and analyse a fluid model which is a deterministic analogue
of the PS-queue with multistage service introduced above. In the next section, this sto-
chastic queue will be shown to converge to the fluid model under a proper scaling.

Definition 5.1. A function z(�) = (z1, . . . , zI)(�) : R+ ! RI
+ that is continuous and such

that inft�d kz(t)k > 0 for any d > 0 is called a fluid model solution (FMS) if it solves the
following system of differential equations: for t > 0,

z01(t) = l� m1
z1(t)
kz(t)k1

� nz1(t),

z0i(t) = mi�1
zi�1(t)
kz(t)k1

� mi
zi(t)
kz(t)k1

� nzi(t), i � 2.
(5.3)

When investigating properties of FMS’s, we will also use an alternative description of
them. Let r.v.’s Bi, i = 1, . . . , I, and D, defined on the probability space (W,F , P), be
mutually independent and exponentially distributed, Bi with parameter mi for all i and
D with parameter n. Introduce also

Bi
j :=

(
åi

l=j Bl , j � i,
0, j > i.

It turns out that (5.3) is equivalent to the following system of integral equations: for
i = 1, . . . , I and t 2 R+,

zi(t) = åi
j=1 zj(0) P

n
Bi�1

j �
Z t

0

du
kz(u)k1

< Bi
j, D > t

o
+ l

Z t

0
P
n

Bi�1
1 �

Z t

s

du
kz(u)k1

< Bi
1, D > t� s

o
ds.

(5.4)

The two systems are equivalent in the sense that they have the same set of continuous,
non-negative, non-zero outside t = 0 solutions.
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While the differential equations (5.3) are direct analogues of the stochastic equations
(5.1)–(5.2), it only takes a little thought to see that the integral equations (5.4) mimic
the evolution of the stochastic system as well. Indeed, given a customer arrives at time
instant s, he will be undergoing stage i of service at time instant t � s if his patience
time allows it, and if the amount of service he will have gotten up to t will cover the
service requirements of the first i� 1 stages completely and the service requirement of
stage i only partially. That explains the second term in the RHS of (5.4). The first term
has the same interpretation but in the context of customers who were present in the
system at t = 0. Due to the memoryless property of the exponential distribution, the
residual service requirements of the service stages that are ongoing at t = 0 are still
exponentially distributed with the corresponding parameters.

A rigorous proof of the equivalence of the two descriptions of FMS’s follows in Sec-
tion 5.5. It exploits certain properties of the exponential and phase-type distributions.

We will now proceed with the analysis of FMS’s.

Theorem 5.1. For any initial state z(0), a FMS exists and is unique.

Proof. Existence of FMS’s is established in Sections 5.4 and 5.7: fluid limits of the popu-
lation process Q(�) are FMS’s. When proving uniqueness, we distinguish between two
cases. If the initial state is non-zero, the uniqueness follows from the description (5.3)
by the Gronwall inequality — just as for the ALOHA-model of Chapter 2, see Theo-
rem 2.1. In case the initial state is zero, we use the description (5.4). The summation of
the equations of (5.4) where z(0) = 0 implies that the norm kz(�)k1 solves the following
equation: for t 2 R+,

x(t) = l
Z t

0
P
n

BI
1 >

Z t

s

du
x(u)

, D > t� s
o

ds. (5.5)

The last equation is, in fact, the fluid model of a PS-queue with single-stage service; it
is studied in Gromoll et al. [47] and shown to have a unique solution that is bounded
away from zero outside t = 0, see Corollary 3.8. So the norm kz(�)k1 is unique. Then
a solution to (5.4) must be unique as well, since the individual coordinates zi(�) are
uniquely defined by the norm kz(�)k1 in (5.4).

The next question we are interested in is whether there are invariant, or constant, FMS’s
as they are candidates for the long-time limits of the rest of FMS’s.

Theorem 5.2. There exists a unique invariant FMS, which is given by

z�1 =
l

m1 + nkz�k1
kz�k1,

z�i =
mi�1

mi + nkz�k1
z�i�1, i � 2,

(5.6)
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where kz�k1 solves

f (kz�k1) := l

�
1

m1 + nkz�k1
+

m1

(m1 + nkz�k1)(m2 + nkz�k1)

+ � � �+ m1 . . . mI�1

(m1 + nkz�k1) . . . (mI + nkz�k1)

�
= 1.

(5.7)

Proof. By definition, an invariant FMS must be non-zero. It follows from the descrip-
tion (5.3) that an invariant FMS z� = (z�1 , . . . , z�I ) is defined by the following system of
equations:

l� m1
z�1
kz�k1

� nz�1 = 0,

mi�1
z�i�1
kz�k1

� mi
z�i
kz�k1

� nz�i = 0, i � 2.
(5.8)

As we solve the i-th equation in (5.8) with respect to z�i , we obtain (5.6).

Now, (5.6) is equivalent to

z�1 =
l

m1 + nkz�k1
kz�k1,

z�i =
mi�1 . . . m1

(mi + nkz�k1) . . . (m2 + nkz�k1)
z�1 , i � 2.

As we sum up over the last set of equations and divide by kz�k1 on both sides, (5.7)
follows.

Note that equations (5.6)–(5.7) have a unique solution. Indeed, the function f (�) is
strictly decreasing in (0, ¥) and takes all values between l åI

i=1 1/mi (which is bigger
than 1 by Assumption 5.1) and 0 as it arguments runs from 0 to ¥. Hence (5.7) uniquely
defines the norm kz�k1, and then (5.7) uniquely defines the individual coordinates zi
via kz�k1.

Finally, we show the invariant FMS is asymptotically stable.

Theorem 5.3. Any FMS z(t) converges to the unique invariant FMS z� as t! ¥.

When proving the last theorem, we again refer to the paper [47] on PS with single-stage
service. The equations of (5.4) summed up give: for t 2 R+,

kz(t)k1 = åI
j=1 zj(0) P

n
BI

j >
Z t

0

du
kz(u)k1

, D > t
o

+ l
Z t

0
P
n

BI
1 >

Z t

s

du
kz(u)k1

, D > t� s
o

ds.
(5.9)
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In the last equation, we put z(�) � z� and take t ! ¥, which implies that the norm
kz�k of the invariant FMS should solve the equation

x = lE minfx(B1 + . . . + BI), Dg. (5.10)

Gromoll et al. [47] show that (5.10) has a unique solution, so it must be kz�k; see The-
orem 2.4 in [47]. It also follows from Theorem 2.4 that all solutions kz(t)k to (5.9) con-
verge to the unique solution kz�k of (5.10) as t ! ¥. To be precise, the theorem works
with a slightly different equation than (5.9), but the difference is in the terms that rep-
resent the initial customers and vanish as t ! ¥. Now that we have the convergence
of the norm kz(t)k ! kz�k for any FMS z(�), the coordinate-wise convergence can be
shown with the use of the same ideas as in Theorem 2.4 of Gromoll et al. [47]. We present
the proof in Section 5.6 for completeness.

We conclude the section with a brief discussion of another approach to establishing sta-
bility of invariant solutions — the method of Lyapunov functions. It is known that a
PS-queue with multiple classes of customers and Markovian routing admits an entropy
Lyapunov function (see Bramson [20]), and a PS-queue with impatience and no routing
— a quadratic Lyapunov function (see Remark 5.2 in Section 5.8). Whether there is a
Lyapunov function for a PS-queue with both routing and impatience is an open prob-
lem. We have tried to solve it in the context of our model, where the routing is tandem:
from class i to class i + 1, and where all classes have the same impatience parameter.
But these particular specifications do not seem to make the problem easier. However,
we have come up with partial solutions: an entropy Lyapunov function that works ev-
erywhere except a compact set, and a quadratic function that works for two classes. We
present these results in Section 5.8.

5.4 Fluid limit theorem

We have mentioned earlier in the chapter that the PS-queue with multistage service
converges to the fluid model introduced in Section 5.3 when properly scaled. In the
present section, we make those claims rigorous.

We use the same scaling as for the ALOHA-model of Chapter 2. That is, consider a
family of models upper-indexed by positive numbers r, all of them defined on the prob-
ability space (W,F , P). Let the arrival rate l and the parameters mi of service stages be
the same in all models (and satisfy Assumption 5.1), and the impatience parameter of
model r be n/r. Define the scaled population processes

Q r
(t) := Qr(rt)/r, t 2 R+. (5.11)

We call weak limits along subsequences of the processes (5.11) fluid limits. The following
result provides their characterisation.

Theorem 5.4. Suppose that Q r
(0) ) z(0) as r ! ¥, where z(0) is a random vector. Then

the processes Q r
(�) converge weakly in the Skorokhod space D(R+, RI

+) to the unique FMS
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with initial state z(0).

The proof is given in Section 5.7. It follows the same, traditional strategy as in Chap-
ters 2 and 3. First we show that fluid limits exist relying on the arguments of compact
containment and oscillation control. Then we check that they are FMS’s by deriving the
fluid model equations (5.3) from the scaled stochastic dynamics (5.1)–(5.2).

5.5 Equivalence of the two fluid model descriptions

This proof partly relies on the ideas of the proof of a similar result in Chapter 2, see
Lemma 2.1, but it is more involved. In particular, it uses and proves the special prop-
erty (5.14) of the phase-type distribution.

Let a function z : R+ ! RI
+ be continuous and non-zero outside t = 0.

Proof of (5.3)) (5.4) Suppose that z(�) is a solution to (5.3). Consider the following
Cauchy problem with respect to u(�): for t > 0,

u01(t) = l� m1
u1(t)
kz(t)k1

� nu1(t),

u0i(t) = mi�1
ui�1(t)
kz(t)k1

� mi
ui(t)
kz(t)k1

� nui(t), i > 2,

u(0) = z(0).

(5.12)

This problem has at most one continuous solution. Indeed, let u(�) and eu(�) be two
continuous solutions to (5.12). Then the difference w(�) := (u � eu)(�) satisfies: for
t > 0,

w01(t) = �w1(t)
�

m1

kz(t)k1
+ n

�
,

w0i(t) = wi�1(t)
mi�1

kz(t)k1
� wi(t)

�
mi

kz(t)k1
+ n

�
, i > 2,

w(0) = 0.

Note that if w1(t) > 0, then w01(t) < 0, and the other way around. Then w1(�) � 0
by Lemma 2.1 and w02(t) = �w2(t)(mi/kz(t)k1 + n), t > 0. To each pair i, i + 1 of
coordinates, we apply the same reasoning as we did to the first two, and thus obtain
w(�) � 0.

It is straightforward to check that the LHS and RHS of (5.4) both satisfy (5.12). Since a
solution to (5.12) must be unique, the LHS and RHS of (5.4) must coincide.
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Proof of (5.4)) (5.3) Suppose now that z(�) solves (5.4). As we differentiate the RHS
of (5.4), it follows that, for t > 0,

z01(t) = l� m1
z1(t)
kz(t)k1

� nz1(t),

z0i(t) = åi
j=1

�
fBi�1

j
� fBi

j

��Z t

0

du
kz(u)k1

�
PfD > tg
kz(t)k1

+ l
Z t

0

�
fBi�1

1
� fBi

1

��Z t

s

du
kz(u)k1

�
PfD > t� sg
kz(t)k1

ds

� nzi(t), i � 2,

where fBi
j
(�) denotes the probability density function of the phase-type r.v.

Bi
j :=

(
åi

l=j Bl , j � i,
0, j > i,

where Bl is exponentially distributed with parameter ml .

At this stage, in order to have (5.3), it suffices to show that, for t > 0,

mizi(t) = åi
j=1 fBi

j

�Z t

0

du
kz(u)k1

�
PfD > tg

+ l
Z t

0
fBi

1

�Z t

s

du
kz(u)k1

�
PfD > t� sg
kz(t)k1

ds.
(5.13)

As we compare (5.13) to (5.4) (which we assume to hold), we conclude that, in order to
have (5.13), it suffices to show that, for all i 2N and x 2 R,

1
mi

fBi
1
(x) = PfBi�1

1 � x < Bi
1g,

or equivalently,

PfBi
1 > xg = åi

j=1
1
mj

f
Bj

1
(x). (5.14)

(To be precise, for i > I, we need to introduce r.v.’s Bi that are exponentially distributed
with parameters mi, mutually independent with each other and with Bj, j � I.)

We prove (5.14) by induction: it holds for i = 1, assume that it holds for an i � 1, we
have to check that it holds for i + 1 as well. By the convolution formula,

PfBi+1
1 > xg

=
Z ¥

0
Pf(y + Bi+1

2 > xg fB1 (y)dy

=
Z ¥

x
fB1 (y)dy +

Z x

0
PfBi+1

2 > x� yg fB1 (y)dy.
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Now we incorporate the induction hypothesis and obtain

PfBi+1
1 > xg = PfB1 > xg+ åi+1

j=2
1
mj

Z x

0
f
Bj

2
(x� y) fB1 (y)dy

=
1
m1

fB1 (x) + åi+1
j=2

1
mj

Z ¥

�¥
f
Bj

2
(x� y) fB1 (y)dy

=
1
m1

fB1 (x) + åi+1
j=2

1
mj

f
Bj

1
(x).

So (5.14) indeed holds implying (5.13); and (5.13), in turn, implies (5.3).

5.6 Proof of Theorem 5.3

It follows from the fluid model description (5.4), that the coordinates of the invariant
FMS z� are uniquely defined by its norm via

z�i = lE minfkz�k1Bi
1, Dg � lE minfkz�k1Bi�1

1 , Dg for all i. (5.15)

It is shown in Gromoll et al. [47, Theorem 2.4] that, for any FMS z(�), we have kz(t)k1 !
kz�k1 as t! ¥. Here we will derive the coordinate-wise convergence from the conver-
gence of norms.

As we compare (5.4) to (5.15), it follows that, in order to have zi(t) ! z�i as t ! ¥, it
suffices to show that, for all i,Z t

0
fi(s, t) ds! E minfkz�k1Bi

1, Dg, (5.16)

where

fi(s, t) = P
n

Bi
1 >

Z t

s

du
kz(u)k1

, D > t� s
o

.

Fix an # 2 (0, kz�k1) and let t# be such that

kz�k1 � # � kz(t)k1 � kz�k1 + # for all t � t#.

For any fixed s, fi(s, t)! 0 as t! ¥, and then, by the dominated convergence theorem,Z t#

0
fi(s, t) ds! 0 as t! ¥. (5.17)
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For all t � t#, we haveZ t

t#

fi(s, t) ds �
Z t

t#

P
n

Bi
1 >

Z t

s

du
kz�k1 + #

, D > t� s
o

ds

�
Z t�t#

0
P
n

minf(kz�k1 + #)Bi
1, Dg � s

o
ds,

which, in combination with (5.17), implies that

limt!¥

Z t

0
fi(s, t) ds � E minf(kz�k1 + #)Bi

1, Dg.

Similarly, we obtain

lim t!¥

Z t

0
fi(s, t) ds � E minf(kz�k1 � #)Bi

1, Dg.

As we take #! 0 in the last two equations, (5.16) follows.

5.7 Proof of Theorem 5.4

The proof consists of two parts. First we show that the family of the fluid scaled pro-
cesses Q r

(�) is C-tight, i.e. that fluid limits exist and are continuous. Then we check
that fluid limits are FMS’s, i.e. that they are bounded away from zero outside t = 0 and
solve the fluid model equations (5.3).

Throughout the proof, we use the following representation of the processes Qr(�) (they
all are defined on the same probability space (W,F , P)): for t 2 R+,

Qr
1(t) = Qr

1(0) + A(t)� Dr,s
1 (t)� Dr,a

1 (t),
Qr

i (t) = Qr
i (0) + Dr,s

i�1(t)� Dr,s
i (t)� Dr,a

i (t), i � 2,
(5.18)

with

Dr,s
i (t) = Ps

i

�
mi

Z t

0

Qr
i (u)

kQr(u)k1
du
�

,

Dr,a
i (t) = Pa

i

�
n

r

Z t

0
Qr

i (u)du
�

,
(5.19)

where the processes A(�) and Ps
i (�), Pa

i (�) are the same as in (5.1)–(5.2), except that this
time we assume them to be independent from the family of the initial states Qr(0).

C-tightness In order to prove that the family of the processes Q r
(�) is C-tight, it suf-

fices to show that the following two properties hold (see Proposition 1.3): for any T > 0
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and # > 0, there exist an M < ¥ and a d > 0 such that

lim r!¥PfkQ r
(T)k � Mg � 1� #, (5.20)

and
lim r!¥Pfsups,t2[0,T],

js�tj<d

kQ r
(s)�Q r

(t)k � #g � 1� #. (5.21)

The compact containment condition (5.20) follows easily by the upper bound

kQ r
(T)k � kQ r

(0)k+ A(rT)/r ) kz(0)k+ lT as r ! ¥.

Take an eM < ¥ that is a continuity point for the distribution of kz(0)k1 such that
Pfkz(0)k � eMg � 1� # and put M = eM + lT + 1.

To establish the oscillation control condition (5.21), it is enough to have oscillations of
the scaled departure processes Dr,s

i (r�)/r and Dr,a
i (r�)/r bounded.

Define the modulus of continuity for functions x : R+ ! R,

w(x, T, d) := supfjx(s)� x(t)j : s, t 2 [0, T], js� tj < dg.

First we estimate oscillations of Dr,s
i (r�)/r. We have, for all t � s � 0,�����Dr,s

i (rs)
r

�
Dr,s

i (rt )

r

����� � jGr,s
i (s)j+ jGr,s

i (t)j+ mi

Z t

s

Q r
i (u)

kQ r
(u)k1

du,

where, for all t 2 R+,

Gr,s
i (t) :=

1
r

Ps
i

 
rmi

Z t

0

Q r
i (u)

kQ r
(u)k1

du

!
� mi

Z t

0

Q r
i (u)

kQ r
(u)k1

du. (5.22)

Then

w

 
Dr,s

i (r�)
r

, T, d

!
� 2 supt2[0,miT]

����Ps
i (rt)
r
� t
����+ d. (5.23)

Now we switch to Dr,a
i (r�)/r. Consider a family of M/M/¥ queues (as defined in

Example 1.3) with a common arrival process A(�), queue r starting with kQr(0)k1 cus-
tomers, and service times in queue r being patience times of the corresponding cus-
tomers in the r-th PS-queue with multistage service. Denote the departure process of
the r-th M/M/¥-queue by eDr(�). We have, for all i and s, t 2 R+,�����Dr,a

i (rs)
r

�
Dr,a

i (rt)
r

����� �
����� eDr(rs)

r
�
eDr(rt)

r

����� ,

and hence,
w(Dr,a(r�)/r, T, d) � w( eDr(r�)/r, T, d). (5.24)
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By e.g. Robert [95], the scaled processes eDr(r�)/r converge weakly in the Skorokhod
space D(R+, R+) to a continuous limit, which we denote by eD(�). (Although techni-
cally the fluid scalings considered in Robert [95] and here are different: arrival rates
and space versus time and space, they result in the same distributions of the scaled
processes, and hence the same limit.)

Since the modulus of continuity w(�, T, d) as a function on D(R+, R) is continuous at
any continuous x(�), we have, by the continuous mapping theorem,

w( eDr(r�)/r, T, d)) w( eD(�), T, d) as r ! ¥. (5.25)

Since continuity implies uniform continuity on compact sets, we also conclude that

w( eD(�), T, d)) 0 as d! ¥ (5.26)

Finally, as we put together the FLLN for A(�), (5.23) and the FLLN for Ps
i (�), and

also (5.24)–(5.26), it follows that one can pick a d such that (5.21) holds.

Fluid limits as FMS’s Now that we know that fluid limits exist, it is left to check that
they are FMS’s. Consider a fluid limit eQ(�) along a subsequence fQ q

(�)gq!¥. The C-
tightness part of the proof implies that eQ(�) is a.s. continuous. As we discussed before,
the total population process of a PS-queue with multistage service behaves as an or-
dinary, single-stage-service PS-queue, whose fluid limits are studied by Gromoll et al.
[47]. In particular, it follows from Assumption 5.1 and [47, Lemma 6.1] that a.s., for all
d > 0, inft�d keQ(t)k > 0. We will now show that eQ(�) a.s. satisfies the fluid model
equations (5.3), and this will finish the proof.

Consider the mappings ji : D(R+, RI
+)! D(R+, R), i = 1, . . . , I, given by

j1(x)(t) =: x1(t)� x1(0)� lt

+ m1

Z t

0

x1(u)

kx(u)k1
du + n

Z t

0
x1(u) du,

ji(x)(t) =: xi(t)� xi(0)� mi�1

Z t

0

xi�1(u)

kx(u)k1
du

+ mi

Z t

0

xi(u)

kx(u)k1
du + n

Z t

0
xi(u) du, i � 2.

These mappings are continuous at any x(�) that is continuous and non-zero outside
t = 0. Then, by the continuous mapping theorem, for all i,

ji(Qq
)) ji(eQ) as q! ¥. (5.27)

On the other hand, it follows from the stochastic dynamics (5.18)–(5.19) that, for all q
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and t 2 R+,

j1(Qq
)(t) = (A(qt)/q� lt)� G q,s

1 (t)� G q,a
1 (t),

ji(Qq
)(t) = G q,s

i�1(t)� G q,s
i (t)� G q,a

i (t), i � 2,
(5.28)

where, for all i and t 2 R+,

G q,a
i (t) :=

1
q

Pa
i

�
qn
Z t

0
Q q

i (u) du
�
� n

Z t

0
Q q

i (u) du,

and the processes G q,s
i (�) were defined earlier by (5.22).

We are going to use the following result (see e.g. Billingsley [9]).

Proposition 5.1 (Random time change theorem). Consider stochastic processes Xq(�) 2
D(R+, S), where S is a complete and separable metric space, and non-decreasing stochastic
processes Fq(�) 2 D(R+, R+). Assume that the joint convergence (Xq, Fq)(�) ) (X, F)(�)
holds as q ! ¥, and that the limits X(�) and F(�) are a.s. continuous. Then Xq(Fq(�)) )
X(F(�)) in D(R+, S) as q! ¥.

Now put Xq(t) = Ps
i (qt)/q� t and Fq(t) = n

R t
0 Q q

i (u) du for all t 2 R+. The marginal
weak limits of these processes are X(�) � 0 and F(�) = n

R �
0
eQi(u) du, respectively. Since

one of the marginal limits is deterministic, we actually have the joint weak convergence,
and then Proposition 5.1 implies that, as q! ¥,

G q,a
i (�)) 0 in D(R+, R). (5.29)

Similarly,
G q,s

i (�)) 0 in D(R+, R). (5.30)

As we put (5.28)–(5.30) together with (5.27), it follows that

a.s., for all i, ji(eQ) � 0,

which, after differentiation, gives (5.3).

5.8 Candidate Lyapunov functions for PS

An alternative way to establish the asymptotic stability of the invariant solution to the
fluid model (5.3) would be to suggest a Lyapunov function, i.e. (see Proposition 1.1) a
function L(�) defined on (0, ¥)I that is non-negative, such that L(z) ! ¥ as kzk ! ¥
and whose derivative with respect to (5.3) is non-positive. In this section, our attempts
to find such a function are discussed.
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We will consider a more general fluid model than (5.3), namely

z0i(t) = li + åI
j=1 Pj,imj

zj(t)
kz(t)k1

� mi
zi(t)
kz(t)k1

� nizi(t), (5.31)

i = 1, . . . , I, t > 0.

The system (5.31) is a deterministic analogue of a PS-queue with I classes of customers,
where li is the arrival rate to class i, 1/mi and ni are the mean service time and aban-
donment rate of a class i customer, respectively, and Pi,j is the probability that a class i
customer, upon finishing service, is rerouted to class j. Naturally, we assume that the
Pi,j’s form a sub-stochastic matrix:

for any i, åI
j=1 Pi,j � 1.

Additionally, we assume that the system (5.31) is overloaded and has a unique invariant
solution z� (as in the particular case (5.3)), i.e. there exists a unique solution to

li + åI
j=1 Pj,imj

z�j
kz�k1

� mi
z�i
kz�k1

� niz�i = 0, (5.32)

i = 1, . . . , I.

We have tested two kinds of candidates for a Lyapunov function for (5.31). The first one
is an entropy function. It turned out to work for two classes with the same abandonment
rates; and if there are more than two classes, it works everywhere except a compact set.
The second candidate is a quadratic function. It works for two classes with different
abandonment rates. The details follow below.

Entropy Lyapunov function Assume that the abandonment rates are the same in all
classes: n1 = . . . = nI = n. Consider the function Llg(�) defined on (0, ¥)I by

Llg(z) := åI
i=1 zi log

�
zi/kzk1

z�i /kz�k1

�
.

Since Llg(z)/kzk1 is the Kullback-Leibler distance between the distributions fzi/kzk1gI
i=1

and fz�i /kz�k1gI
i=1, the function Llg(�) is non-negative on (0, ¥)I .

The following two lemmas check the sign of the derivative of Llg(�) with respect to (5.31),
which is given by

L0lg(z) := åI
i=1 Ri(z) log

�
zi/kzk1

z�i /kz�k1

�
, (5.33)
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where

Ri(z) := li + åI
j=1 Pj,imj

zj

kzk1
� mi

zi
kzk1

� nzi

= åI
j=1 Pj,imj

 
zj(t)
kz(t)k1

�
z�j
kz�k1

!

� mi

�
zi(t)
kz(t)k1

�
z�i
kz�k1

�
� n(zi(t)� z�i ).

First we consider the case of two classes.

Lemma 5.1. If I = 2, then L0lg(�) � 0 on (0, ¥)2.

Proof. Fix a z 2 (0, ¥) and, to shorten notation, put

pi := zi/kzk1, qi := z�i /kz�k1, i, j = 1, 2.

We make the following rearrangements in (5.33):

L0lg(z) = å2
i=1

�
å2

j=1 Pj,imj(pj � qj)� mi(pi � qi)� n(zi � z�i )
�

log(pi/qi)

= S1 + S2 � nS3,

where

S1 = å2
i=1(Pi,i � 1)mi(pi � qi) log(pi/qi),

S2 =P2,1m2(p2 � q2) log(p1/q1) + P1,2m1(p1 � q1) log(p2/q2)

S3 =kzk1 å2
i=1 pi log(pi/qi) + kz�k1 å2

i=1 qi log(qi/pi).

Since (pi � qi) and log(pi/qi) = log(pi) � log(qi) are of the same sign, and Pi,i � 1,
we have S1 � 0. Now note that pi � qi implies that p3�i � q3�i. Then (pi � qi) and
log(p3�i/q3�i) are of different signs, and hence S2 � 0. Finally, S3 � 0 because it is the
sum of two Kullback-Leibler distances with non-negative weights.

In case there are more than two classes, we managed to check the sign of L0lg(�) every-
where except a compact set, and the proof becomes much trickier. We used the ideas
of Bramson [20] here, who proved Llg(�) to be a Lyapunov function for (5.31) without
impatience.

Lemma 5.2. For z 2 (0, ¥)I , kzk1 � kz�k1, we have L0lg(z) � 0.

Remark 5.1. We have run numerical tests on the fluid model of a freelance website, that
is (5.3) with all mi’s being the same. According to those tests, L0lg(z) should be non-
positive for kzk1 � kz�k1 as well. Moreover, as we omit the non-positive impatience
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term

�n åI
i=1 zi log

�
zi/kzk1

z�i /kz�k1

�
,

what is left should still be non-positive, i.e. for kzk1 � kz�k1,

åI
i=1

�
li + åI

j=1 Pj,imj
zj

kzk1
� mi

zi
kzk1

�
log
�

zi/kzk1

z�i /kz�k1

�
� 0.

On the other hand, the proof of Lemma 5.2 relies on the impatience term. So the two
sets kzk1 � kz�k1 and kzk1 � kz�k1 seem to need different approaches.

Proof of Lemma 5.2. Fix a z 2 (0, ¥)I such that kzk1 � kz�k1 and, to shorten notation,
put

ai :=
zi/kzk1

z�i /kz�k1
, qi := z�i /kz�k1, i = 1, . . . , I.

In the new notation,
L0lg(z) = S� n åI

i=1 zi log(ai), (5.34)

where
S := åI

i=1

�
li + åI

j=1 Pj,imjqjaj � miqiai

�
log(ai).

Also introduce

a0 := 1, q0 := 1, m0 := åI
i=1 li, P0,0 := 0,

P0,i := li/ åI
j=1 lj, Pi,0 := 1�åI

j=1 Pi,j, i = 1, . . . , I.

Note that, by the fixed point equation (5.32),

åI
j=0 Pj,imjqj � miqi = gi, i = 0, . . . , I, (5.35)

where
g0 := �nkzek1, gi := nze

i , i = 1, . . . , I.

Now S can be rewritten as

S = åI
i=0

�
åI

j=0 Pj,imjqjaj � miqiai

�
log(ai). (5.36)

Let s : f0, . . . , Ig ! f0, . . . , Ig be a permutation such that as(i) is non-decreasing in i. Af-
ter reordering the classes according to s, we apply to (5.36) the Abel partial summation
rule, which reads as

åN
n=0 anbn = aN åN

m=0 bm �åN�1
n=0 (an+1 � an) ån

m=0 bm.
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Then we obtain

S = log(as(I))(BI � CI)�åI�1
i=0 (log(as(i+1))� log(as(i)))(Bi � Ci). (5.37)

where
Bi := åi

l=0 bl , Ci := åi
l=0 cl ,

and

bl := åI
j=0 Ps(j),s(l)ms(j)qs(j)as(j),

cl := ms(l)qs(l)as(l).

Note that

BI � CI = åI
i,j=0 Pj,imjqjaj �åI

i=1 miqiai

= åI
j=0 mjqjaj

�
åI

i=1 Pj,i � 1
�

= 0. (5.38)

We will prove that

(log(as(i+1))� log(as(i)))(Bi � Ci)

� Gi(as(i+1) log(as(i+1))� as(i) log(as(i))), i = 0, . . . , I � 1,
(5.39)

where
Gi := åi

l=0 gs(l),

but first we demonstrate how this implies the lemma.

Combining (5.37)–(5.39) and the Abel partial summation rule, we get

S ��åI�1
i=1 (as(i+1) log(as(i+1))� as(i) log(as(i)))Gi

= åI
i=0 as(i) log(as(i))gs(i) � as(I) log(as(I)) GI|{z}

= 0

= åI
i=0 giai log(ai) = åI

i=1 giai log(ai)

=nkz�k1 åI
i=1

zi
kzk1

log(ai).

Now we plug the last bound for S into (5.34) and get:

L0(z) � nkz�k1 åI
i=1

zi
kzk1

log(ai)� n åI
i=1 zi log(ai)

= n(kz�k � kzk1) åI
i=1

zi
kzk1

log
�

zi/kzk1

z�i /kz�k1

�
� 0,

where, in the second line, kz�k1 � kzk1 � 0 by the lemma’s assumption, and the sum-
mation term is non-negative as a Kullback-Leibler distance.
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So it is left to show (5.39) in order to finish the proof. For i = 0, . . . , I � 1, the following
holds with fi = as(i) and fi = as(i+1):

Bi = åi
l=0 åI

j=0 Ps(j),s(l)ms(j)qs(j)as(j)

= åi
l=0 åi

j=0 Ps(j),s(l)ms(j)qs(j)as(j) + åi
l=0 åI

j=i+1 Ps(j),s(l)ms(j)qs(j)as(j)

�åi
l=0 åi

j=0 Ps(j),s(l)ms(j)qs(j)as(j) + fi åi
l=0 åI

j=i+1 Ps(j),s(l)ms(j)qs(j)| {z }
=: eBi

, (5.40)

where, by (5.35)

eBi = fi åi
l=0

�
åI

j=0 Ps(j),s(l)ms(j)qs(j) �åi
j=0 Ps(j),s(l)ms(j)qs(j)

�
= fi åi

l=0

�
gs(l) + ms(l)qs(l) �åi

j=0 Ps(j),s(l)ms(j)qs(j)

�
= fiGi + fi åi

j=0 ms(j)qs(j) � fi åi
j=0 ms(j)qs(j) åi

l=0 Ps(j),s(l)

= fiGi + fi åi
j=0 ms(j)qs(j) åI

l=i+1 Ps(j),s(l)

� fiGi + åi
j=0 ms(j)qs(j)as(j) åI

l=i+1 Ps(j),s(l),

As we plug the last inequality back into (5.40), it follows that

Bi � Ci + fiGi,

and since (log(as(i+1))� log(as(i))) � 0, we have

(log(as(i+1))� log(as(i)))(Bi � Ci) � (log(as(i+1))� log(as(i))) fiGi. (5.41)

Let i0 be the index for which s(i0) = 0. For i < i0, we have log(as(i)) � 0 and Gi � 0.
Then,

as(i+1) log(as(i)) � as(i+1) log(as(i))

and

Gi(as(i+1) log(as(i+1))� as(i+1) log(as(i)))

� Gi(as(i+1) log(as(i+1))� as(i) log(as(i))).

The last equation, when compared to (5.41) with fi = as(i+1), implies (5.39).

Similarly, we prove (5.39) for i � i0. For such an i, log(as(i+1)) � 0 and Gi � 0. Hence

as(i) log(as(i+1)) � as(i+1) log(as(i+1))
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and

Gi(as(i) log(as(i+1))� as(i) log(as(i)))

� Gi(as(i+1) log(as(i+1))� as(i) log(as(i))),

As we compare the last inequality to (5.41) with fi = as(i), (5.39) follows.

Quadratic Lyapunov function In this paragraph, we assume that I = 2, and we will
pick coefficients a1, a2 in such a way that the quadratic form

Lqd(z) =
1
2

[a1(z1 � z�1)2 + a2(z2 � z�2)2]

becomes a Lyapunov function for (5.31).

Lemma 5.3. There exist a1, a2 > 0 such that the derivative of Lqd(�) with respect to (5.31) is
non-positive on (0, ¥)2.

Proof. Fix a z 2 (0, ¥)2. Introduce the notations

y = (y1, y2) := z� ze,
pi := zi/kzk1, qi := z�i /kz�k1, i = 1, 2,

and note that
pi � qi =

1
kzk1

�
yi � qi å2

j=1 yj

�
. (5.42)

Then

L0qd(z) = å2
i=1 aiyi

�
li + å2

j=1 Pj,imj pj � mi pi � nizi

�
= å2

i=1 aiyi

�
å2

j=1 Pj,imj(pj � qj)� mi(pi � qi)� niyi

�
(5.42)
= �a1n1y2

1 � a2n2y2
2 �

1
kzk1

S(y),

where

S(y) = a1y1

h
(1� P1,1)m1

�
y1 � q1 å2

j=1 yj

�
� P2,1m2

�
y2 � q2 å2

j=1 yj

�i
+ a2y2

h
(1� P2,2)m2

�
y2 � q2 å2

j=1 yj

�
� P1,2m1

�
y1 � q1 å2

j=1 yj

�i
.

At this stage, it suffices to pick such ai’s that S(�) � 0 on R2. The function S(�) is a
quadratic form. Denote its coefficients in front of y2

1, y2
2 and y1y2 by a1,1, a2,2 and 2a1,2,
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respectively. Then

a1,1 = a1[(1� P1,1)m1(1� q1) + P2,1m2q2] = a1[(1� P1,1)m1 + P2,1m2]q2,
a2,2 = a2[(1� P2,2)m2(1� q2) + P1,2m1q1] = a2[(1� P2,2)m2 + P1,2m1]q1,

and

2a1,2 = � a1[(1� P1,1)m1q1 + P2,1m2(1� q2)]� a2[(1� P2,2)m2q2 + P1,2m1(1� q1)]

= � a1[(1� P1,1)m1 + P2,1m2]q1 � a2[(1� P2,2)m2 + P1,2m1]q2.

Now take

a1 =
1

[(1� P1,1)m1 + P2,1m2]q1
, a2 =

1
[(1� P2,2)m2 + P1,2m1]q2

.

With this choice of the ai’s, we have

a1,1 =
q2

q1
, a2,2 =

q1

q2
, 2a1,2 = �2,

and

S(y) =

�r
q2

q1
y1 �

r
q1

q2
y2

�2
� 0,

which completes the proof.

Remark 5.2. Following the lines of Theorem 2.2, one can check that the quadratic func-
tion eLqd(z) = åI

i=1
(zi � z�i )2

miz�i /kz�k1

is a Lyapunov function for the system (5.31) in case there is no routing (the number I of
classes can be arbitrary). We have done numerical tests which indicate that this function
should also work as a Lyapunov function for the freelance fluid model (that is (5.3) with
all mi’s the same). Unlike for the entropy function, the impatience term

�åI
i=1

ni
miz�i /kz�k1

(zi � z�i )2

is crucial in this case: without it the derivative can take positive values.
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Nederlandse samenvatting

Vloeistoflimieten van stochastische netwerken

In wachtrijtheorie, is een exacte analyse alleen mogelijk voor eenvoudige modellen of
onder beperkende aannames. In zulke gevallen, om ingewikkelder modellen te kunnen
analyseren, moet men benaderingen gebruiken. Een optie is vloeistof-, of wet-van-de-
grote- aantallen limieten die een macroscopische beschrijving geven van stochastische
processen. Meestal (maar niet altijd) zijn vloeistoflimieten deterministisch en lossen ze
differentiaal-/integralvergelijkingen op die de oorspronkelijke stochastische dynamiek
nabootsen. Vloeistoflimieten zijn een krachtige en universele methode die eerst popu-
lariteit had gekregen als hulpmiddel in het onderzoeken van de stabiliteit van stochastis-
che netwerken. In dit proefschrift, worden vloeistoflimieten gebruikt om overbelaste of
op een andere manier dichtbevolkte systemen te benaderen.

In Hoofdstuk 2, bestuderen we een ALOHA-model waarin meerdere gebruikers hun
datapakketten naar de hub doorzenden op dezelfde frequentie. Als twee of meer ver-
zendingen botsen, moet elk van de gebruikers een periode wachten om het pakket op-
nieuw proberen te verzenden. Zulke protocolen komen bijvoorbeeld vaak in satelli-
etcommunicatie voor. We breiden het conventionele (time-slotted en gecentraliseerde)
ALOHA-model uit door meerdere soorten gebruikers te beschouwen die bovendien
ongeduldig zijn. We ontwikkelen vloeistofbenaderingen die een systeem van deter-
ministische differentiaalvergelijkingen oplossen. We laten ook zien dat de differen-
tiaalvergelijkingen voor de vloeistoflimieten een uniek vast punt hebben en dat alle
vloeistoflimieten dit vaste punt benaderen na verloop van tijd.

Hoofdstuk 3 behandelt bandwidth-sharing netwerken die de dynamische interactie mo-
delleren van verkeer op bijvoorbeeld het Internet. Capaciteiten van de links worden
tussen de verzendingen gedeeld op basis van een optimalisatie procedure. Dit hoofd-
stuk richt zich op een uitbreiding van het kleine aantal resultaten die met rate beper-
kingen voor individuele verzendingen rekening houden. Ook beschouwt dit hoofdstuk
een onconventionele vloeistof scaling — de grote-capaciteit scaling. Zonder beperkende
aannames op de verdeling van filegroottes karakteriseren we de vloeistoflimiet. Boven-
dien laten we zien dat het vaste punt van de limiet een oplossing is van een strict concaaf
optimaliseringsprobleem, en dus in polynomiale tijd berekend kan worden. Verder be-
wijzen we onder een extra aanname dat het vaste punt van de vloeistof limiet dichtbij
de stationaire verdeling van het netwerk zit. Dat is een nieuwe soort resultaat voor
bandwidth-sharing netwerken.
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In Hoofdstuk 4 komen we een verrassend fenomeen tegen — een stochastische vloei-
stoflimiet. Het model van dit hoofdstuk is een klassiek cyclisch polling systeem. De
veronderstellingen die tot de stochastische vloeistoflimiet leiden zijn overbelasting en
een lege begintoestand. We beschouwen een grote klasse van multigated bedieningsdis-
ciplines die een connectie mogelijk maken met vertakkingsprocessen. Het onderliggende
vertakkingsproces is superkritisch vanwege de overbelasting, en daardoor werkt de
onzekerheid door in de vloeistoflimiet. Daarnaast hebben de paden van de vloeistof-
limiet een interessante structuur: ze oscilleren oneindig vaak in de buurt van nul, en
ze kunnen allemaal getransformeerd worden tot dezelfde functie door een lineare tijd-
ruimte scaling. Een extra bijdrage van dit hoofdstuk zijn bovengrenzen op de f -momenten
van de bezet periode in een M/G/1 wachtrij voor een grote klasse functies f , o.a.
macht- en logarithmische functies.

Tenslotte, in Hoofdstuk 5, beginnen we met een studie van freelance websites. We
stellen een basismodel van zo’n website voor en ontwikkelen vloeistoflimieten onder
overbelasting. We laten ook zien dat alle vloeistoflimieten het unieke vaste punt be-
naderen over een lang tijdsinterval. De analyse in dit hoofdstuk is gebaseerd op een
verband tussen het freelance model en een multistage processor sharing systeem.
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