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General discussion and outlook

Introduction to the discussion

In this thesis, SLOs were used and developed to detect the fixational eye movements
that naturally occur during our vision process. With the experimental SLO systems
(chapters 3 and 4) these movements can be extracted from the retinal images as the
imaging speed is high enough to record them. In chapter 3 the benefits of the eye-
tracking are shown in SS-OCT and Doppler OCT where the image quality is signif-
icantly improved compared to non-tracked counterparts. The DMD-based ophthal-
moscopes were designed and built (chapters 4 and 5) to address some of the limita-
tions discovered in the earlier implementation with the scanning spot SLO (TSLO).
This resulted in novel ophthalmoscopes that were able to visualize the retina with
confocal images and perform proof-of-principle motion detection measurements in
healthy individuals in vivo.

As there are already elaborate chapter specific discussions, this chapter focuses
on the technical prospects and key elements that will be crucial for the future devel-
opment of the real-time eye motion detection. Additionally technologies that can be
brought to retinal imaging with the use of eye tracking are presented. Finally the
thesis conclusions are given with closing remarks.
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6.1 Field-programmable gate arrays for data acquisition

and processing

The field-programmable gate arrays (FPGAs) have become increasingly popular af-
ter their commercialization in 1985 [1]. Essentially, FPGAs are reprogrammable sili-
con chips where you can reprogram the functionality without changing anything in
the hardware itself. Whereas in traditional digital signal processors (DSPs) compu-
tations happen sequentially, in FPGA they happen in parallel which leads to higher
computing powers. Controlling the inputs and outputs lets the user to decide when
the central processing unit (CPU) is needed, minimizing the data swapping between
the data acquisition card and CPU for example. This allows much faster data pro-
cessing and the time difference between input and output can be as fast as 40 MHz
or 25 ns [2].

The FPGA consists of an array of logic blocks (configurable and fixed ones), rout-
ing channels and I/O pads [2]. The configurable logic blocks (CLBs) consists of two
basic components called flip-flops and lookup tables (LUTs). The flip-flops function
as binary shift registers saving the logical states between clock cycles in order to syn-
chronize logic. LUT is, as the name suggests, a table that determines what the output
will be for any given input(s), instead of having logic gates such as AND or NOR,
LUTs are used in FPGA [3]. The programming of an FPGA board used to be a te-
dious task and required expertise in hardware description languages such as VHSIC
hardware description language (VHDL). However, since 2003 National instruments
have supported FPGA programming with their visual programming language in
LabVIEW, enabling easier implementation of FPGAs to measurements systems by
novice users.

For real-time image-based eye tracking, having an FPGA for signal processing
and image acquisition should be considered as it brings many advantages. Firstly
the data acquisition can be customized. This means that instead of e.g. buying a
frame grabber, it will be programmed to the FPGA enabling full control of the data
flow from the detector/camera. Secondly, the DSP can be implemented in the FPGA
which can significantly decrease the latency as the computer doesn’t have to wait
for the data to be acquired but it can start to process it in parallel with the acqui-
sition. And this is an extremely important thing to consider when thinking about
eye-tracking as auxiliary device for other ophthalmic systems as it needs to deliver
the motion correction signal in real time in order to be accurate and precise.
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6.2 The effect of latency to tracking bandwidth

In real-time eye tracking, the latency can be defined as the time interval between the
motion occurring in the eye and the time point when that motion is corrected. In
image-based systems such as the TSLO or the PLSO, the latency is a combination of
two things: data acquisition and the signal processing time. Also depending on the
implementation, the response time of the system that is being corrected can be also
included. The effect of latency can be simulated with two sinusoidal waveforms, one
being the input motion f i(t) and f o(t) the output motion. The simulated input sine
wave is the motion that is being detected (like the natural eye motion) and can be
expressed as

fi(t) = A1 sin(2πft), (6.1)

where A1 is the amplitude of the sine wave, f the frequency and t the time in seconds.
The output sinusoidal wave (the correction signal) is otherwise the same but has the
latency factor:

fo(t) = A2 sin(2πf(t− tlag), (6.2)

with A2 being the amplitude of the output sine wave and tlag the latency. As the
image acquisition and processing needs at least some time, there is always some
error in the correction signal. By subtracting the output from the input wave and
assuming that the amplitude remains the same (A1 = A2 = 1), a residual motion
wave f r(t) is obtained:

fr(t) = fi(t)− fo(t) = sin(2πft)− sin(2πf(t− tlag). (6.3)

By using the trigonometric subtraction formula for sine, equation 6.3 becomes

fr(t) = 2 sin(πftlag) cos(πf (2t− tlag)). (6.4)

These waves are simulated in Fig. 6.1A where the residual motion wave is seen in
yellow. For this particular simulation the frequency was set to 10 Hz and the latency
to 2.5 ms. It is clear that even small latency has a big impact on the correction signal
as they increase the sine term in Eq. 6.4. The amplitude of the residual motion wave
f r(t) can be regarded as the tracking error. If the correction would be perfect, f r(t)
would be zero. This error is further illustrated in Fig. 6.1B where the tracking error
is shown as a function of latency for three different frequencies.

As the latency is a combination of the image acquisition and processing, it is
therefore reasonable to assume that it will always be larger than 0 ms. As the tracking
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Figure 6.1: Tracking error simulation with sinusoidal waveforms. (A) Input and out-
put signals are almost overlapping in the plot but they have 2.5 ms latency between
them. This means that they don’t cancel each other perfectly and the residual signal
can be seen as yellow. For tracking this means that only about 80% of the amplitude
is corrected. (B) Here tracking error is plotted as a function of latency for three differ-
ent frequencies. It is easily seen that for frequencies above 5 Hz, the error increases
rapidly when the latency is above 2 ms.

error increases much faster with higher frequencies, it is therefore desirable to have
the latency low as possible to be able to correct higher frequencies with minimal
error. In chapter 3, the effect of latency is highly visible, as the system has an eye
motion reporting rate of 960 Hz, but is only able to have a tracking bandwidth of 32
Hz, when considering 50% tracking error as the limit.

It is noteworthy to mention that a tracking bandwidth of 50 Hz is decent for
counteracting micro-saccades and drift and most of the tremor and the effect of high
frequency tremor only comes to play with small FOV used in AOSLOs where the
resolution is so high that individual cones are visualized.

6.3 Accuracy in image-based motion detection

As the human eye is always moving, it is hard to determine the accuracy of the
motion detection as there is no ”ground truth” available. It can be that the magni-
fication in the system is designed in a way that the single pixel shift can either be
contributed to system noise or to tremor. This means that the reference image used
in image-based tracking has always some motion encoded in the image. If the dis-
tortion is big enough, it can cause visible distortions throughout the whole dataset
as all of the data is cross-correlated to the reference frame. This is something that
most researchers in the field are aware of. It hasn’t been a real issue as the SLO pro-
duces frames at 30 Hz and the operator can always continue selecting a new frame
from the video feed until a good reference frame is obtained. Good meaning no vis-
ible distortions in this case [4]. Recently a few publications have tackled this issue.
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Salmon et al. presented their automated reference frame selection (ARFS) algorithm
to remove the subjectivity from the reference frame selection and eliminate operator
bias. Although the ARFS didn’t outperform the strip-based method, it is a promising
advancement when the AOSLO systems are brought from the laboratory to a clinical
environment.

As the fixational eye movement is random, the only method to avoid it in the ref-
erence frame is to image faster. Bedggood and Metha used an AO flood illumination
system to obtain a reference frame that has minimal intra-frame distortions due to
a 2.5 ms exposure time [5]. They were then able to simulate motion in the frames
and assess different methods for motion recovery and showed that minimizing the
reference frame distortions do have an impact on the accuracy itself. By using flood
illumination to generate the reference frame, acquisition time is decreased by a fac-
tor of ten compared to raster-scanning. Another option is to use a line illumination
instead of a spot which effectively eliminates one scanning mirror and allows faster
imaging [6, 7]. As expected, Lu et al. reported a decrease in intra-frame distortions
when increasing the image speed from 30 Hz to 200 Hz. However, it is also seen that
the image quality, especially the contrast of the image, decreases, making the eye
motion trace noisier.

In order to improve the accuracy of image-based eye tracking, there are two op-
tions when assuming that the normalized cross-correlation (NCC) peak localization
is already accurate. One is to chance the optical components used in the system
to improve the resolution of the images. This means that the area imaged remains
the same, but it is now mapped (sampled) with smaller pixels. The second option
is to change the NCC peak detection algorithm to detect subpixel changes. These
methods include doing zero-padding before the fast Fourier transform (FFT) and
detecting the center of the mass in the NCC matrix, for example. These two options
can be also both implemented at the same time but the latter one is usually much
easier to implement on all platforms. Having tracking accuracy ≤ 1 µm is already
below the reported amplitude of tremor component (and photoreceptor diameter in
the fovea) and this can be achieved with either of the proposed software approaches.

6.4 New opportunities for real-time eye tracking

Techniques such as optical coherence tomography have become so advanced, that
their imaging speed can be already described as volumes per second. It is so fast that
there is no time for eye motion to occur when doing structural imaging. That doesn’t
mean that motion detection isn’t useful for OCT. As everything has to do with sam-
pling rate, it is true that standard C-scans can be acquired within 1-2 seconds, but
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that doesn’t mean that eye tracking is becoming obsolete. Even with OCT eye track-
ing becomes important, when moving to ultra-widefield imaging (over 100 degrees),
as the acquisition time can be 8 seconds or more [8]. Another good application where
eye tracking can be beneficial is Doppler OCT, or as it is better known among clin-
icians, OCT angiography (OCTA). Whether the method to detect the blood flow is
with amplitude decorrelation [9], speckle variance [10, 11] or phase variance [12, 13],
averaging of the volumes is always crucial to produce a good quality angiograms.

The benefits of motion detection are not limited to OCT, as there are other emerg-
ing technologies that actually need tracking to be able to produce meaningful in vivo
data in ophthalmology. One such technology is two-photon fluorescence ophthal-
moscopy [14, 15] where in vivo imaging of the retina is still to be realized. To get
enough fluorescence back to the detector, either the illumination has to be very pow-
erful or long integration times are needed. As the wavelength used for two-photon
imaging is quite short, the amount of optical power that can be sent to the eye is
very limited. With eye tracking the integration time can be increased and the optical
power can be kept within the safety limits.

Another imaging technique that can benefit from motion detection is Raman
spectroscopy [16, 17] and its many variants such as stimulated Raman spectroscopy
(SRS) [18, 19] or coherent anti-Stokes Raman spectroscopy (CARS) [20, 21]. For these
methods, it is well known that when doing a spectral map of the sample (image),
each data point (pixel) can take somewhere between 1 to 10 seconds. For a 64 × 64
image this would already mean acquisition times of 68 minutes or more. Obviously
this means that any type of in vivo retinal imaging is not feasible as the eye motion
renders the data useless and no localization is achieved. The usefulness of eye track-
ing can be easily realized here as it will keep the retinal image stabilized and the
integration times can be kept high.

6.5 Thesis conclusion

SLO is a resourceful optical imaging modality for non-invasive high-resolution imag-
ing of the retina. The chapters presented in this thesis showed that by carefully de-
signing and building the SLO systems, they are very well suited for retinal imaging
and for fixational eye movement detection. This allows correction of eye movement
in the acquired datasets resulting averaged high-quality images and allowed even
correction of secondary imaging system such as the Doppler OCT. The importance
of effective eye-tracking is evident as older population does not have the same abil-
ity to fixate anymore, which leads to distortions in the datasets. By providing stable
eye tracking over a large frequency range, it is expected that other imaging modali-
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ties can be brought to ophthalmology such as Raman spectroscopy and two-photon
fluorescence imaging.
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