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Language in this thesis

Research is almost impossible to carry out alone. Hence, all the content chapters from this thesis are based on collaborative work. Since this thesis is presented as a single-authored monograph, I have made the following choice. The introduction and conclusion are written from a first-person singular perspective (using *I*), but, in acknowledgment of my co-authors, all content chapters are written from a first-person plural perspective (using *we*). I remain solely responsible for any errors in this thesis.
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Most of the images in this thesis originate from Flickr.com, a social image sharing platform, where amateurs and professional photographers share their work under various licenses. Many of these images are provided under a Creative Commons licence. Where possible, I have tried to use images provided either under such a license, or even images that are part of the Public Domain, with the appropriate attributions. Unfortunately, this was not always possible.

The research presented in this thesis focuses on image descriptions from the Flickr30K and MS COCO datasets, and some of the images from those corpora are fully copyrighted. Furthermore, some images have been deleted from Flickr.com after their publication in either Flickr30K or MS COCO. In those cases, it was not always possible to find and credit the original author (although I did try, using Google’s reverse image search). I have generally tried to avoid using these images, and to look for alternative examples. In some cases, however, I have found that the copyrighted image provided the clearest example.

The use of copyrighted images is somewhat of a legal gray area. Copyright law in the US (where Flickr is based) has a Fair Use exception, that allows for the use of copyrighted images in some cases. Those cases are judged using the following four factors:

1. **The purpose and character of the use.** Here, we could reasonably argue that scholarly work qualifies as ‘transformative use’, where we do not just copy the image, but reflect on the meaning of the image and the associated descriptions from existing image description corpora.
2. **The nature of the copyrighted work.** Here, we could argue that the images were published on Flickr.com already (meant to be seen by others), and used in existing image description datasets.
3. **The Amount and Substantiality of the Portion Taken.** Here, we need to concede that we are not just copying a portion of the image. However, this is unavoidable in discussing image descriptions, which aim to capture the heart of the work.
4. **The effect of the use on the potential market.** This is hard to judge, as the use is not for commercial gain, but purely for research purposes.

The use of copyrighted images is somewhat of a legal gray area. Copyright law in the US (where Flickr is based) has a Fair Use exception, that allows for the use of copyrighted images in some cases. Those cases are judged using the following four factors:

1. **The purpose and character of the use.** Here, we could reasonably argue that scholarly work qualifies as ‘transformative use’, where we do not just copy the image, but reflect on the meaning of the image and the associated descriptions from existing image description corpora.
2. **The nature of the copyrighted work.** Here, we could argue that the images were published on Flickr.com already (meant to be seen by others), and used in existing image description datasets.
3. **The Amount and Substantiality of the Portion Taken.** Here, we need to concede that we are not just copying a portion of the image. However, this is unavoidable in discussing image descriptions, which aim to capture the heart of the work.
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